Errata Sheet for Release 4.0.0a
On February 25, 2009 Telcordia Technologies release the following documents to be distributed to the LNPA WG members:
· A Multi-Vendor NPAC SMS Solution NANC 437 – Primer

· FRS Release 4.0.0a

· IIS Part B Release 4.0.0a
· GDMO Release 4.0.0a
This Erratum corrects items as indicated below:

A Multi-Vendor NPAC SMS Solution NANC 437 – Primer
1. Last line in Section 2.5.2 is corrected to read “LSMS and SOA Systems”.

2. Section 3.3, 3rd bullet corrects “EBBD” to read “EBDD”.
3. Reference to “Failed Lists” in Section 3.7 is corrected to read “Failed SP Lists”.

4. Last sentence in 1st paragraph of Section 4.5.1 has been corrected by removing the words “and then”

5. Last line of 2nd paragraph of Section 4.6 corrects “NPAC Split” to read “NPA Split”.

6. Section4.7.2, 4th bullet corrects “to associated the” to read “to associate the”.

7. Section 5.3, 3rd paragraph corrects “there is a table below” to read “there is a section below”.
8. Figures 4 through 8 have been updated for clarification.  Corrected Figures are included with this Erratum Package 
FRS Release 4.0.0a

1. Table 3-7 Peered NPAC Customer Data Model Table is corrected to include the data element “Service Provider Type”.

2. Section 3.13.3 requirements numbered “RT5-90” and “RT5-91” have been corrected to read “RT3-90” and “RT3-91”.

3. Section 3.13.4 requirements numbered “RT5-95” and “RT5-96” have been corrected to read “RT3-95” and “RT3-96”.

4. Section 3.13.5 requirements numbered “RT5-99” and “RT5-100” have been corrected to read “RT3-99” and “RT3-100”.

IIS Part B Release 4.0.0a

1. Flow B.5.1.6.1 has been corrected by replacing the figure with the correct one. Corrected Flow is included with this Erratum Package
GDMO Release 4.0.0a

1. serviceProvNetwork is corrected to include Business Hours/Days, Port-In Timer Type, and Port-Out Timer Type. Corrected ASN.1/GDMO is included with this Erratum Package.
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Flow B.5.6.1
Peered Active Subscription Version Create on Local SMS (continued)
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Appendix A. GDMO & ASN.1 Changes


This Appendix identifies the GDMO and ASN.1 Changes in a Peered NPAC SMS environment.  The GDMO and ASN.1 changes are based upon NPAC SMS Release 3.3.1


A.1 GDMO Changes


A.1.1.1 Object Definitions


-- 14.0 LNP Subscriptions Managed Object Class


lnpSubscriptions MANAGED OBJECT CLASS


    DERIVED FROM "CCITT Rec. X.721 (1992) | ISO/IEC 10165-2 : 1992":top;


    CHARACTERIZED BY


        lnpSubscriptionsPkg,


        subscriptionVersionLocalSMS-CreatePkg;


    CONDITIONAL PACKAGE


…


--


-- Packages for the peering implementation


--


    peerUpdatePkg PRESENT IF

        !the object is instantiated on the NPAC SMS!;


    subscriptionVersionPeeredBroadcastPkg PRESENT IF


        !the object is instantiated on the NPAC SMS!;


    numberPoolBlockPeeredOperationsPkg PRESENT IF


        !the object is instantiated on the NPAC SMS!;


lnpSubscriptionsBehavior BEHAVIOUR


    DEFINED AS !


…


        In a peered NPAC SMS region, the peerUpdate notification, contained in the


        peerUpdatePkg, is used by a Peered NPAC SMS via the Inter-NPAC SMS LSMS


        Interface to update the Master NPAC SMS with successful Local SMS 


        subscription version or number pool block broadcasts. It is used

        to update results during broadcasts, resends and audit corrections.

        The subscriptionVersionPeeredBroadcastPkg contains the action that is sent from 


        the Master NPAC SMS to other Peered NPAC SMSs via the Inter-NPAC SMS LSMS Interface


        for subscription version creations, modifications and deletions. The 


        Peered NPAC SMS will then broadcast the subscription version update to


        its subtending LSMSs.


        The numberPoolBlockedPeeredOperationsPkg contains the action that is sent from 


        the Master NPAC SMS to other Peered NPAC SMSs via the Inter-NPAC SMS LSMS Interface


        for number pool block creations, modifications and deletions. The 


        Peered NPAC SMS will then broadcast the number pool block update to


        its subtending LSMSs.


    !;


-- 17.0 LNP Service Provider Network Managed Object Class


serviceProvNetwork MANAGED OBJECT CLASS


    DERIVED FROM "CCITT Rec. X.721 (1992) | ISO/IEC 10165-2 : 1992":top;


    CHARACTERIZED BY


        serviceProvNetworkPkg;


    CONDITIONAL PACKAGES


        serviceProvTypePkg PRESENT IF


                 !the service provider has the service provider type information!,


            serviceProvDownloadReasonPkg PRESENT IF


                 !the service provider has the download reason populated!,



     serviceProvPeeredNPAC-IdPkg PRESENT IF


                 !the package is instantiated on a Peered NPAC SMS!;


    REGISTERED AS {LNP-OIDS.lnp-objectClass 17};


serviceProvNetworkPkg PACKAGE


    BEHAVIOUR


        serviceProvNetworkDefinition,


        serviceProvNetworkBehavior;


    ATTRIBUTES


        serviceProvID GET,


        serviceProvName GET-REPLACE;


    ;


serviceProvNetworkDefinition BEHAVIOUR


    DEFINED AS !


        The serviceProvNetwork class is the managed object


        used to contain the network data for a service provider.


    !;


serviceProvNetworkBehavior BEHAVIOUR


    DEFINED AS !


        Local SMS, SOA, and NPAC SMS Managed Object used for the


        Local SMS to NPAC SMS interface and the SOA to NPAC SMS interface.


        Service providers and the NPAC SMS can M-GET, M-CREATE, and M-SET


        any serviceProvNetwork object (Network Data Association Function). 


        The serviceProvId attribute is read only and can not be


        changed via the NPAC SMS to Local SMS Interface or SOA


        to NPAC SMS interface once the object has been created on


        the Local SMS, SOA or NPAC SMS.  The serviceProvName can be


        M-SET via the NPAC SMS to Local SMS Interface or the SOA to


        NPAC SMS interface by the NPAC SMS.  The Local SMS and SOA


        only create or modify local copies of serviceProvNetwork objects


        after receiving the objects from an NPAC SMS M-CREATE or M-SET


        request or reading them from the NPAC SMS for initial instantiation.


        The serviceProvPeeredNPAC-IdPkg is used to instantiate the NPAC Customer


        Ids for identification of the Inter-NPAC SMS SOA and Inter-NPAC SMS LSMS 

        associations and the business and timer types used by the service provider.


    !;


-- 41.0 LNP Log Record for the LNP Peer Update Notification


lnpLogPeerUpdate MANAGED OBJECT CLASS


    DERIVED FROM "CCITT Rec. X.721 (1992) | ISO/IEC 10165-2 :


1992":eventLogRecord;


    CHARACTERIZED BY


        lnpLogPeerUpdatePkg;


    REGISTERED AS {LNP-OIDS.lnp-objectClass 41};


        lnpLogPeerUpdatePkg PACKAGE


    BEHAVIOUR


        lnpLogPeerUpdateDefinition,


        lnpLogPeerUpdateBehavior;


    ATTRIBUTES


        accessControl GET;


    ;


lnpLogPeerUpdateDefinition BEHAVIOUR


    DEFINED AS !


        The lnpLogPeerUpdateRecord


        class is the


        managed object that is used to create log records for the


        lnpLogPeerUpdate Notification.


    !;


lnpLogPeerUpdateBehavior BEHAVIOUR


    DEFINED AS !


        This log record can be used by any CME wanting to log the


        lnpLogPeerUpdate Notification.


    !;


A.1.1.2 Packages


-- 59.0 LNP Number Pool Block Peered Operations Package


numberPoolBlockPeeredOperationsPkg PACKAGE


    BEHAVIOUR numberPoolBlockPeeredOperationsPkgBehavior;


ACTIONS


        numberPoolBlockPeeredBroadcast,


        numberPoolBlockPeeredContaminant;


REGISTERED AS {LNP-OIDS.lnp-package 59};


numberPoolBlockPeeredOperationsPkgBehavior BEHAVIOUR


    DEFINED AS !


        This package provides for conditionally including the


        Number pool block peered operations used between Peered NPAC SMS via the


        Inter-NPAC SMS LSMS Interface.


    !;


-- 60.0 LNP Subscription Version Peered Broadcast Package


subscriptionVersionPeeredBroadcastPkg PACKAGE


    BEHAVIOUR subscriptionVersionPeeredBroadcastPkgBehavior;


    ACTIONS


        subscriptionVersionPeeredBroadcast;


    REGISTERED AS {LNP-OIDS.lnp-package 60};


subscriptionVersionPeeredBroadcastPkgBehavior BEHAVIOUR


    DEFINED AS !


        This package provides for conditionally including the


        subscriptionVersionPeeredBroadcast action used between Peered NPAC SMS via the


        Inter-NPAC SMS LSMS Interface.


    !;


-- 61.0 LNP Subscription Version Range Peered Status Attribute Value


--      Change Package


peerUpdatePkg PACKAGE


    BEHAVIOUR peerUpdatePkgBehavior;


    ACTIONS


        peerUpdate;


    REGISTERED AS {LNP-OIDS.lnp-package 61};


peerUpdatePkgBehavior BEHAVIOUR


    DEFINED AS !


        This package provides for conditionally including the


        peerUpdate notification action used between Peered NPAC SMS via the


        Inter-NPAC SMS LSMS Interface.


    !;


-- 62.0 LNP Service Provider NPAC Id Data Package


serviceProvPeeredNPAC-IdDataPkg PACKAGE


    BEHAVIOUR serviceProvPeeredNPAC-IdDataPkgBehavior;


    ATTRIBUTES


        serviceProvPeeredNPAC-SOA-Id GET-REPLACE,


        serviceProvPeeredNPAC-LSMS-Id GET-REPLACE,


        serviceProvPeeredNPAC-BusinessType GET-REPLACE,


        serviceProvPeeredNPAC-PortInTimerType GET-REPLACE,


        serviceProvPeeredNPAC-PortOutTimerType GET-REPLACE;

    REGISTERED AS {LNP-OIDS.lnp-package 62};


serviceProvPeeredNPAC-IdDataPkgBehavior BEHAVIOUR


    DEFINED AS !


        This package provides for conditionally including the


        Service Provider Network’s Peered NPAC SMS SOA Id 

        and NPAC SMS LSMS Id. 


        The Peered NPAC SMS SOA and LSMS Ids 


        are used to identify the Inter-NPAC SMS SOA and LSMS associations 


        for the Service Providers Peered NPAC SMS.


        The Peered NPAC SMS Business Type, and Port-In and Port-Out Timer Types 


        are used to identify business and timer type used by the service provider.

    !;


A.1.1.3 Actions


-- 16.0 LNP Service Provider Number Pool Block Create


numberPoolBlock-Create ACTION


    BEHAVIOUR


        numberPoolBlock-CreateDefinition,


        numberPoolBlock-CreateBehavior;


    MODE CONFIRMED;


    WITH INFORMATION SYNTAX LNP-ASN1.NumberPoolBlock-CreateAction;


    WITH REPLY SYNTAX LNP-ASN1.NumberPoolBlock-CreateReply;


    REGISTERED AS {LNP-OIDS.lnp-action 16};


numberPoolBlock-CreateDefinition BEHAVIOUR


    DEFINED AS !


        The numberPoolBlock-Create action is the action that is


        used on the NPAC SMS via the SOA to NPAC SMS interface by the


        block holder SOA to create a new numberPoolBlockNPAC.


    !;


numberPoolBlock-CreateBehavior BEHAVIOUR


    DEFINED AS !


        …


        In a Peered NPAC SMS Environment, it is possible that the NPAC SMS 


        servicing the block holder (who issued the numberPoolBlock-Create 


        request) is not the same as the NPAC SMS servicing the code holder. 


        In this case, the block holder NPAC SMS must validate with the code 


        holder NPAC SMS using the numberPoolBlockPeeredContaminant action to 


        determine if there are any pending port requests, for tns that have not 


        been previously ported, at the time of number pool block creation.


    !;


-- 22.0 LNP Number Pool Block Peered Broadcast Action


numberPoolBlockPeeredBroadcast ACTION


    BEHAVIOUR


      numberPoolBlockPeeredBroadcastDefinition,


      numberPoolBlockPeeredBroadcastBehavior;


    MODE CONFIRMED;


    WITH INFORMATION SYNTAX 


       LNP-ASN1.NumberPoolBlockPeeredBroadcastAction;


    WITH REPLY SYNTAX 


       LNP-ASN1.NumberPoolBlockPeeredBroadcastActionReply;


    REGISTERED AS {LNP-OIDS.lnp-action 22};


numberPoolBlockPeeredBroadcastDefinition BEHAVIOUR


    DEFINED AS !


        The numberPoolBlockPeeredBroadcast is used to broadcast number 

        pool block operations across the Inter-NPAC LSMS Interface


    !;


numberPoolBlockPeeredBroadcastBehavior BEHAVIOUR


    DEFINED AS !


       The numberPoolBlockPeeredBroadcast is used by a Master NPAC SMS to create, 

       modify or delete numberPoolBlockNPAC objects across the Inter-NPAC LSMS Interface. 


       Creation of the numberPoolBlockNPAC object also triggers 

       the creation of related subscriptionVersionNPAC objects with an LNPType of pool.


       NumberPoolBlock objects will then be broadcast by Peered NPAC SMS to subtending 

       EDR LSMS. SubscriptionVersion objects will then be broadcast by Peered NPAC SMS 

       to subtending non-EDR LSMS.


       Modification of the numberPoolBlockNPAC object triggers the modification


       of related subscriptionVersionNPAC objects with an LNPType of pool.

       NumberPoolBlock object modifications will be broadcast by Peered NPAC SMS to their


       subtending EDR LSMS. SubscriptionVersion object modifications will be broadcast by 


       Peered NPAC SMS to their subtending non-EDR LSMS.

       Deletion of the numberPoolBlockNPAC object triggers the deletion


       of related subscriptionVersionNPAC objects with an LNPType of pool.

       NumberPoolBlock object deletions will be broadcast by Peered NPAC SMS to their


       subtending EDR LSMS. SubscriptionVersion object deletions will be broadcast by 


       Peered NPAC SMS to their subtending non-EDR LSMS.


       As responses are returned from subtending LSMS, the peered NPAC SMS will send 

       the peerUpdate notification to the Master NPAC SMS. 


    !;


-- 23.0 LNP Subscription Version Peered Broadcast Action 


subscriptionVersionPeeredBroadcast ACTION


    BEHAVIOUR


        subscriptionVersionPeeredBroadcastDefinition,


        subscriptionVersionPeeredBroadcastBehavior;


    MODE CONFIRMED;


    WITH INFORMATION SYNTAX LNP-ASN1.PeeredBroadcastAction;


    WITH REPLY SYNTAX LNP-ASN1.PeeredBroadcastActionReply;


    REGISTERED AS {LNP-OIDS.lnp-action 23};


subscriptionVersionPeeredBroadcastDefinition BEHAVIOUR


    DEFINED AS !


        The subscriptionVersionPeeredBroadcast action is the action that is 


        used by the Master NPAC SMS to broadcast subscription version 


        creations, modifications and disconnects via the


        Inter-NPAC SMS LSMS interface to Peered NPAC SMS.


    !;


subscriptionVersionPeeredBroadcastBehavior BEHAVIOUR


    DEFINED AS !


        Preconditions: This action is issued from an lnpSubscriptions


        object.  All attribute


        values required for each operation will be supplied.


        Postconditions: A successful reply indicates the Peered NPAC SMS can


        decipher the broadcast action. An error will be


        returned to the Master NPAC SMS if the Peered NPAC SMS cannot recognize the


        action data. Otherwise, a successful response will be sent.

        The Peered NPAC SMS will attempt to perform the specified operations.


        It will return the peerUpdate notification to the NPAC SMS informing it of 

        the success of the Local SMS broadcasts. 


        The choice of operations are subscription create, subscription modify


        and subscription delete. 


        When a subscription create is to be sent, the Master NPAC SMS will send the


        required data for the subscription version NPAC creation. Upon receipt


        of the create broadcast, the Peered NPAC SMS will either create the


        subscription version NPAC or verify its subscription version matches


        the attributes sent and make updates, if needed. The Peered NPAC SMS


        will then broadcast the subscription version create to its subtending


        Local SMSs with either a subscriptionVersion M-CREATE or by using the


        subscriptionLocalSMS-Create action.


        When a subscription modify is to be sent, the Master NPAC SMS will


        send the required data for the modify choice, including the list of 


        subscription version ids and the attributes to be updated. 

        The Peered NPAC SMS will update its version


        of the subscription and then broadcast the updates to its subtending Local


        SMSs with an M-SET operation (scoped-and-filtered if a range).


        When a subscription delete is to be sent, the Master NPAC SMS will


        send the required list of subscripton version ids


        for the delete choice of the action. The Peered


        NPAC SMS will proceed to broadcast a M-DELETE operation(


        scoped-and-filtered if a range) to its subtending Local SMSs.


    !;


-- 24.0 LNP Peered Download Action


lnpPeeredDownload ACTION


    BEHAVIOUR


        lnpPeeredDownloadDefinition,


        lnpPeeredDownloadBehavior;


    MODE CONFIRMED;


    WITH INFORMATION SYNTAX LNP-ASN1.PeeredDownloadAction;


    WITH REPLY SYNTAX LNP-ASN1.PeeredDownloadReply;


    REGISTERED AS {LNP-OIDS.lnp-action 24};


lnpPeeredDownloadDefinition BEHAVIOUR


    DEFINED AS !


        The lnpPeeredDownload action is the action that is used by Peered NPAC SMSs 


        via the Inter-NPAC SMS LSMS Interface for recovery.


    !;


lnpPeeredDownloadBehavior BEHAVIOUR


    DEFINED AS !


        Preconditions: This action is issued from an lnpSubscriptions


        or an lnpNetwork object and all objects to be downloaded


        are specified in the action request.


        Postconditions: After this action has been executed by the Inter-NPAC SMS


        via its Inter-NPAC SMS LSMS Interface


        specifying which objects to download, the Master NPAC SMS will


        determine which objects satisfy the download request and return


        them in the download action reply. Creation, deletion, and


        modification information will be included in the reply for network and 


        service provider data.  All data for network and service provider 


        for objects that have been modified is downloaded not just the 


        information that was modified. The download reason is set to 'new1' for


        a new object, 'delete1' for a deleted object and 'modified' for a


        modified object.


        Inter-NPAC SMS LSMS Interface may receive subscription version or number


        pool block data during


        recovery, where more than one activity occurred for a given subscription


        version or number pool block during the time the NPAC SMS was not available.


        This will occur when NPAC Personnel via the OpGUI, exclude a Service 


        Provider from the Failed SP List to allow the current Service Provider to 


        perform some type of subsequent activity on that subscription version or


        number pool block.  Hence, when the Peered NPAC SMS performs 


        recovery, the recovered 


        data will contain data for both activities (all current attributes).  So,


        if the recovering Peered NPAC SMS is recovering a modified subscription version or


        number pool block for which it did not receive the initial M-CREATE, the


        download reason is set to 'modified' for this subscription version or


        number pool block object.


        Data to be downloaded can be specified by a time range of last


        modification/creation or by other criteria.  Time range requests


        will be limited to a tunable range specified in the Master NPAC SMS, and


        must be specified in Coordinated Universal Time (UTC).


        All data modified/created in the download time period, regardless


        of the amount of data, will be downloaded.  Time range requests are


        also subject to the tunable, Maximum_TN_Recovery.


        For download requests not specifying a time range, the amount of data


        downloaded will be limited to a tunable amount as specified in the


        Master NPAC SMS.


        Criteria for a subscription download is a time range or a TN or


        TN range.  For TN ranges the stop TN in the range must be greater


        than the start TN in the range. 


        Criteria for a number pool block download is time range, NPA-NXX-X


        range or NPA-NXX-X.


        Criteria for a network data download is a time range, service


        provider id or all service providers, an npa-nxx range or all


        npa-nxx data, an npa-nxx-x range or all npa-nxx-x data, an LRN


        range or all LRN data, or all network data. Specifying


        "all-network-data" includes the serviceProvNPA-NXX-X object. 


        For all download requests, Inter-NPAC SMS LSMS Interface should behave as


        follows in response to the possible download M-ACTION response


        from the Master NPAC SMS:


           Success - process the data received from the Master NPAC SMS, continue


              processing.


           No-data-selected -- no data was found, continue processing.  


           Criteria-too-large (using the Maximum Number of Download Records 


              tunable) - break up the request into a smaller time range and


              re-issue the request to the Master NPAC SMS (only applies to the 


              subscription version requests).


           OR


           Criteria-too-large (using the Maximum Number of Download 


              Notifications tunable) - break up the request into a smaller time


              ranges and re-issue the request to the Master NPAC SMS.


           Time-range-invalid (using the Maximum Download Duration tunable) -


              break up the request into shorter time ranges and


              re-issue the request to the Master NPAC SMS.


           Failed - go into retry mode. Re-issue the request a configurable


              number of additional retry attempts with an "x" amount of delay


              between requests ("x" is a configurable amount of time after


              receiving the failure for each request). If a failed response


              is received for the final retry request, abort the association 


              and re-start the recovery process. 


        For activities that specify "continue processing", the recovering Peered NPAC SMS


        should send the Master NPAC SMS, either the next lnpPeeredDownload action for


        a different type of data, or an lnpRecoveryComplete request, depending


        on where the response appears in the flow.


        Inter-NPAC SMS LSMSs can use the lnpPeeredDownload action to recover network data,


        subscription version data, and number pool block data. The


        lnpPeeredNotificationRecovery action is used to recover notification data.


        Subscription versions and number pool blocks with a status of active


        and partial-failure will be recovered.  Also Subscription


        versions and number pool blocks with a status of sending will be 


        recovered.


        The Inter-NPAC SMS LSMS is capable of recovering data based on the


        association functions. The Inter-NPAC SMS LSMS


        recovers network data, subscription data, and number pool block


        using the data download association function (dataDownload) and


        recovers notification data using the network data management association


        function (networkDataMgmt).  


        Linked replies.


            The Inter-NPAC SMS receives linked replies if the amount of


            data is greater than the associated Blocking Factor.


            If the number of network data objects to be returned exceeds the


            "Network Data Maximum Linked Recovered Objects" tunable, a


            "criteria-too-large" error will be returned to the requesting NPAC SMS. 


            Each linked reply sent in response to a successfully processed


            lnpPeeredDownload action request for network data will contain a status of


            success (0).  The returned data is sent in replies based on the


            "Network Data Linked Replies Blocking Factor" tunable, such that each


            linked reply is no larger than the "Network Data Linked Replies


            Blocking Factor" tunable value.  The returned data is followed by an


            empty reply, to indicate the end of the data.  If the number of


            network data objects to be returned is less than or equal to the


            "Network Data Linked Replies Blocking Factor" tunable, a single 


            non-linked reply will be sent back to the requesting NPAC SMS.


            Linked replies will be returned as the response to a lnpPeeredDownload Action


            request for subscription data if the number of messages returned is


            less than the "Subscription Data Maximum Linked Recovered Objects"


            tunable, and the amount of data is greater than the "Subscription


            Data Linked Replies Blocking Factor" tunable. 


            If the number of subscription data messages to be returned exceeds 


            the "Subscription Data Maximum Linked Recovered Objects" tunable, a


            "criteria-too-large" error will be returned to the requesting NPAC SMS.


            Each linked reply sent in response to a successfully processed


            lnpPeeredDownload action request for subscription data will contain a


            status of success (0).  The returned data is sent in replies based on


            the "Subscription Data Linked Replies Blocking Factor" tunable, such 


            that each


            linked reply is no larger than the "Subscription Data Linked Replies


            Blocking Factor" tunable value.  The returned data is followed by an


            empty reply, to indicate the end of the data.  If the number of


            subscription data objects to be returned is less than or equal to the


            "SubscriptionData Linked Replies Blocking Factor" tunable, a single


            non-linked reply will be sent back to the requesting Peered NPAC SMS.


            Linked replies will be returned as the response to a lnpPeeredDownload Action


            request for number pool block data if the number of messages returned


            is less than the "Number Pool Block Data Maximum Linked Recovered


            Objects" tunable, and the amount of data is greater than the "Number


            Pool Block Data Linked Replies Blocking Factor" tunable. 


            If the number of number pool block data messages to be returned exceeds 


            the "Number Pool Block Data Maximum Linked Recovered Objects" tunable,


            a "criteria-too-large" error will be returned to the requesting Peered NPAC SMS.


            Each linked reply sent in response to a successfully processed


            lnpPeeredDownload action request for number pool block data will contain a


            status of success (0).  The returned data is sent in replies based on


            the "Number Pool Block Data Linked Replies Blocking Factor" tunable,


            such that each linked reply is no larger than the "Number Pool Block


            Data Linked Replies Blocking Factor" tunable value.  The returned data


            is followed by an empty reply, to indicate the end of the data.  If the


            number of number pool block data objects to be returned is less than or


            equal to the "Number Pool Block Data Linked Replies Blocking Factor"


            tunable, a single non-linked reply will be sent back to the recovering

            Peered NPAC SMS.


        Downloading data using the SWIM criteria. 

            A Peered NPAC SMS will primarily request that the Master NPAC SMS send missed 


            messages. In order to accomplish this, the Master NPAC SMS keeps 


            track of messages that were either not sent from the Master NPAC SMS


            to the recovering Peered NPAC SMS, or not responded


            to from the recovering Peered NPAC SMS back to the Master NPAC SMS.


            The Send What I Missed (SWIM) functionality in the lnpPeeredDownload

            message allows for the recovery of these missed messages.  If there


            is data to be recovered, the Master NPAC SMS sends back a reply to the


            lnpPeeredDownload action which contains the missed messages using linked


            replies.  An action ID is generated by the Master NPAC SMS and is added in the


            SWIM response linked replies.  In cases where the last linked reply 


            contains a status of swim-more-data, this indicates that there is 


            more data of the requested type to recover, and the recovering Peered NPAC SMS 


            should repeat the same action.  For each ACTION response, the


            recovering Peered NPAC SMS must respond back with the action ID in the


            next lnpPeeredDownload action.  This indicates the replies were


            successfully processed, and the Master NPAC SMS removes the messages


            associated with the previous ACTION response from the missed list


            for the associated type of data.  For the last ACTION response for


            each type of data, the recovering Peered NPAC SMS must respond back with


            the action ID by sending a separate M-EVENT-REPORT to indicate the


            replies for that type of data were successfully processed.


            Upon receipt, the Master NPAC SMS


            clears the recovering Peered NPAC SMS missed message list for that


            type of data and the failed SP list.  


    !;


-- 25.0 Peered Notification Recovery Action


lnpPeeredNotificationRecovery ACTION


    BEHAVIOUR


        lnpPeeredNotificationRecoveryDefinition,


        lnpPeeredNotificationRecoveryBehavior;


    MODE CONFIRMED;


    WITH INFORMATION SYNTAX LNP-ASN1.PeeredNetworkNotificationRecoveryAction;


    WITH REPLY SYNTAX LNP-ASN1.PeeredNetworkNotificationRecoveryReply;


    REGISTERED AS {LNP-OIDS.lnp-action 25};


lnpPeeredNotificationRecoveryDefinition BEHAVIOUR


    DEFINED AS !


        The lnpPeeredNotificationRecovery action is the action that can be


        used by a Peered NPAC SMS via the Inter-NPAC SMS SOA and  to recover notification information that


        cannot be recovered by other means from the Master NPAC SMS.


    !;


lnpPeeredNotificationRecoveryBehavior BEHAVIOUR


    DEFINED AS !


        Preconditions: This action is issued from an lnpNPAC-SMS object


        from a Peered NPAC SMS that specified the recovery mode flag in the access 


        control as true at association establishment.


        Postconditions: After this action has been executed by the Peered NPAC SMS


        specifying recovery, the Master NPAC SMS will forward the notifications


        that occurred in the time range specified for the recovering Peered NPAC SMS


        (Inter-NPAC SMS SOA or Inter-NPAC SMS LSMS). 


        Notifications are forwarded in the action reply.


        Notifications to be recovered are requested by time range. Time range


        requests will be limited to a tunable range specified in the Master NPAC


        SMS. All data in the download time period, regardless of the amount


        of data, will be returned. 


        The recovery of the Inter-NPAC SMS SOA and Inter-NPAC SMS LSMS 


        notifications are independent 


        requests.  Notifications can be recovered until they are


        purged from the database.  The tunable used to determine when to


        purge the notifications is "Notify Log Retention Period" which


        defaults to 90 days.


        For all download requests, the Peered NPAC SMS should behave as


        follows in response to the possible download M-ACTION response


        from the Master NPAC SMS:


           Success - process the data received from the Master NPAC SMS, continue


              processing.


           No-data-selected -- no data was found, continue processing.  


           Criteria-too-large (using the MaxNotificationRecovery tunable) -


              break up the request into a smaller time range and


              re-issue the request to the Master NPAC SMS.


           Time-range-invalid (using the Maximum Download Duration tunable) -


              break up the request into shorter time ranges and


              re-issue the request to the Master NPAC SMS.


           Failed - go into retry mode. Re-issue the request a configurable


              number of additional retry attempts with an "x" amount of delay


              between requests ("x" is a configurable amount of time after


              receiving the failure for each request). If a failed response


              is received for the final retry request, abort the association 


              and re-start the recovery process. 


        For activities that specify "continue processing", the recovering Peered NPAC


        SMS should send the Master NPAC SMS, either the next lnpPeeredDownload action for


        a different type of data, or an lnpRecoveryComplete request, depending


        on where the response appears in the flow.


        The recovering Peered NPAC SMS is capable of recovering data based on the


        association functions. 


        Linked Replies.


            The Inter-NPAC SMS SOA and Inter-NPAC SMS LSMS receive linked replies if 


            the amount of data is greater than the associated Blocking Factor.


            Linked replies will be returned as the response to an


            LnpPeeredNotificationRecovery Action request for notification data if


            The number of notifications returned is less than the 


            "Notification Data Maximum Linked Recovered Notifications"


            tunable, and the amount of data is greater than the "Notification


            Data Linked Replies Blocking Factor" tunable. 


            If the number of Notifications to be returned exceeds


            the "Notification Data Maximum Linked Recovered Notifications"


            tunable, a "criteria-too-large" error will be returned to the 


            recovering Peered NPAC SMS. 


            Each linked reply sent in response to a successfully processed 


            lnpPeeredNotificationRecovery action request for notification data 


            will contain a status of success (0).  The returned data is 


            sent in replies based on the "Notification Data Linked Replies 


            Blocking Factor" tunable, such that each linked reply is no 


            larger than the "Notification Data Linked Replies Blocking Factor" 


            tunable value.  The returned data is followed by an empty reply, 


            to indicate the end of the data.  If the number of notification 


            data objects to be returned is less than or equal to the 


            "Notification Data Linked Replies Blocking Factor" tunable, a 


            single non-linked reply will be sent back to the recovering Peered NPAC SMS.


        Recovery of Notifications Using The SWIM criteria.


            A recovering Peered NPAC SMS might request that the Master NPAC SMS send missed


            notifications.  In order to accomplish this, the Master NPAC SMS 


            keeps track of notifications that were either not sent from the Master


            NPAC SMS to the recovering Peered NPAC SMS, or not responded to from the 


            recovering Peered NPAC SMS back to the Master NPAC SMS.


            In order to use the notification recovery reply functionality, the


            recovering Peered NPAC SMS needs to provide a time range.  The sequence should


            include a startTime and stopTime, as well as the SWIM criteria of


            notification-download. The startTime and stopTime will be ignored.


            The Send What I Missed (SWIM) functionality in the


            lnpPeeredNotificationRecovery message allows for the recovery of these


            missed messages.  If there is data to be recovered, the Master NPAC 


            SMS sends


            back a reply to the lnpPeeredNotificationRecovery action which contains


            the missed messages using linked replies.  An action ID is generated


            by the Master NPAC SMS and is added in the SWIM response linked replies.  


            In cases where the last linked reply contains a status of 


            swim-more-data, this indicates that there is more data of the requested 


            type to recover, and the recovering Peered NPAC SMS should repeat the same 


            action. For each ACTION response, the recovering Peered NPAC SMS must respond 


            back with the action ID in the next lnpPeeredNotificationRecovery


            action.  This indicates


            the replies were successfully processed, and the Master NPAC SMS


            removes the messages associated with the previous ACTION response


            from the missed list.  For the last ACTION response, the requesting


            Peered NPAC SMS must respond back with the action ID by sending a separate


            M-EVENT-REPORT to indicate the replies were successfully processed


            (swimProcessing-RecoveryResults NOTIFICATION).  Upon receipt, the


            Master NPAC SMS clears the recovering Peered NPAC SMS’s missed notification


            list.  


    !;


-- 26.0 Number Pool Block Peered Contaminant action 


numberPoolBlockPeeredContaminant ACTION


    BEHAVIOUR


      numberPoolBlockPeeredContaminantDefinition,


      numberPoolBlockPeeredContaminantBehavior;


    MODE CONFIRMED;


    WITH INFORMATION SYNTAX LNP-ASN1.BlockContaminantAction;


    WITH REPLY SYNTAX LNP-ASN1.BlockContaminantReply;


    REGISTERED AS {LNP-OIDS.lnp-action 26};


numberPoolBlockPeeredContaminantDefinition BEHAVIOUR


    DEFINED AS !


       The numberPoolBlockPeeredContaminant action is the action that is 


       used by a peered NPAC SMS acting on behalf of the block holder service  


       provider to validate with the peered NPAC SMS acting on behalf of the


       code holder service provider, that an action to create a block can proceed.


       This action is sent via the Inter-NPAC SMS LSMS Interface.


!;


numberPoolBlockPeeredContaminantBehavior BEHAVIOUR


    DEFINED AS !



When a Peered NPAC SMS receives this action via the Inter-NPAC SMS LSMS 


       Interface, it should validate that, for the requested range of TNs, there 

       are no pending subscription versions, provided there are no previous TNs 


       that have been ported.

!;


A.1.1.4 Attributes


-- 157.0 LNP Number Service Provider Network Peered NPAC LSMS ID


serviceProvPeeredNPAC-LSMS-Id ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.ServiceProvId;


    MATCHES FOR EQUALITY;


    BEHAVIOUR serviceProvPeeredNPAC-LSMS-IdBehavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 157};


serviceProvPeeredNPAC-LSMS-IDBehavior BEHAVIOUR


    DEFINED AS !


        This attribute defines the Peered NPAC LSMS Id that is used 

        for the Service Provider Primary NPAC Inter-NPAC SMS LSMS association.


!;


-- 158.0 LNP Service Provider Network Peered NPAC SOA Id


serviceProvPeeredNPAC-SOA-Id ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.ServiceProvId;


    MATCHES FOR EQUALITY;


    BEHAVIOUR serviceProvPeeredNPAC-SOA-IdBehavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 158};


serviceProvPeeredNPAC-SOA-IDBehavior BEHAVIOUR


    DEFINED AS !


        This attribute defines the Peered NPAC SOA Id that is used for the 

        Service Provider Primary NPAC Inter-NPAC SMS SOA association.


!;


-- 159.0 LNP Number Service Provider Network Peered Business Type


serviceProvPeeredNPAC-BusinessType ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.Integer;


    MATCHES FOR EQUALITY;


    BEHAVIOUR serviceProvPeeredNPAC-BusinessType Behavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 159};


serviceProvPeeredNPAC-BusinessTypeBehavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify a service provider’s

        business hours/days type in a Peered NPAC SMS environment. 


        Current valid values are:


        0 for short business hours/days


           (used primarily for wireline to wireline)


        1 for long business hours/days


           (anticipated use for wireless to wireless)


        Short business hours (0)is set if any of the two


        service providers supports only short business hours.


!;


-- 160.0 LNP Service Provider Network Peered Port In Timer Type

serviceProvPeeredNPAC-PortInTimerType ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.Integer;


    MATCHES FOR EQUALITY;


    BEHAVIOUR serviceProvPeeredNPAC-PortInTimerTypeBehavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 160};


serviceProvPeeredNPAC-PortInTimerTypeBehavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify a service provider’s

        port-in timer type in a Peered NPAC SMS environment. 


        Current valid values are:


        0 for long timers (used primarily for wireline to wireline)


        1 for short timers (anticipated use for wireless to wireless)


        Long timers (0) is set if any of the two service providers


        supports only long timers.


!;

-- 161.0 LNP Service Provider Network Peered Port Out Timer Type

serviceProvPeeredNPAC-PortOutTimerType ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.Integer;


    MATCHES FOR EQUALITY;


    BEHAVIOUR serviceProvPeeredNPAC-PortOutTimerTypeBehavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 161};


serviceProvPeeredNPAC-PortOutTimerTypeBehavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify a service provider’s

        port-out timer type in a Peered NPAC SMS environment. 


        Current valid values are:


        0 for long timers (used primarily for wireline to wireline)


        1 for short timers (anticipated use for wireless to wireless)


        Long timers (0) is set if either of the two service providers


        supports only long timers.


!;


A.1.1.5 Notifications


-- 26.0 LNP Subscription Peer Update Notification


peerUpdate NOTIFICATION


    BEHAVIOUR  peerUpdateBehavior;


    WITH INFORMATION SYNTAX  LNP-ASN1.PeerUpdate


    AND ATTRIBUTE IDS


 
  peer-update-info peerUpdateInfo,


        access-control accessControl;


    REGISTERED AS {LNP-OIDS.lnp-notification 26};


peerUpdateBehavior BEHAVIOUR


    DEFINED  AS !


        This notification type is used by a Peered NPAC SMS via the Inter-NPAC SMS LSMS 


        Interface to report successful Local SMS broadcasts.

        This notification is supported by all NPAC SMSs in a peered NPAC SMS


        environment and is sent to the Master NPAC SMS by another Peered NPAC SMS.


        When a Peered NPAC SMS broadcasts a subscription version


        or number pool block create, delete or modify after either receiving a 


        subscriptionVersionPeeredBroadcast or numberPoolBlockPeeredBroadcast


        action, after resending to a previously failed subtending Local SMS, 


        or correcting an audit discrepancy, the Peered NPAC SMS will


        send the Master NPAC SMS the Peer’s peerUpdate


        with its list of successful Local SMSs.


    !;


A.2 ASN.1 Changes


-- New Association Functions

AssociationFunction ::= SEQUENCE {       


    soaUnits SoaUnits,


    lsmsUnits LSMSUnits,


    peeredSoaUnits NULL OPTIONAL,


    peeredLsmsUnits NULL OPTIONAL


}


-- New Block Contaminant Action

BlockContaminantAction ::= NPA-NXX-X


BlockContaminantReply ::= SEQUENCE {


   block-contaminant-count BlockContaminantCount,


   error-code LnpSpecificErrorCode OPTIONAL -- present if status not success

}

BlockContaminantCount ::= INTEGER

NumberPoolBlockNPAC-Create ::= SEQUENCE {


   tn-version-id SET OF TN-VersionId,


   block-id

    BlockId,


   npa-nxx-x
           NPA-NXX-X,   


   numberPool-npac-data NumberPoolBlockNPAC-Data


}


NumberPoolBlockNPAC-Delete ::= SEQUENCE {


   block-id

BlockId


}


NumberPoolBlockNPAC-Modify ::= SEQUENCE {


   block-id

BlockId,


   numberPool-npac-data NumberPoolNPAC-ModifyData


}


-- Number Pool Block Peered Broadcast Action


NumberPoolData ::= SEQUENCE {


 
lrn [0] EXPLICIT LRN,



npa-nxx-x [1] NPA-NXX-X OPTIONAL,


 
holder-sp [2] ServiceProvId,



activation-timestamp [3] GeneralizedTime,


 
class-dpc [4] EXPLICIT DPC,


 
class-ssn [5] EXPLICIT SSN,


       lidb-dpc [6] EXPLICIT DPC,


       lidb-ssn [7] EXPLICIT SSN,


       isvm-dpc [8] EXPLICIT DPC,


       isvm-ssn [9] EXPLICIT SSN,


       cnam-dpc [10] EXPLICIT DPC,


       cnam-ssn [11] EXPLICIT SSN,


       download-reason [12] DownloadReason,


 
wsmsc-dpc [13] EXPLICIT DPC OPTIONAL,


 
wsmsc-ssn       [14] EXPLICIT SSN OPTIONAL,


 
sv-type            [15] EXPLICIT  SVType OPTIONAL,


 
optional-data    [16] EXPLICIT OptionalData OPTIONAL


}


NumberPool-ModifyData ::= SEQUENCE {


 
lrn [0] EXPLICIT LRN OPTIONAL ,


 
npa-nxx-x [1] NPA-NXX-X OPTIONAL,



holder-sp [2] ServiceProvId OPTIONAL,



activation-timestamp [3] GeneralizedTime OPTIONAL ,


 
class-dpc [4] EXPLICIT DPC OPTIONAL ,


 
class-ssn [5] EXPLICIT SSN OPTIONAL,


       lidb-dpc [6] EXPLICIT DPC OPTIONAL,


       lidb-ssn [7] EXPLICIT SSN OPTIONAL,


       isvm-dpc [8] EXPLICIT DPC OPTIONAL,


       isvm-ssn [9] EXPLICIT SSN OPTIONAL,


       cnam-dpc [10] EXPLICIT DPC OPTIONAL,


       cnam-ssn [11] EXPLICIT SSN OPTIONAL,


       download-reason [12] DownloadReason OPTIONAL,


 
wsmsc-dpc [13] EXPLICIT DPC OPTIONAL,


 
wsmsc-ssn       [14] EXPLICIT SSN OPTIONAL,


 
sv-type            [15] EXPLICIT  SVType OPTIONAL,


 
optional-data    [16] EXPLICIT OptionalData OPTIONAL


}


NumberPoolBlockNPAC-Data ::= SEQUENCE {


   numberPool-data NumberPoolData,


   numberPool-npac-data NumberPoolNPAC-Data


}


NumberPoolBlockNPAC-InvalidData ::= SEQUENCE {



numberPool-data 

NumberPool-ModifyData,



numberPool-npac-data
NumberPoolNPAC-ModifyData


}

NumberPoolBlockNPAC-ModifyData ::= SEQUENCE {


   numberPool-data NumberPool-ModifyData,


   numberPool-npac-data NumberPoolNPAC-ModifyData


}


NumberPoolNPAC-ModifyData ::= SEQUENCE {


   broadcastTimeStamp [0] GeneralTime OPTIONAL,


   creationTimeStamp [1] GeneralTime OPTIONAL ,


   disconnectCompleteTimeStamp [2] GeneralTime OPTIONAL ,


   modifiedTimeStamp [3] GeneralTime OPTIONAL ,


   soa-origination [4] Boolean OPTIONAL ,


   status [5] BlockStatus OPTIONAL ,


   failed-SP-List [6] Failed-SP-List OPTIONAL


}


NumberPoolBlockPeeredBroadcastAction ::= CHOICE {

      number-pool-create [0] NumberPoolBlockNPAC-Create,


      number-pool-modify [1] NumberPoolBlockNPAC-Modify,


      number-pool-delete [2] NumberPoolBlockNPAC-Delete


}


NumberPoolBlockPeeredBroadcastActionReply ::= SEQUENCE {


    status NumberPoolActionReply,


    invalid-data NumberPoolBlockNPAC-InvalidData OPTIONAL,


    error-code LnpSpecificErrorCode OPTIONAL -- present if status not success


}


--  Peered Broadcast Action


PeeredBroadcastAction ::= CHOICE {


      subscription-create [0] SubscriptionVersionNPAC-Create,


      subscription-modify [1] SubscriptionVersionNPAC-Modify,


      subscription-delete [2] SubscriptionVersionNPAC-Delete


}


PeeredBroadcastActionReply ::= SEQUENCE {


    status SubscriptionVersionActionReply,


    invalid-data SubscriptionModifyInvalidData OPTIONAL,


    error-code LnpSpecificErrorCode OPTIONAL -- present if status not success


}


--  Peered Download Action


PeeredDownloadAction ::= CHOICE {


    subscriber-download [0] EXPLICIT SubscriptionDownloadCriteria,


    network-download [1] NetworkDownloadCriteria,


    block-download [2] BlockDownloadCriteria,


    service-prov-download [3] ServiceProvDownloadCriteria,


    swim-download [4] SwimDownloadCriteria


}


PeeredDownloadReply ::= SEQUENCE {


    status ENUMERATED {


        success (0),


        failed (1),


        time-range-invalid (2),


        criteria-to-large (3),


        no-data-selected (4),


        swim-more-data (5)


    },


    downloaddata CHOICE {


        subscriber-data   [0] PeeredSubscriptionDownloadData,


        network-data      [1] NetworkDownloadData,


        block-data        [2] PeeredBlockDownloadData,


        service-prov-data [3] PeeredServiceProvDownloadData 

    } OPTIONAL,


    actionId   [10] INTEGER OPTIONAL, -- SWIM results notification


    error-code [11] LnpSpecificErrorCode OPTIONAL -- present if status not success


}


--  Peered Notification Recovery Action


PeeredNetworkNotificationRecoveryAction ::= TimeRange


PeeredNetworkNotificationRecoveryReply ::= SEQUENCE {


    status ENUMERATED {


        success (0),


        failed (1),


        time-range-invalid (2),


        criteria-to-large (3),


        no-data-selected (4),


        swim-more-data (5)


    },


   system-choice CHOICE {


        npac-lsms [1] SET OF SEQUENCE {


            managedObjectClass ObjectClass,


            managedObjectInstance ObjectInstance,


            notification CHOICE {


               subscription-version-new-npa-nxx [1] VersionNewNPA-NXX-Recovery,


               lnp-npac-sms-operational-information [2]


                   NPAC-SMS-Operational-InformationRecovery,


               peer-update [3]


                   PeerUpdateRecovery

            }


        },


        npac-soa [2] SET OF SEQUENCE {


            managedObjectClass ObjectClass,


            managedObjectInstance ObjectInstance,


            notification CHOICE { 

               subscription-version-donor-sp-customer-disconnect-date [1]


                   VersionCustomerDisconnectDateRecovery,


               subscription-version-audit-discrepancy-report [2]


                   AuditDiscrepancyRptRecovery,


               subscription-audit-results [3] AuditResultsRecovery,


               subscription-version-new-sp-create-request [4]


                   VersionNewSP-CreateRequestRecovery,


               subscription-version-old-sp-concurrence-request [5]


                   VersionOldSP-ConcurrenceRequestRecovery,


               subscription-version-old-sp-final-window-expiration [6]


                   VersionOldSPFinalConcurrenceWindowExpirationRecovery,


               subscription-version-cancellation-acknowledge-request [7]


                   VersionCancellationAcknowledgeRequestRecovery,


               subscriptionVersionStatusAttributeValueChange [8]


                   VersionStatusAttributeValueChangeRecovery,


               attribute-value-change [9] AttributeValueChangeInfo,


               object-creation [10] ObjectInfo,


               object-deletion [11] ObjectInfo,                                  


               numberPoolBlockStatusAttributeValueChange [12]


                   NumberPoolBlockStatusAttributeValueChangeRecovery,


               versionRangeAttributeValueChangeRecovery [13]


                   VersionRangeAttributeValueChangeRecovery,


               versionRangeObjectCreationRecovery [14]


                   VersionRangeObjectCreationRecovery,


               versionRangeStatusAttributeValueChangeRecovery [15]


                   VersionRangeStatusAttributeValueChangeRecovery,


               versionRangeCustomerDisconnectDateRecovery [16]


                   VersionRangeCustomerDisconnectDateRecovery,


               versionRangeCancellationAcknowledgeRecovery [17]


                   VersionRangeCancellationAcknowledgeRecovery,


               versionRangeNewSP-CreateRequestRecovery [18]


                   VersionRangeNewSP-CreateRequestRecovery,


               versionRangeOldSP-ConcurrenceRequestRecovery [19]


                   VersionRangeOldSP-ConcurrenceRequestRecovery,


               versionRangeOldSPFinalConcurrenceWindowExpirationRecovery [20]


                   VersionRangeOldSPFinalConcurrenceWindowExpirationRecovery,


               versionRangeNewSP-FinalCreateWindowExpirationRecovery [21]


                   VersionRangeNewSP-FinalCreateWindowExpirationRecovery,


               subscription-version-new-sp-final-window-expiration [22]


                   VersionNewSP-FinalCreateWindowExpirationRecovery 

           }


       }


   } OPTIONAL,


   actionId   [10] INTEGER OPTIONAL,


   error-code [11] LnpSpecificErrorCode OPTIONAL -- present if status not success


}


PeeredServiceProvDownloadData ::= SEQUENCE {


service-prov-download-data ServiceProvDownloadData,


service-prov-npac-lsms-id ServiceProvId,


service-prov-npac-soa-id ServiceProvId

}


--  Peer Update Notification


PeerUpdate ::= SEQUENCE {

     peer-update-info PeerUpdateInfo,


     accessControl AccessControl


}


PeerUpdateInfo ::= SET OF SEQUENCE {


      objectType  CHOICE {


        numberPoolBlock      [0] LnpKey,


        subscription-Version   [1] LnpKey


      },



spidList
SPID-List,

      update-timestamp GeneralizedTime


}


PeerUpdateRecovery ::= PeerUpdateInfo


SPID-List ::= SET OF ServiceProvId


--  Subscription Version NPAC

SubscriptionNPAC-Data  ::= SEQUENCE {


   subscriptionVersionStatus VersionStatus,


   subscriptionOldSP ServiceProvId,


   subscriptionNewSP-DueDate GeneralTime,


   subscriptionNewSP-CreationTimeStamp GeneralTime,


   subscriptionOldSP-DueDate GeneralTime,


   subscriptionOldSP-Authorization ServiceProvAuthorization,


   subscriptionStatusChangeCauseCode SubscriptionStatusChangeCauseCode,


   subscriptionOldSP-AuthorizationTimeStamp GeneralTime,


   subscriptionBroadcastTimeStamp GeneralTime,


   subscriptionConflictTimeStamp GeneralTime,


   subscriptionCustomerDisconnectDate GeneralTime,


   subscriptionEffectiveReleaseDate GeneralTime,


   subscriptionDisconnectCompleteTimeStamp GeneralTime,


   subscriptionCancellationTimeStamp GeneralTime,


   subscriptionCreationTimeStamp GeneralTime,


   subscriptionFailed-SP-List Failed-SP-List,


   subscriptionModifiedTimeStamp GeneralTime,


   subscriptionOldTimeStamp GeneralTime,


   subscriptionOldSP-CancellationTimeStamp GeneralTime,


   subscriptionNewSP-CancellationTimeStamp GeneralTime,


   subscriptionOldSP-ConflictResolutionTimeStamp GeneralTime,


   subscriptionNewSP-ConflictResolutionTimeStamp GeneralTime,


   subscriptionPortingToOriginal-SPSwitch SubscriptionPortingToOriginal-SPSwitch,


   subscriptionPreCancellationStatus SubscriptionPreCancellationStatus,


   subscriptionTimerType Integer,


   subscriptionBusinessType Integer


}


SubscriptionNPAC-ModifyData ::= SEQUENCE {


   subscriptionVersionStatus [0] VersionStatus OPTIONAL,


   subscriptionOldSP [1] ServiceProvId OPTIONAL,


   subscriptionNewSP-DueDate [2] GeneralTime OPTIONAL,


   subscriptionNewSP-CreationTimeStamp [3] GeneralTime OPTIONAL,


   subscriptionOldSP-DueDate [4] GeneralTime OPTIONAL,


   subscriptionOldSP-Authorization [5] ServiceProvAuthorization OPTIONAL,


   subscriptionStatusChangeCauseCode [6] SubscriptionStatusChangeCauseCode OPTIONAL,


   subscriptionOldSP-AuthorizationTimeStamp [7] GeneralTime OPTIONAL,


   subscriptionBroadcastTimeStamp [8] GeneralTime OPTIONAL,


   subscriptionConflictTimeStamp [9] GeneralTime OPTIONAL,


   subscriptionCustomerDisconnectDate [10] GeneralTime OPTIONAL,


   subscriptionEffectiveReleaseDate [11] GeneralTime OPTIONAL,


   subscriptionDisconnectCompleteTimeStamp [12] GeneralTime OPTIONAL,


   subscriptionCancellationTimeStamp [13] GeneralTime OPTIONAL,


   subscriptionCreationTimeStamp [14] GeneralTime OPTIONAL,


   subscriptionFailed-SP-List [15] Failed-SP-List OPTIONAL,


   subscriptionModifiedTimeStamp [16] GeneralTime OPTIONAL,


   subscriptionOldTimeStamp [17] GeneralTime OPTIONAL,


   subscriptionOldSP-CancellationTimeStamp [18] GeneralTime OPTIONAL,


   subscriptionNewSP-CancellationTimeStamp [19] GeneralTime OPTIONAL,


   subscriptionOldSP-ConflictResolutionTimeStamp [20] GeneralTime OPTIONAL,


   subscriptionNewSP-ConflictResolutionTimeStamp [21] GeneralTime OPTIONAL,


   subscriptionPortingToOriginal-SPSwitch [22] SubscriptionPortingToOriginal-SPSwitch OPTIONAL,


   subscriptionPreCancellationStatus [23] SubscriptionPreCancellationStatus OPTIONAL,


   subscriptionTimerType [24] Integer OPTIONAL,


   subscriptionBusinessType [25] Integer OPTIONAL


}


SubscriptionVersionNPAC-Create ::= SEQUENCE {


   tnVersionId SET OF TN-VersionId,


   subscriptionNPAC-Data SubscriptionNPAC-Data


}


SubscriptionVersionNPAC-Data ::= SEQUENCE {


   subscriptionData SubscriptionData,


   subscriptionNPAC-Data SubscriptionNPAC-Data


}


SubscriptionVersionNPAC-Delete ::= ID-Range 


SubscriptionVersionNPAC-Modify ::= SEQUENCE {


   idRange ID-Range,


   subscriptionNPAC-Data SubscriptionNPAC-ModifyData


}


SubscriptionVersionNPAC-ModifyData ::= SEQUENCE {


   subscriptionData SubscriptionModifyData,


   subscriptionNPAC-Data SubscriptionNPAC-ModifyData,


   serviceProvExcludeList SPID-List


}


--  New System Type


SystemType ::= ENUMERATED {


    soa(0),


    local-sms(1),


    soa-and-local-sms(2), -- it is assumed this value will not be sent by any


                          -- local system


    npac-sms(3),  -- value is only valid for AccessControl definition


    peered-npac-sms (4) –- value is only valid for Peered Inter-NPAC SMS Associations

}
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Figure 4  Inter-NPAC SMS Regional Associations
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Figure 5  Inter-NPAC Peering Entity Relationship Diagram
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Figure 6  Inter-NPAC SMS Peering Regional Systems Connectivity Diagram


[image: image4.jpg]NPAC Customer Data

NPAC CustomerId

Peered NPAC SMS A

Peered NPAC Data

NPAC Gustomer I3

|
|
|
|
Lo 1 No21
Lio2 1 ez
sto1 i
stz i
310 1
sait |
|
|
|
|
|
Contact Data |
Associated Service Provider Data ettt NPAE Giicrnat 10 i Peered NPAC Customer Data
NPAC Assos Cust g NPAC Customer Id 1001 Lot 1 NPAC Customer Id Primary NPAC SMS.
310 s101 1002 Lio2 1 201 Noz1
sait stof 1003 siot ! 202 Nozt
o |10t sio2 P E— s201 No22
1005 310 i 200 Noo
1008 sait l
|
|
i
Network Address Data
Nework Adcress 1d NPAC Customer d
0 Lot
2 Loz
E) No21
0 No22 —
50 stot

& stz







Figure 7  Peered NPAC SMS A System Relationship Data Model
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Figure 8  Peered NPAC SMS B System Relationship Data Model



