LNPA WORKING GROUP

November 2005 Meeting

Final Minutes

	Atlanta, Georgia
	Host: Cingular


TUESDAY 11/15/05
Tuesday, 11/15/05, Attendance:
	Name
	Company
	Name
	Company

	Cheryl Gordon
	Alltel (phone)
	David Taylor
	SBC

	Mark Lancaster
	AT&T (phone)
	Leah Luper
	SBC (phone)

	Ron Steen
	BellSouth
	Kelli Gracy
	SNET (phone)

	Dave Cochran
	BellSouth
	Chris Smith
	Sprint/Nextel (phone)

	Renee Dillon
	Cingular
	Lavinia Rotaru
	Sprint/Nextel

	Michelle Gwaltney
	Cingular
	Jim Gamper
	Sprint/Nextel (phone)

	Adele Johnson
	Cingular
	Cyndi Jones
	Sprint LTD

	Lonnie Keck
	Cingular (phone)
	Jeff Adrian
	Sprint/Nextel

	Monica Dahmen
	Cox
	Michael Klappa
	Sprint/Nextel (phone)

	Suzanne Howard
	Cox
	Susan Tiffany
	Sprint/Nextel (phone)

	Dennis Robins
	Electric Lightwave (phone)
	Steve Moore
	Sprint LTD

	Jean Anthony
	Evolving Systems
	Rob Smith
	Syniverse

	Therese Mooney
	Global Crossing (phone)
	Darren Paffenroth
	Syniverse

	Jamie Sharpe
	ITC DeltaCom
	Colleen Collard
	Tekelec (phone)

	Jason Lee
	MCI
	Adam Newman
	Telcordia

	Marcel Champagne
	NeuStar
	Alisha Truxell
	Telcove (phone)

	Syed Saifullah
	NeuStar
	Kevin Greenwood
	Telcove (phone)

	Dara Sedano
	NeuStar Pooling (phone)
	Paula Jordan
	T-Mobile

	Jim Rooks
	NeuStar 
	Frank Reed
	T-Mobile (phone)

	John Nakamura
	NeuStar 
	Chris Elijah
	VeriSign

	Stephen Addicks
	NeuStar 
	Nancy Davies
	Verizon (phone)

	Paul LaGattuta
	NeuStar
	Gary Sacra
	Verizon

	Pamela Connell
	NeuStar
	Earl Scott
	Verizon (phone)

	Mike Panis
	NeuStar
	Deb Tucker
	Verizon Wireless

	Dave Garner 
	Qwest
	
	

	Kathy McGinn
	Rural Cellular Corp. (phone)
	
	

	
	
	
	


Attached are the Action Items assigned at the November, 2005 LNPA meeting.  Also included are the remaining open Action Items from previous meetings.
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NOTE:  ALL ACTION ITEMS REFERENCED IN THE MINUTES BELOW HAVE BEEN CAPTURED IN THE “NOVEMBER 2005 LNPA ACTION ITEMS” FILE ATTACHED ABOVE.

MEETING MINUTES:
2005 Meeting Schedule:
Following is the meeting schedule for the 2005 LNPA Meetings.

	MONTH/

DATE

     (2005) 
	NANC
	OBF
	LNPA-WG 
	HOST
	LOCATION

	
	
	
	
	
	

	January 
	19th
	
	11-12-13th 
	Qwest & NeuStar
	Phoenix

	February 
	
	Week of 7th 
	15-16-17th 
	Syniverse
	Tampa 

	March
	15th 
	
	8-9-10th 
	NeuStar
	Napa, California

	April
	
	
	12-13-14th 
	VZ Wireless 
	Nashville

	May
	17th 
	Week of 2nd 
	10-11-12th 
	Sprint
	Kansas

	June
	
	
	14-15-16th 
	SBC
	San Ramon

	July
	19th 
	Week of 25th 
	12-13-14th 
	Canadian Consortium
	St. Sauveur, Montreal

	August
	
	
	9-10-11th 
	Tekelec
	Raleigh

	September
	20th 
	
	13-14th 
	T-Mobile
	Seattle

	October
	
	Week of 22nd 
	18-19th 
	Sprint/Nextel
	Ft. Lauderdale

	November
	30th 
	
	15-16th 
	Cingular 
	Atlanta 

	December
	
	
	6-7th
	Evolving Systems
	Denver

	
	
	
	
	
	


10/05 Minutes Review:

The following changes were made to the DRAFT October 2005 LNPA Minutes during the November 2005 meeting.  These changes will be reflected in the FINAL October 2005 LNPA Minutes.

· Page 12, 3rd bullet under the heading Compliance to LRN Assignment Practices, change to read, “Gary Sacra, LNPA Co-Chair, will send out a proposed revision tonight to the contribution attached above for discussion on Wednesday.”

· Page 12, 4th bullet under the heading Compliance to LRN Assignment Practices, change to read, “A participant asked if there are any restrictions on how many LRNs per switch can be opened in the LERG.  Adam Newman, Telcordia, responded that there are no edits for this.  There is an edit in BIRRDS that requires the OCN associated with the LRN to match the OCN of the NXX holder.”

· Page 12, 1st bullet under the heading VoIP Provider Participation in LNPA, change to read, “Gary Sacra, LNPA Co-Chair, reported that NANC, upon hearing that the LNPA was considering drafting a letter to VoIP providers encouraging their participation at the LNPA, requested at their September meeting that the LNPA develop a letter to be sent to the associations that sit on NANC.”

· Page 13, 4th bullet under the heading Evidence of Authorization Issue, change to read, “Gary Sacra, LNPA Co-Chair, will send out a revised Position Paper tonight that includes the CSR issue for the group to review and discuss on Wednesday.” 

· Page 14, bullet for SPID Migration M&P Update, change Items 1 and 2 under Action Item 0905-03 to read:

“NeuStar will modify the SPID migration M&P to:

1. allow the SP the alternative to indicate that the LERG-effective date is anticipated, and,
2. reflect in the NPAC SPID Migration calendar the LNPA’s agreed-upon new limits on the number of migrations that can be supported during a maintenance window, i.e., 7 per region and 25 nationally (pending LLC approval).”

· Page 17, heading Evidence of Authorization Issue, change to reflect that the discussion was continued from Tuesday.
· Page 17, heading Compliance to LRN Assignment Practices, change to reflect that the discussion was continued from Tuesday.
· Page 19, NANC 401 Discussion, change bullet to read, “Since NANC 400 is still undecided at this time, the group agreed not to discuss the NANC 401 requirements until NANC 400 is considered for inclusion in the NPAC.  NANC 401 is not needed until if and when NANC 400 is put into the NPAC and activated.”

· Page 21, change 2nd bullet to read, “The LNPA agreed to form a Disaster Preparedness Subteam to assess the technical and/or operational details regarding the relaxation of the LRN LATA Edit in Southeast and Southwest NPAC Regions.”
Inter-modal Subcommittee (ISC) (formerly Inter-species Task Force [ITF]) Update and Inter-modal Port Issues referred to OBF (Lonnie Keck, Cingular Wireless and OBF Wireless Committee Co-Chair, Rob Smith, Syniverse, and Steve Moore, Sprint):

Wireless Committee:

· At OBF 92, the Wireless Committee accepted 4 new issues related to WICIS 3.0 clean-up.

· Issue 2970 – NPDI field modifications for VOIP for Inter-modal porting - was introduced and accepted.  A communiqué was drafted and sent to NENA asking to clarify VPC vs. E911 approaches when the port is from a VoIP to a wireless service provider.  It also asked for clarification of NPDI descriptors.  This is Issue 2953 in LSOP.

· In WICIS 3.0, a broadcast message within the interface that may not be as useful as once thought is being looked at.

· Issue 2847 – The 4.0 release of the WICIS interface, or the next release after that, is being considered for possible support of XML protocol.  The sunrise date for 4.0 is 4/15/07 and the sunset of 3.0 will be 10/7/07 or 10/14/07.

· Issue 2753 – Wireless FAX form for porting from wireless to wireline – is in Initial Closure and will move to Final Closure 21 days from posting to the ATIS website on Friday, November 11th.  The form does not have SSN or Tax ID fields.

· On wireless to wireless ports, wireless carriers requiring SSN are being encouraged to begin validating on last 4 digits only of SSN.

Inter-modal Subcommittee (ISC) (formerly Inter-species Task Force (ITF):
· The ISC is continuing work on Issue 2943 – Minimum Data Exchange.
LSOP Committee:
· The LSOP Committee is continuing activity on critical data for Issue 2943 – Minimum Data Exchange.  The Committee is identifying any data elements that are not necessary.  This will be fed into the ISC work on Issue 2943.

· Issue 2915 – SSN field.  The SSN field and Tax ID field are being removed from the LSR with Release 13 of LSOG.  The issue was moved to Initial Closure and will move to Final Closure 21 days from posting on Friday, November 11th.
· Issue 2953 – LSOG:  NPDI field modifications for VoIP Inter-modal Porting:  The work has been completed on this issue and it is now in Pending Initial Closure, pending a response from NENA on their review.  On wireline to wireline ports, if the “End User Moving” field is marked yes, the 911 record is deleted.  If marked no, it is just unlocked for migration.  This has been sent to NENA.
· Issue 2951 – Enhancement to the Local Service Migration Guidelines (LSMG)-Issue 3.  This issue will address Wireline Data Services Migrations relative to Line Share, Line Split, etc.
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· Issue 2952 – LSMG: Enhancement to the Local Service Migration Guidelines (LSMG)-Issue 4.  This issue will address Wireline to VoIP, VoIP to Wireline, Wireless to VoIP and VoIP to Wireless, etc.  As appropriate, the issue will be worked in the OBF Inter-modal Sub Committee (ISC).
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IP-NNI (IP Network to Network Interface) Forum:
· The OBF has created a new forum, called the IP-NNI (IP Network to Network Interface) Forum.  The group will ensure industry groups such as TMOC, PTSC, and NIIF are not addressing the same issues.  It is a full OBF Committee.
· The IP-NNI’s Mission is as follows:
“The Internet Protocol Network-to-Network Interface (IP-NNI) Committee is charged with developing standards and processes related to accounting and settlements between suppliers and partners for use of the packet-based network and associated service elements, as well as analyzing and identifying issues associated with IP-NNI service establishment functions. Related international standards work and regulatory activity in the IP environment will also be addressed. Packet-based services may include VoIP, Wi-Fi Roaming, IPTV and various multimedia services. Liaisons with other internal and external SDOs will be established to facilitate committee work.”

· The IP-NNI is holding virtual meetings.
· The IP-NNI is working an issue related to developing a billing medium for Internet usage.

WTSC Committee for WICIS 3.0 (Jean Anthony, Evolving Systems):
· Jean Anthony, Evolving Systems, reported that a conference call was held on October 21st.  Seven companies (5 providers and 2 vendors) participated.

· VeriSign and NeuStar have completed their testing.

· An issue was reported on the due date and time change testing.  There is no known testing environment for end-to-end testing of an inter-modal port.  This scenario could not be tested end-to-end.  This was tested successfully in part with simulators.

· One provider has gone live with 3.0 with no problems to date.

· The next call is scheduled for 11/21/05 at 3pm Eastern.  Logistics are on the website.

INC Issues Update (Adam Newman, Telcordia and INC Vice Chair):
· INC Issue 484 – Removal of unnecessary SVs from NPAC:
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Agreement Reached:

It was agreed to place Issue 484, Update TBPAG Section 8.3.7 for Removal of Unnecessary SVs from NPAC, into Initial Closure with the following Resolution Statement.  The issue will go to Final Closure on 11/25/05 if no substantive changes.
The following underlined text was added to the end of TBPAG Section 8.3.7:

8.3.7    When a contaminated thousands-block is allocated, the PA will notify the thousands-block applicant that the allocated thousands-block(s) is contaminated.  The thousands-block applicant is responsible for obtaining a list from the LNP data bases of unavailable TNs within the contaminated thousands-block that are not available for the thousands-block applicant's use.  When the thousands-block is being allocated back to the donating switch that also is the LERG Assignee, if the block contains contaminated TNs and has the same network data [e.g., switch identified by the LRN and Destination Point Code (DPC) data] as the thousands-block, the SP should remove those unnecessary individual intra-service provider ports from the NPAC.

· INC Issue 477 – NPAC Block Effective Dates for Activations, Modifications, and Disconnects
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Agreement Reached:

A new section 2.15 was added to the TBPAG, as well as a modification to section 12.1:
2.15 The NPAC broadcast rates for activations, disconnects and modifications are set to these specified limits to accommodate service provider system thresholds.  The NPAC can process a maximum of 72 block activations and disconnects per NPAC region per weekday and a maximum of 144 block activations and disconnects per NPAC region per Saturdays/holidays.  The first Sunday of the month the NPAC can process a maximum of 96 block activations and disconnects per NPAC region.  For all other Sundays the NPAC can process a maximum of 108 block activations and disconnects per NPAC region. Therefore, if the NPAC is unable to meet the effective date established on the Part 1B – NPAC Block Holder Data form for block activations or the NPAC Thousands-Block Reclamation form, Part 5 for block disconnects, the NPAC will notify the SP and PA of the new effective date.  

For block modifications, the NPAC can process a maximum of 48 block modifications per NPAC region per weekday.  No block modifications are processed by the NPAC during weekends/holidays.  If the block modification effective date falls on a weekend or holiday it will be processed by NPAC on the closest business day.

Section 12.1

12.1 
Option 1-PA

SP initiates intra SP block porting request (port type of "pool") by filling out the Part 1B form and submits request to the Pooling Administrator.

1. PA checks the form to make sure it has been filled out completely. In a pooling area for non-pooled NXXs when the pooling indicator is set to N, the PA will change the indicator to I.  In a non-pooling NPA, the PA will not be responsible for making any LERG changes. If requested, the PA updates the BCD screen with the switch ID. The PA checks to see whether the block has been donated to the pool.  If the block has been donated to the pool, the PA will deny the request.  The PA will update the tracking database if necessary. 

2. PA sends the Part 3 form to the SP. 

3. PA forwards the completed Part 1B form to the NPAC.

4. If the NPAC is unable to meet the effective date indicated on the Part 1B the NPAC will notify the SP and PA of the new effective date..

5. NPAC builds block table for pooled and non-pooled NXXs.

6. On effective date NPAC downloads designated block with a port type of “pool”.

7. NPAC completes the Part 1B form reflecting completion.

8. NPAC forwards the completed Part 1B form to the SP and PA.

· Issue 468 – Remove TBPAG Appendix 7 and Modify COCAG Appendix C for Pooled NXX Returns
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Agreement Reached:
See attached Issue 468.  Issue will go to Final Closure on 11/25/05 if no substantive changes.
PIM Discussion:

· PIM 22 – PIM 22 remains open in a tracking state awaiting implementation of NANC Change Order 375, which is included in NPAC Release 3.3.
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· PIM 24 – This PIM, submitted by the Pool Administrator and AT&T Wireless, addresses instances where service providers are not following guidelines for block donation.  For example, in some instances, contaminated blocks are being donated as non-contaminated blocks, or blocks with greater than 10% contamination are being donated.  This is causing customers to be taken out of service or blocks to be exchanged for a less contaminated or non-contaminated block.
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The LNPA and NAPM/LLC had previously approved the sharing of information between NPAC and the Pool Administrator whereby the Pool Administrator is able to obtain the necessary information from NPAC to ensure, to the extent possible, that service providers are complying with the pooled block donation process.  The PA submitted Change Order 23 for FCC consideration.  PA Change Order 23 was subsequently withdrawn and PA Change Order 24 was submitted to the FCC by the PA.  The Numbering Oversight Working Group (NOWG) recommended to the FCC a trial of the proposed resolution in selected pools initially.  The FCC subsequently recommended that the PA submit another Change Order based on the NOWG recommendation for a trial.  On 2/9/04, the PA submitted Change Order 26 based on this recommendation to conduct a trial in one NPA in each NPAC region.  The FCC approved PA Change Order 26.  The PA has since received reports for each trial NPA in each region and worked with service providers to resolve discrepancies in what is in PAS vs. NPAC.  The PA then aggregated the information and sent the findings and a recommendation to the FCC.  Attached are the PA’s summary and a recommendation to the FCC that the PA receive reports for all NPAs and that it be repeated annually.  The NOWG was then asked by the FCC to review the results and provide a recommendation.
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The NOWG subsequently issued the attached recommendation that the PA provide an updated proposal with cost details for Change Order #24 to the FCC, for review by the NOWG, prior to the FCC authorizing a one-time scrub of PAS by the PA.  The FCC responded that the PA should submit a new Change Order based on NOWG’s recommendation for a one-time scrub of all NPAs, and for ongoing data collection to determine if subsequent scrubs are needed.
On May 4th, the Pool Administrator (PA) submitted the attached PA Change Order 41 for a one-time scrub of all 1K blocks currently in the pools.  The NOWG supports PA Change Order 41.
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Prior to the July 2005 LNPA meeting, the INC sent the attached liaison to the LNPA regarding PIM 24. 
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The INC asked the PA to conduct an informal survey among its administrators to assess the types and numbers of misidentified blocks.  The PA will also assess whether the mistakes were accidental errors, or if there was any willful disregard of the processes.
At the November LNPA meeting, the Pool Administrator (PA) reported that there has been no word yet from the FCC on the one-time scrub (PA Change Order 41).  A second round of contacts was made with providers on codes that are not opened in NPAC.  35 codes remain unopened in NPAC.  The PA will contact the FCC in December with a list of codes that remain unopened in NPAC, notifying the FCC that these will be removed from the pooling inventory.

The PIM will remain open while the LNPA awaits the results of the scrub.

· PIM 28 – This PIM, submitted by Sprint PCS, addresses interface differences between the WPRR (wireless) and FOC (wireline).  The FOC allows for a due date and time change on confirmations, however, the WPRR does not.  When a wireline carrier sends an FOC with a change in due date or time, the wireless carrier cannot process the change and does not allow the port to complete.  This accepted PIM was referred to the Ordering and Billing Forum (OBF) Wireless Committee and Local Ordering and Provisioning (LSOP) Committee, and is being worked in the OBF Wireless Committee Technical Subcommittee (Issue 2744).  The proposed resolution is for the WICIS standard to be modified to relax edits to allow the Inter-carrier Communications Process (ICP) to accept due date and time changes.  This resolution will be in WICIS 3.0, which must be implemented between 5/22/05 and 2/12/06.
There is a workaround in the interim.  This PIM will continue to be tracked by the LNPA until the sunset of WICIS 2.1.0 to allow all providers to test and implement the fix in 3.0.
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· PIM 32 - This PIM, submitted by Syniverse (formerly TSI), seeks to address issues related to the process for obtaining a Customer Service Record (CSR), which contains information necessary to complete a Local Service Request (LSR) for porting in a reseller number.
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PIM 32 is now being worked through wireline providers’ Account Management processes.  Syniverse has initiated this contact with the ILECs.  Syniverse will continue to work through these channels.  
Action Item 1005-10:  Related to Action Item 1005-14, Rob Smith, Syniverse, will:
1. identify the average time it takes to complete an inter-modal port,

2. identify the average time it takes to complete an inter-modal port of a reseller number,

3. identify the % of inter-modal ports resulting in “CSR Too Large,”

4. identify the average time it takes to complete a “CSR Too Large” port.

For No. 1, Rob Smith reported that inter-modal ports account for less than 5% of all porting activity for wireless carriers.  Of that, less than 5% fall out due to the reseller issue.  Where there is no fallout, the time to receive an FOC is 10-15 minutes.  For No. 3, he reported that 5% of inter-modal ports fall out due to CSR Too Large.  This Action Item will remain open for Nos. 2 and 4.

Action Item 1005-14:  Related to the attached PIMs 32, 42, and 50, Wireless Service Providers are to: 

1. identify what % of their ports are inter-modal,

2. identify what % of No. 1 are ports of reseller numbers, 

3. identify what % of intermodal ports result in fallout,

4. identify what % of No. 3 fall out for ports of reseller numbers.  

· Cingular stated that identifying the BTN on the ILEC’s GUI works for them.  Their inter-modal process is manual.  They typically receive the FOC in 10-15 minutes.  They use to have a 30% cancel rate on inter-modal ports.  This has been cut in half.

· Sprint/Nextel reported that 2-3% of their ports are inter-modal and upwards of 40% - 50% of these reject.  50% of these rejects are due to the reseller issue.  One large ILEC does not edit for reseller and their confirmation rate is 30% higher.  20-23% of overall fallout is associated with inter-modal ports.

· Verizon Wireless stated that they have not experienced as much reseller porting.  Cingular stated likewise.
· A discussion then ensued on Options A and B in the NANC flows.  It was stated that the step where the Old SP requests the CSR from the reseller is consistent with NANC and OBF flows.  It was also stated that modifying the NANC flows to Option A will not address the PIM 32 issue.

· A wireline CLEC participant stated that they feel this is unnecessary delay, and encouraged review of FCC 99-223, Paragraph 85, on CPNI.

· T-Mobile reported a 20% discrepancy on customer cancels between wireless intra-modal ports and wireline inter-modal ports.  

· A wireless participant proposed a minority report be sent to NANC for possibly the January or March 2006 meeting.

· Action Item 1005-14 is closed.

Regarding the attached PIM 32 on porting reseller numbers, Service Providers are to quantify the average time required to work a port that falls out due to this issue.
PIM will stay open to complete action items to quantify the issue.

· PIM 36 – This PIM, submitted by Syniverse, proposes an edit in NPAC to prevent NPA-NXX codes from being opened in the wrong NPAC regional database by service providers.
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NANC Change Order 321 addresses this issue, and has been modified to address an area in Kentucky where two regions serve the same NPA.  NANC 321 is included in the recommended package for the next NPAC software release.  This PIM is now in a tracking state awaiting implementation of NANC 321.  The PIM was revised to eliminate the verbiage on LRNs because there is often more than one region that is correct for an LRN.  LRNs can be in more than one region.  NeuStar will continue a manual cleanup of NXXs opened in the wrong region until NANC 321 is implemented.  NeuStar has increased the frequency of the manual cleanup.

· PIM 38 – This PIM, submitted by AT&T Wireless, seeks to eliminate the current 5 day minimum interval between when a pooled block is created in NPAC, and the effective date of block activation, if the 1st port has already occurred in the NXX code containing the pooled block.
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NANC Change Order 394 addresses this issue.  NANC 394 is included in the recommended package for the next NPAC software release.  This PIM is now in a tracking state awaiting implementation of NANC 394.

· PIM 42 – This PIM, submitted by Syniverse, seeks to review the wireline requirement for certain fields on the LSR. 
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PIM 42 is being worked through wireline companies’ Account Management process.  It is also tracking awaiting the outcome of Issue 2943 in the OBF.  PIM 42 to stay open awaiting feedback from Change Control/Account Management efforts. 
See readout for PIM 32 for Action Items related to PIM 42. 
· PIM 44 – This PIM, submitted by T-Mobile, Sprint, Verizon Wireless, Nextel, Cingular, and US Cellular, seeks to address varying rules among wireline carriers for developing a Local Service Request (LSR) in order to port a number.
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PIM 44 is tracking awaiting the outcome of Issue 2943 in the OBF.  See attached liaison letter from the OBF on Issue 2943.  Action Item 0605-16 is still open.  
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· PIM 50 – This PIM, submitted by Syniverse, seeks to address instances where 
wireline to wireless ports fail the automated process because they are from large accounts where the Customer Service Record (CSR) is too large to return on a CSR query.
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Wireless Service Providers are working change control efforts for PIM 50 through their appropriate wireline Account Management teams.
Action Item 1005-10:  Rob Smith, Syniverse, reported that 5% of inter-modal ports fall out due to CSR Too Large.  There are workarounds to reduce this over time.  

Sprint/Nextel reported that 20% of inter-modal rejects are due to CSR Too Large.

See readout for PIM 32 for Action Items related to PIM 50.  PIM 50 will stay open to complete action items to quantify the issue.

· PIM 51 – This PIM, submitted by Nextel, seeks the prevention of NXX codes being opened to portability in NPAC by the incorrect provider.
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PIM 51 remains open awaiting January and July 2006 readouts from NeuStar.
NP Best Practices Format Discussion (Frank Reed, T-Mobile):
Action Item 1005-11:  LNPA Participants are to review the revised LNPA NP Best Practices document on the LNPA website and come to the November LNPA meeting prepared to discuss.  The link to the document will be distributed prior to the November meeting.
The following HTML link was established:  http://www.npac.com/cmas/LNPA/index.htm
· Comments from the group indicated that the document looks very good.

· Any updates to the Best Practices document will be sent to Frank Reed, T-Mobile, who will create an HTML version and send to NeuStar for uploading to the website.

· Action Item 1005-11 was closed.

Porting of 10K TNs in an NXX code (David Taylor, SBC):

Action Item 0905-12:  At the September 2005 LNPA meeting, David Taylor, SBC, reported observing that a service provider opened 5 NXX codes in NPAC over the course of two days and almost immediately ported thousands of numbers to the LRN of the same switch that the NXX codes were assigned to in the LERG.  David will contact that carrier to determine why this was done and report to the LNPA at the October meeting.
· At the November meeting, David Taylor reported that he had not yet received an answer from the carrier that ported all numbers in an NXX code that they had just opened.  This issue will be taken off the LNPA agenda.  SBC will continue to work with the other carrier to obtain an explanation.  If need be, the issue will be brought back to the LNPA as New Business.  Action Item 0905-12 is closed.

VoIP Provider Participation in LNPA:
Action Item 1005-04:  Gary Sacra, LNPA Co-Chair, and Ron Steen, BellSouth, will develop a letter to be sent to NANC and the VoN encouraging VoIP provider participation in the LNPA WG.
· Gary Sacra and Ron Steen presented the attached draft letter.
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· The group reviewed the draft letter and made minor revisions.

· Gary Sacra, LNPA Co-Chair, will send the attached final letter encouraging participation in the LNPA WG, to Paula Jordan, LNPA Co-Chair, for distribution to the VoN, and he will send it to the NANC for distribution to its members, including the associations that sit on the NANC.
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Disaster Preparedness Subteam Readout (Ron Steen, BellSouth/Jeff Adrian, Sprint/Nextel):
· Ron Steen, BellSouth, and Jeff Adrian, Sprint/Nextel, presented the attached draft 

Interim Report on Out of LATA Porting & Pooling For Disaster Relief After Hurricane Katrina
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· The group made revisions and Ron Steen agreed to make the recommended changes for final review on Wednesday.
LNPA Voting Rights:
Action Item 1005-08:  Gary Sacra and Paula Jordan, LNPA Co-Chairs, will contact NANC Chairman Bob Atkinson to discuss voting rights at the LNPA WG.
· Gary Sacra, LNPA Co-Chair, read Chairman Atkinson’s e-mail response indicating that he felt that the LNPA had the authority to make an initial decision on whether or not wireless carriers who are affiliated with wireline carriers should have a separate and equal vote in the LNPA.  This decision would then be brought to the NANC for further guidance.

· The group then discussed how to fractionalize this within the LNPA – wireline and wireless?

· A wireless participant stated that not giving these large wireless carriers a separate vote results in a large segment of the end user population not being represented.

· The LNPA will report to NANC that if we reach consensus on allowing wireless entities to have a separate vote, we will determine how to make the fractionalization and define a separate entity for voting.  Service Providers are to submit contributions and/or come prepared to the December 2005 LNPA meeting to discuss how to define a separate entity for voting purposes in the LNPA WG.  This will be part of the NANC report in November to seek guidance.
2006 Meeting Schedule:
Following is the meeting schedule for the 2006 LNPA Meetings.

	MONTH/

DATE

(2006)
	NANC
	LNPA-WG
	HOST
	LOCATION

	
	
	
	
	

	January 
	24th
	10th-11th 
	Syniverse
	Tampa, Florida

	February 
	No meeting
	No meeting.

2/8/06 reserved for call, if necessary.
	
	

	March
	14th 
	7th-8th

9th is tentative date for X-Regional
	NeuStar
	TBD

	April
	No meeting
	No meeting.

4/12/06 reserved for call, if necessary.
	
	

	May
	16th 
	9th-10th 
	Sprint/Nextel
	Overland Park, Kansas

	June
	No meeting
	No meeting.

6/14/06 reserved for call, if necessary.
	
	

	July
	18th 
	11th-12th 
	Canadian Consortium
	Edmonton

	August
	No meeting
	No meeting.

8/9/06 reserved for call, if necessary.
	
	

	September
	19th 
	12th-13th 
	Verizon
	TBD

	October
	No meeting
	No meeting.

10/11/06 reserved for call, if necessary.
	
	

	November
	30th 
	7th-8th 
	SBC
	St. Louis, Missouri

	December
	No meeting
	No meeting.

12/6/06 reserved for call, if necessary.
	
	

	
	
	
	
	


· Continuing evaluation during 2006 will determine if interim conference calls are needed or if the decision to meet face-to-face every other month should be revisited.
Compliance to JIP Standards (Gary Sacra, Verizon):

Action Item 1005-13:  Service Providers are to review the attached Verizon contribution on compliance to Jurisdictional information Parameter (JIP) and come to the November LNPA meeting prepared to discuss.





[image: image27.emf]VZ COMM JIP  Contribution v2.doc


· Gary Sacra, Verizon, teed up the discussion on Verizon’s proposal to include JIP standards in the LNPA’s NP Best Practices document.  He also presented the attached liaison from the NIIF, proposing inclusion of NIIF guidelines related to JIP.



[image: image28.emf]05111001.doc


· Gary Sacra, Verizon, will revise the attached contribution on Jurisdiction Information Parameter (JIP) to include the attached NIIF Guidelines, and to make it consistent with the NIIF Guidelines in that the JIP is to be sent where technically feasible.  This will be discussed at the December LNPA meeting.
WEDNESDAY 11/16/05
Wednesday, 11/16/05, Attendance: 
	Name
	Company
	Name
	Company

	Cheryl Gordon
	Alltel (phone)
	Mike Panis
	NeuStar

	Ron Steen
	BellSouth
	Dave Garner 
	Qwest

	Dave Cochran
	BellSouth
	David Taylor
	SBC

	Marian Hearn
	Canadian Consortium (phone)
	Kelli Gracy
	SNET (phone)

	Renee Dillon
	Cingular
	Lavinia Rotaru
	Sprint/Nextel

	Michelle Gwaltney
	Cingular
	Cyndi Jones
	Sprint LTD

	Adele Johnson
	Cingular
	Jeff Adrian
	Sprint/Nextel

	John Hicks
	Cingular (phone)
	Susan Tiffany
	Sprint/Nextel (phone)

	Monica Dahmen
	Cox
	Steve Moore
	Sprint LTD

	Dennis Robins
	Electric Lightwave (phone)
	Rob Smith
	Syniverse

	Jean Anthony
	Evolving Systems
	Darren Paffenroth
	Syniverse

	Therese Mooney
	Global Crossing (phone)
	Colleen Collard
	Tekelec (phone)

	Jason Lee
	MCI
	Pat White
	Telcordia (phone)

	Marcel Champagne
	NeuStar
	Adam Newman
	Telcordia

	Syed Saifullah
	NeuStar
	Alisha Truxell
	Telcove (phone)

	Mindi Patterson
	NeuStar (phone)
	Paula Jordan
	T-Mobile

	Jim Rooks
	NeuStar 
	Gary Sacra
	Verizon

	John Nakamura
	NeuStar 
	Earl Scott
	Verizon (phone)

	Stephen Addicks
	NeuStar 
	Deb Tucker
	Verizon Wireless

	Paul LaGattuta
	NeuStar
	
	

	
	
	
	

	
	
	
	


MEETING MINUTES:

Disaster Preparedness Subteam Readout (Ron Steen, BellSouth/Jeff Adrian, Sprint/Nextel) DISCUSSION CONTINUED FROM TUESDAY:
· Ron Steen, BellSouth, presented the attached v7 of the Report, which incorporated the suggested revisions from the previous day.


[image: image29.emf]Out of  LATA-Draft7.doc


· The group made minor additional revisions and approved the document.  Attached is the final approved Report.


[image: image30.emf]Out of  LATA-FINAL.doc


· Gary Sacra and Paula Jordan, LNPA Co-Chairs, will discuss the next steps for the attached Interim Report on Out of LATA Porting and Pooling for Disaster Relief with the NAPM LLC Co-Chairs.

Automation of SPID Migration (Frank Reed, T-Mobile):

Action Item 1005-03:  Frank Reed, T-Mobile, will develop a NANC Change Order proposing automation of the NANC 323 SPID Migration process for discussion at the November LNPA meeting.

[image: image31.emf]NANC  TBD-zeroDOTone.doc


· The attached proposed Change Order, developed and submitted by Frank Reed, T-Mobile, was teed up by NeuStar.

· Some providers expressed interest in automating pulling the SMURF files from the FTP site.

· One provider participant expressed concern about the cost benefit of this Change Order.  They suggested reconsidering the current practice of waiting to create the final files until the beginning of the maintenance window.  NeuStar responded that a provider could delete an NPA-NXX in the system up until the beginning of the window and the SMURF files could then fail.

· NeuStar said that it might be possible to automate the process of generating the SMURF files in NPAC so that they are available earlier at the beginning of the window.

· There was positive feedback from some providers regarding on-line scheduling.

· Another provider participant suggested establishing rules for edits for automation of post-migration cleanup.

· The rush to clear out the pending-like SVs has been an issue for some providers.  A provider suggested a site that providers could go to identify the pending-like SVs, instead of the current e-mail notification from NPAC operations.  Another provider suggested an auto-cancel function at NPAC after some identified point in time with a list provided to the provider of what was cancelled so they can recreate them later.

· A provider said that internal feedback indicated a desire to explore ways to automate the process so that files are available sooner at the beginning of the window and notification when files are available.

· Another provider said their IT folks want automation of the process to save time and labor effort.

· A question was asked if a count of SVs could be generated post migration by NPAC to validate against, and if a discrepancy exists, a list of affected TNs in order to identify which ones were not modified.

· Enhancing the interface would be a substantial amount of work.  SPID is not modifiable from a pure CMIP interface standpoint.  Some local systems currently would not support changing the SPID over the interface.  Other systems would support SPID as a modifiable attribute over the interface. 

· The group agreed that NeuStar should explore automation to provide the files sooner, notification when they are available, and post-migration reporting for validation.  

· Further discussion will be on the December meeting agenda for 1 hour.  Service Providers are to come to the December 2005 meeting prepared to discuss what steps, if any, they have taken to automate the SPID Migration process in their local systems.

SOW 34 Test Bed Upgrade Scheduling:
· The group discussed a proposal to schedule the SOW 34 test bed upgrade to Release 3.3 and subsequent new releases at the front end of the production load schedule as opposed to the end of the schedule.

· There were no U.S. service provider objections to pulling up the 3.3 upgrade to 2/26/06.  The Canadian Consortium stated that Canada has not made a decision yet on going to 3.3 so they prefer keeping the test bed upgrade in the last slot.  A provider is planning to do 3.2 testing in March 2006.

· Question asked – what would we do if we have a problem with 3.2 and need to test and the test bed has already been upgraded to 3.3?  A provider responded that they would test with their NPAC simulator.

· It was then asked if we could revert back to 3.2 if it was needed for testing.  NeuStar stated that this would require twice the database size to maintain both releases.

· Marian Hearn, Canadian Consortium, will determine if Canadian Service Providers can support a 2/26/06 or 3/26/06 load date for Release 3.3 in the SOW 34 test bed.
· A provider asked if the decision had been made to migrate the test data to the 3.3 environment.  NeuStar responded yes.

· Another provider expressed concern if we had to roll back to 3.2 in production and we had already upgraded the test bed to 3.3.  NeuStar responded we would also roll back the test bed to 3.2.

PAETEC Porting Issue:


[image: image32.emf]Wireline Number  Portability Issue.ppt


· Steve Turner, representing PAETEC, a CLEC and long distance provider, presented the attached issue.

· A customer, currently with another provider, has a Remote Call Forwarding (RCF) arrangement where their number, associated with Rate Center 1, is forwarded to a number in Rate Center 2.  This allowed the customer to physically move from Rate Center 1 to a location in Rate Center 2, while with this provider, and retain their number for terminating calls.  The customer now wants to be served by PAETEC and port their RCF’d number, the one associated with Rate Center 1, to PAETEC.  The current provider serving the customer has refused to port the number, stating that this is Location Portability (porting outside the Rate Center).

· The consensus of the group was that PAETEC should be allowed to provide the same service, RCF or FX, to this customer as the current provider does.  Steve Turner stated that PAETEC would be providing an FX arrangement for this customer.  The current provider is either utilizing an RCF or FX arrangement.
· Based on the LNPA’s understanding of this issue during the discussion, the consensus in the room was that the customer should be allowed to port their number to PAETEC in this scenario.  The rating characteristics of the number are not changing in this case and it was the view of the group that this is not porting across Rate Center boundaries based on the stated plans of PAETEC to serve this customer.
· Steve Turner will communicate the LNPA’s consensus on this issue to the other provider.  If need be, they will reengage the LNPA, possibly jointly.

Unusable Blocks Issue (Jeff Adrian, Sprint/Nextel):
· Jeff Adrian, Sprint/Nextel, teed up the attached issue related to some providers not performing the necessary intra-SP ports on contaminated TNs prior to donating a contaminated block to the pool.  This is causing TNs to be double-assigned, as the blockholder does not know that some TNs are already assigned by the codeholder to their customers.


[image: image33.emf]unusable blocks due  to ISPs not done v4.doc


· A discussion then ensued on who should retain the number when double-assigned, the codeholder’s customer or the blockholder’s customer.  There were differing opinions on both sides.

· Jeff Adrian proposed a liaison to INC to change their TBPAG guidelines which currently state that the original owner of the number gets to keep their number when a double assignment occurs.

· Service Providers are to come to the December 2005 LNPA meeting prepared to determine if the group will send a liaison to the INC proposing changes to their Thousand Block Pooling Administration Guidelines (TBPAG) per the attached proposed PIM addressing providers failing to perform the necessary intra-SP ports prior to donating a contaminated block to the pool.  

Unfinished/New Business:

· Dave Garner, Qwest, reported an issue related to toll fraud on ported numbers.  In this scenario, Qwest receives an LSR with a due date 30 days out and they respond with an FOC.  Between FOC and due date, a lot of toll charges are run up on the account and the customer fails to pay after they have ported.  Dave wants to make everybody aware that this is happening in some instances and asked if anybody has experienced this and developed any solutions?  Sprint stated that they prevent these offending customers from porting back to them unless they settle their bill.

Performance Tests in Regression Test Plan:
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Action Item 1005-12:  Service Providers are to determine if the performance tests in Sections 5 and 6 in the attached Group Service Provider Certification and Regression Test Plan still have any value and come prepared to the November LNPA meeting to decide whether they should stay in the plan or be deleted.
· There were no objections to deleting these test cases in the Test Plan.  NeuStar will update the Test Plan accordingly.
Change Management (NeuStar):
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· NeuStar stated that this version of the Change Order document contains the Auto SPID Migration Change Order and some new Doc Only changes.

· A local system vendor stated that at some point we need to go through the formality of accepting these Change Orders.  This will be on the December meeting agenda.

November LNPA Report to NANC (Gary Sacra and Paula Jordan, LNPA Co-Chairs):
· The group agreed that the November report to NANC will include readouts of:

· NPAC Release 3.3

· Relaxation of LRN LATA ID edits in Southeast and Southwest Region NPACs

· Evidence of Authorization Issue

· LNPA Voting Rights Discussion

· Encouragement of Provider Participation in LNPA

· Open PIM Updates 
Review of October Action Items:
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· Item 1005-01:  This item has been completed and is Closed.  
· Item 1005-02:  This item has been completed and is Closed.  
· Item 1005-03:  This item has been completed and is Closed.  
· Item 1005-04:  This item has been completed and is Closed.  
· Item 1005-05:  This item has been completed and is Closed.
· Item 1005-06:  This item has been completed and is Closed.
· Item 1005-07:  This item has been completed and is Closed.
· Item 1005-08:  This item has been completed and is Closed.  
· Item 1005-09:  This item has been completed and is Closed.  
· Item 1005-10:  In response to item No. 1 in the Action Item, Rob Smith, Syniverse, reported that when there is no fallout on inter-modal ports, the time to receive the FOC is 10-15 minutes.  For No. 3, he reported that 5% of inter-modal ports fall out due to CSR Too Large.  This Action Item will remain open for Nos. 2 and 4.
· Item 1005-11:  This item has been completed and is Closed.

· Item 1005-12:  This item has been completed and is Closed.
· Item 1005-13:  This item remains Open.  It was agreed that Gary Sacra, Verizon, will revise the contribution on Jurisdiction Information Parameter (JIP) to include the attached NIIF Guidelines, and to make it consistent with the NIIF Guidelines in that the JIP is to be sent where technically feasible (see Action Item 1105-03).  Service Providers are to review the revised version for discussion at the December LNPA meeting.
· Item 1005-14:  This item has been completed and is Closed.
Action Items Remaining Open from Previous Meetings:

· Item 0904-09:  This item has been Closed.
· Item 0205-04:  This item is ongoing and remains Open.

· Item 0605-16:  This item remains Open.

· Item 0605-22:  This item remains Open.

· Item 0705-17:  This item has been Closed.
· Item 0905-12:  This item has been Closed.
Next LNPA Meeting … December 6-7, 2005, Denver, Colorado – Hosted by Evolving

                                                                                                                             Systems
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1 Introduction

1.1 Purposeand Scope

In accordance with NeuStar’s National Pooling Administration contract! and our constant effort
to provide the best support and value to both the FCC and the telecommunications industry,
NeuStar, as the National Pooling Administrator (PA), hereby submits this Change Order
Proposal to the Federal Communications Commission (FCC) for approval. This change order
complies with the contractual requirements set forth in Attachment B, Section C of the
Thousands-Block Pooling Contractor Technical Requirements, dated November 30, 2000,
Sections 2.5 through 2.5.4, which read as follows:

2.5 Changesin the Environment

The FCC may issue rules, requirements, or policy directives in the future, which may
increase, decrease or otherwise modify the functions to be performed by the contractor.
The contractor is additionally subject to the provisions of the changes clause in Section 1.

2.5.1 Process

Accordingly, after a contractor is selected, the FCC, the NANC and/or the INC may
establish NANP numbering resource plans, administrative directives, assignment
guidelines (including modifications to existing assignment guidelines), and procedures
that may have an effect on the functions performed by the contractor.

2.5.2 Changes

The contractor shall review changes when numbering resource plans, administrative
directives, assignment guidelines, and procedures are initiated or modified to determine if
there is any impact on the functions that they must perform.

2.5.3 Notifications

The contractor shall then, within a period of not more than 30 calendar days from said
event (e.g., the date INC places an issue into Final Closure), provide the Contracting
Officer, state PUCs, and the NANC with written notice regarding these changes and
summarize the potential impact of the changes upon service and cost, if any.

2.5.4 Roles

The NANC shall review the notice and provide a recommendation to the FCC regarding
the effect of the contractor’s notice and supporting documentation.

The contractor shall comply with state regulatory decisions, rules and orders with respect
to pooling, as applicable, as long as they are not in conflict with FCC decisions, orders,
and rules and are within state jurisdiction.

1 FCC Contract Number CON01000016
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This document covers the required subject matters such as explaining the industry’s
requirements, proposed solution, cost, risk, and assumptions.

2 Industry Proposed Changes
Change Order History

On Jduly 2, 2003, the Pooling Administrator (PA) submitted Change Order #23 as aresult of the
industry resolution of Local Number Portable Administration Working Group (LNPA WG)
Project Issue Management (PIM) 24. PIM 24 proposed allowing the PA to obtain NPAC reports,
which would enable the PA to check for contamination levels on donated thousands-blocks and
ensure that an NPA-NXX is properly opened in the NPAC. In Change Order #23, the PA
requested FCC approval of the purchase of reports from the NPAC to assess the contamination
level of donated blocks.

On July 29, 2003, the Industry Numbering Committee (INC) placed CO/NXX Issue 364 into
Final Closure. CO/NXX Issue 364 relates to the transfer of pooled codes from carriers that are
proactively shutting down a network or service. The industry recognized that, as with donations,
the PA must be able to verify whether and to what degree there is contamination of the affected
blocks. INC determined that the changes it had made to the INC Thousands-Block Pooling
Administration Guidelines in addressing Issue 364 would not be posted as revision to the
guidelines until the FCC approved the related change order.

On August 26, 2003, the PA withdrew Change Order #23 and replaced it with Change Order
#24, which we believed addressed the issuesin both PIM 24 and INC CO/NXX Issue 364,
allowing us to compare contaminated block information in the NPAC, with the information in
the PAS, on an ongoing basis. Our intent was to avoid service-impacting assignment of blocks
that had been contaminated after donation, or between assignment and return, or that were
contaminated above the 10% limit.

The NOWG conducted its review of Change Order #24, but did not accept any of the three
solutions proposed by the PA. Instead, the NOWG recommended to the FCC in aresponse dated
September 19, 2003:

The NOWG recommends that the PA select an NPA from each NPAC Region and
perform an audit of embedded inventory using the proposed NPAC report to ascertain the type
and frequency of error within the PAS embedded base. These results will be shared with the
NOWG to assist in determining if there is value in proceeding with a one-time scrub of the entire
PAS embedded base.

In response, the PA requested that the FCC hold Change Order 24 in abeyance, and submitted
Change Order #26, asking to conduct a one-time trial of the process described in Change Order
#24. The PA conducted the trial and presented its findings to the FCC and the LNPA WG. In
addition, the PA recommended to the FCC that the PA should conduct this type of database
comparison for all NPAs on an annual basis. Also, the PA recommended that it obtain NPAC
reports for returned blocks and donated blocks on aweekly basis, at a minimum, as away to
provide ongoing protection for end users.

© NeuStar, Inc. 2005 NeuStar Proprietary and Confidential -4 -
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In response to the PA’s Change Order #26 report, on August 26, 2004 the NOWG recommended
to the FCC asfollows:

The PA [shall] provide an updated proposal with cost details for Change Order #24 to the
FCC, for review by the NOWG, prior to the FCC authorizing a one-time scrub of PAS by the
PA.

Concurrent with this one-time scrub, the PA [shall] prepare and propose to the INC that a
self-certification statement be added to the Appendix 2 donation form. This proposed
certification would require the SP to certify that (1) the information being provided has met
certain designated stipulations and (2) the donating SP has properly marked/checked the
appropriate items on the form prior to its submission, whether it be either an electronic or
manual submission.

Concurrent with this one-time scrub, the PA [shall] work with INC to review the TBPAG
directions for donating SPsin an effort to ensure the verbiage and responsibilities are
thorough and clear for both SPs and the PA.

During the one-time scrub, the PA [shall] seek the appropriate support and assistance from
the FCC and/or state commissions in enforcing SP participation in the one-time
reconciliation processin situations where the PA is unable to obtain sufficient cooperation
fromindividual service providers, e.g., answer PA inquiriesin a timely manner in order for
the PA to compl ete the one-time scrub.

Quarterly, the PA should distribute via their email exploder a “ tip” describing SP
obligations when donating blocks to a pool and to remind SPsto follow the INC guidelines
as they relate to the underlying causes of mismatches between PAS and the NPAC. Also, the
PA should include any one-time scrub related information that it believes will help SPs
understand where their efforts are substandard and therefore contribute(s) to this mismatch
in the past and/or in the present.

Finally, the NOWG recommends that one year after the first full reconciliation has been
completed by the PA, the NOWG and PA should then seek input from the industry as to any
increase or decrease in the frequency in which SPs encounter erroneous block
contamination. If the instances have increased, further action may be warranted, however,
the NOWG does not recommend any further/additional activities other than those related to
the “ one-time scrub of the entire PAS database for unassigned/available blocks in the pool
inventory” at thistime.

On January 10, 2005, the FCC directed the PA to withdraw Change Order #24 and resubmit a
new change order to conform to the NOWG'’ s recommerdations. Subsequent to the FCC's
direction, the INC and the LNPA WG met with the NOWG, and agreed to re-examine the issues.
In the meantime, however, the NOWG has now advised the PA by email that:

The NOWG has discussed and has come to consensus that the 'one time
scrub' associated with change order 24 needs to be in the works as soon
as possible. This is the shorter term solution that we all have discussed
many times. We understand that the INC and the LNPA WG are
discussing the longer term approach in terms of how to enforce this going
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forward but we feel the shorter term solution should be submitted as a
change order as soon as possible.

This Change Order #41 constitutes a resubmission of the request for a one time scrub associated
with Change Order #24, as requested by the NOWG.

Industry I ssues L eading to the Change Orders

LNPA WG PIM 24

The issue identified in PIM 24 relates to service providers who cannot use blocks that have been
assigned to them either because the NPA-NXX has not been activated in the Number Portability
Administration Center (NPAC), the thousands-block contamination level is greater than 10%, or
the code holder failed to complete its intra-service provider ports prior to donating the blocks.
To address these problems, the PA and AT& T Wireless submitted a joint PIM at the March 2003
LNPA WG meeting, which was accepted as PIM 24. PIM 24 proposed allowing the PA to
obtain NPAC reports, which would enable the PA to check for contamination on a donated
thousands-block and ensure the NPA-NXX is opened in the NPAC.

PIM 24, which the PA and AT& T Wireless submitted to the LNPA WG, is reproduced below:

L NP Problem/lssue I dentification and Description Form

Submittal Date (mm/dd/yyyy): 03/07/03 PIM #
Company(s) Submitting Issue: NeuStar Pooling, AT& T Wireless
Contact(s): Name Barry Bishop, Stephen Sanchez

Contact Number 847-698-6167, 425-288-7051

Email Address barry.bishop@neustar.biz, stephen.sanchez@attws.com
(NOTE: Submitting Company(s) isto completethissection of theform along with Sections 1, 2and 3.)

1. Problem/lIssue Statement: (Brief statement outlining the problem/issue.)

Blocks that are being assigned to Service Providers are either contaminated when they are
donated as a non-contaminated block or the blocks have been contaminated over 10%. Thisis
causing customers to be out of service or blocks being exchanged for aless contaminated or non
contaminated block.

In addition when the PA has assigned a block, at times the block is being rejected in the NPAC
for not having the NXX as opened in the NPAC as portable.

2. Problem/Issue Description: (Provide detailed description of problem/issue.)

A. Examples & Impacts of Problem/Issue:
© NeuStar, Inc. 2005 NeuStar Proprietary and Confidential -6-






Nat’| PAS— Change Order #39 (LNPA WG PIM 24 and CO/NXX 364) May 4, 2005

When a SP donates a block they mark the block as either contaminated or not contaminated.
They do not indicate how many TN’s are contaminated. SP's are suppose to do a Intra SP port
on their contaminated TN’ s prior to donating a block so that the block can be ported to the new
SP and they can begin using the block on the effective date. The new SP should query the
NPAC prior to assigning any TNs to determine which TN’ s are contaminated and exclude those
from their inventory assignment.

In one situation what is happening is that a block is assigned, the new SP goes to put those
numbersin service, the old SP has not done their Intra SP ports causing their customers to be out
of service. To resolve this, the 1000 block has to be deported, so that the old SP can Intra SP
port their numbers then the 1000 block is reported to the new SP.

In another situation a block has been assigned either uncontaminated or contaminated and it is
discovered the block has over 10% contamination. In this case the block has to be deported and
anew block has to be assigned to the SP.

When a block is assigned and the NXX is not opened for porting in the NPAC, the block is
rejected. The SP of the code then has to go into the NPAC and add their code as portable so that
the block can be then ported. Even though this may take a matter of minutes to add, getting a
hold of the correct person at a company to do this may take some time.

B. Freguency of Occurrence:

Ongoing

C. NPAC Regions Impacted:

Canada ___ Mid Atlantic___ Midwest__ Northeast  Southeast  Southwest

Western  West Coast_ ALL_X

D. Rationale why existing process is deficient:

It is up to the SP' sto do their INTRA SP ports and make sure they take the 1000 block out of
their inventories when donating the block. Thisis not always happening.

It is up to the SP to add their NXX to the NPAC as a portable NXX prior to donating blocks.
They indicate so on their donation form. However, this has not been the case in many situations.

E. ldentify action taken in other committees/ forums:

Issue raised at INC on two different occasions, they felt the guidelines already addressed the
issue by leaving the responsibility to the SP to do the necessary work when they donated the
blocks.

F. Any other descriptive items:

© NeuStar, Inc. 2005 NeuStar Proprietary and Confidential -7-
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3. Suggested Resolution:
The following actions are proposed to resolve this issue:

Provide the PA access to the NPAC to check for contamination prior to the assignment of a
thousands bl ock.

Provide the PA access to the NPAC to check if the code is opened as portable.

LNPA WG: (only)
[tem Number:
| ssue Resolution Referred to:

Why Issue Referred:

The LNPA WG submitted PIM 24 to the North American Portability Management Limited
Liability Corporation (LLC) for approval. The LLC approved permitting the PA to obtain
NPAC reports.

The PA subsequently gave the following report requirements to the NPAC:

The report generated from the NPAC should include the NPA-NXX-X, how
many intra- SP ports are associated with it, how many total active and pending
SVsthere are, plus the company name associated with the active and pending
SVs inan exce format by region. If an NPA-NXX is not found in the NPAC as
portable, it should still come back to the PA with a note that the NPA-NXX does
not exist in the NPAC.

CO/NXX |Issue 364

The issueidentified in INC CO/NXX Issue 364 relates to service providers who must transfer
pooled codes to other carriers, because they are proactively shutting down a network or service.
As with donations, the PA must be able to verify whether and to what degree thereis
contamination of the affected blocks.

Quoted below are both the INC official issue statement and its final resolution, which can also be
found under INC working documents on the ATIS website (http://www.atis.org) for CO/NXX
Issue 364 “Modification to Procedures for Code Holder/LERG Assignee Exit:”
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A. ISSUE STATEMENT

INC’s newly defined and issued procedures for CO Code transfer
process are not sufficient in aiding carriers that are proactively shutting
down a network or service. The existing procedures were mostly

devel oped from the perspective of a carrier going out of businessin an
unexpected manner(bankruptcy). The INC CO Code transfer
guidelines are not sufficient in aiding carriers that are proactively
shutting down a network or service. There are many independent
activities evolving many internal organizations aswell asthe NANPA
and other carriers.

The main problem is a complex timing issue, this because it involves
the donating carrier, NANPA, NPAC, and the receiving carrier. In
addition all other carriers must update their networks and OSSs to
ensure that customers receive calls originating from their networks.

Donating Carrier issues:

- Timing of Customer notification, disconnect timing

- Timing of Network and trunk engineering disconnect timing

- Timing of Support system disconnect

- Timing of Co Code transfer/disconnect timing

- Determine when the last day a user can port on CO Codes that already
have port(s).

- Determine when the last day a user can port on CO Code that does
NOT aready have port(s).

NANPA |ssues:

- The NANPA does not have immediate access to NPAC records to
determine if there are ported customers associated with the CO-NXX
that are being returned by a carrier. The North American Portability
Management (NAPM), LLC currently does not allow the NANPA
access to the NPAC. The NANPA has to request reports from the
NPAC to determine if a CO Code has numbers that have been ported.
This requires up to an additional week before a potential carrier can be
contacted to takeover CO Code ownership.

- The NANPA isrequired to adhere to existing INC guidelines and
FCC Orders that may prevent atimely and nonservice impacting
transfer of CO Codes that require anew CO Code holder.
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Examples.

- Due to neutrality and non-disclosure requirements the NANPA can
not identify a carrier that agreed to become the CO Code holder to the
donating carrier until it is published in the LERG (up to 30 days).

- The NANPA denies a disconnect request on a CO Code that has
ported number, however the AOCN can enter the LERG effective
disconnect date as long as the interval from the request to the LERG
effective date is greater than or equal to the required 66 day CO Code
interval.

- NANPA approves CO Code disconnects request that currently do not
have ported customers, but have a high probability that a customer will
port before the LERG disconnect date.

Receiving Carrier |ssues;

- Ensure that ported-in customer(s) do not have degraded or no service
due to the transfer of the CO Code.

Attached: NANPA’s Proposed Process for Disconnecting or Finding
New LERG Assignees for NXXs Assigned to a Service Provider
Seeking to Disconnect Service

B. |SSUE RESOLUTION

INC created the attached new COCAG Appendix C to replace the
existing Appendix C. The new Appendix C aso replaces the interim
NANPA process document titled “Procedures for Returning Non-
Pooled Codes with Active or Pending Ported Telephone Numbers
(TNs)” dated April 25, 2002. This new Appendix C becomes
effective when posted to the ATIS web site.

In addition, INC also created the attached new TBPAG Appendix 7
(attached as Appendix A) replace the existing Appendix 7. However,
this new Appendix 7 will NOT be posted on the ATIS web site because
INC anticipates that the PA will be generating a Change Order for FCC
approval. Posting of the document will be held in abeyance until any
potential Change Order has been approved by the FCC and
implemented by the PA.

This resolves the issue.

3 TheProposal

NeuStar’s National Pooling Administrator reviewed the NOWG'’ s recommendation dated August
26, 2004 from both the operational and technical perspectives. We believe that our proposed
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solution based on NOWG recommendations as set forth below will address the NOWG’s
recommendation in a cost-effective and efficient manner.

To conform to the NOWG recommendation, we propose to perform the following actions:

Conduct a one-time scrub of the PAS database using NPAC data. We will receive seven
(7) NPAC reports, one for each NPAC region. This datawill be compared to what isin

PAS and SPs will be contacted to correct the data.

During the scrub we will seek appropriate support and assistance from the FCC and/or

state commissions to enforce SP participation, if needed.

Concurrent with the one-time scrub, we will prepare and propose to the INC that a self-
certification statement be added to the Appendix 2 donation form (which may result in a

additional change order to modify PAS)

Concurrent with this one-time scrub, we will work with INC to review the TBPAG
directions for donating SPs in an effort to ensure the verbiage and responsibilities are

thorough and clear for both SPs and the PA.

Quarterly, we will distribute via our email distribution a “tip” describing SP obligations
when donating blocks to a pool and to remind SPs to follow the INC guidelines as they
relate to the underlying causes of mismatches between PAS and the NPAC. Also, we

will include any one-time scrub related information that we believe will help SPs

understand where their efforts are substandard and therefore contribute to the mismatch

in the past and/or in the present.

One year after the reconciliation has been completed, the NOWG and the PA will seek
input from the industry as to any increase or decrease in the frequency in which SPs are

encountering erroneous block contamination.

It is our opinion that this proposal clearly does not meet the requirements of the industry as
delineated in LNPA WG PIM 24 and CO/NXX #364, and set forth in TBPAG Appendix 7

(attached hereto as Appendix A). However, it does address the NOWG' s short-term concern, as

expressed in its e-mail to the PA.
Specifically, the INC has directed us as follows in Appendix 7:

From section 4.1 relating to Returned Thousands-Blocks Containing Ported
Numbers, When the Block Holder is not the LERG Assignee:

The PA shall request an ad hoc report from the NPAC to determine if there are
any ported TNs or pending ports on the block(s) being returned. This information
will assist the PA in re-allocating the block. If the block is 10% or less
contaminated the PA will process the block return. This will effectively be a
contaminated block donation to the pool inventory. If the contamination level is
greater than 10%, the PA will follow the order below to select a new block holder:

From section 4.2 relating to Returned Thousands-Blocks Containing Ported
Numbers, When the Block Holder is also the LERG Assignee:

The PA shall request an ad hoc report from the NPAC to determine if there are
any ported TNs or pending ports on the block(s) being returned. The PA will
follow the order below to select a new LERG assignee:
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From section 5.1 relating to Abandoned Thousands-Blocks Containing
Ported Numbers, When the Block Holder is not the LERG Assignee:

The PA shall request an ad hoc report from the NPAC to determine if there are
any pending or completed TN ports. The PA will contact the appropriate
regulatory authority and seek guidance concerning the return or reassignment of
the abandoned block. If the block contamination level is 10% or less, the block is
returned to the pool once written confirmation (email or fax) is received from the
regulatory authority to reclaim the block. If the block contamination level is greater
than 10%, the PA will follow the order below to select a new block holder unless
otherwise directed by the regulatory authority:

From section 5.2 relating to Abandoned Thousands-Blocks Containing
Ported Numbers, When Block Holder is also the LERG Assignee:

The PA shall request the ad hoc report from the NPAC to determine if there are
any pending or completed TN ports. This information will assist the PA in re-
allocating the NXX code/blocks. The PA will follow the order below to select a
new LERG assignee unless otherwise directed by the appropriate regulatory
authority:

The PA receives returned blocks literally on adaily basis. Under the NOWG proposal, the PA
will not be able to determine, except on the day it examines a particular NPA, if there are any
pending or completed ported TNs on any blocks that are voluntarily returned, so blocks that
could be potentially over 10% contaminated will just be returned to the pool. The new assignee
simply will not know whether it is getting a block that is less than 10% contaminated until it runs
its own report with the NPAC. Essentially, the industry will have to continue proceeding in
caveat emptor mode, and all the work that went into the crafting of Appendix 7 will have been
for naught.

4 Risksand Assumptions

Part of NeuStar’s National Pooling Administrator assessment of this change order is to identify
the associated assumptions and consider the risks that have an impact on our operations.

A. Assumptions

The PA assumes that thisis a short-term fix to assure the accuracy of the PAS database as of a
specific date, the date the one-time scrub is completed. The PA does not assume that this
solution addresses PIM 24 and INC Issue #364, and assumes those will have to be addressed at a
later date.

B. Risks
The proposed solution does not present any additional risks to our operations. It does not,

however, decrease the risk to carriers of service-affecting outages on contaminated blocks that
PIM 24 and Appendix 7 intended.
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C. Impact on Operations

This proposed solution has a one-time impact on our operations because it will take a significant
amount of staff time to do the initial scrub of the data, send notifications to the service providers
of any discrepancies, and receive responses from the industry.

5 Cost Assumptionsand Summary

Aswith any change order proposal, NeuStar’ s National Pooling Administrator considered the
associated costs that can be incurred in implementing the proposed solution.  These cost
assumptions are based upon the NPAC’ s standard charges.

The anticipated cost to implement this proposed solution is $6,209.00, which includes the price
for the extensive staff hours that will be required to perform this task, along with the costs of the
reports we must obtain from the NPAC. The PA staff members are already carrying heavy
workloads, due to the steady rise in volumes, which have increased significantly over the past
few months. We respectfully request that this Change Order be approved giving the PA
authorization to charge straight overtime for the staff members involved in the project.

The alternative would be to hire atemporary employee for this project, but we have considered
and rejected that option because it would not facilitate timely completion of the project, or keep
costs down, for the following reasons:
. it would add the time of posting the position, interviewing, and obtaining the appropriate
security clearance for the person
training time would be needed
the person would not have the familiarity with carrier contacts that pooling staff members
have
the person would not have the familiarity with the two databases involved, or the previously
developed persona contacts at the NPAC, that existing pooling personnel have.

6 Conclusion

In conclusion, the NeuStar National Pooling Administrator has offered a viable solution that
supports the NOWG’s August 26, 2004 recommendation in accordance with contract terms, and
we ask that the FCC review and approve this change order proposal. However, we reiterate our
concern that this proposed solution does not address the original solutions for INC Issue #364
and the LNPA WG PIM 24, asresolved in Appendix 7 to the TBPAG.
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Appendix A

May 8, 2003 TBPAG Appendix 7
Proceduresfor Block Holder/[LERG Assignee Exit
1.0 Purpose

This appendix describes the responsibilities of NANPA, service providers, and the PA in
situations when a service provider (SP) is returning or abandoning NXX codes/blocks that
contain ported telephone numbers and a new LERG assignee must be selected with minimal
impact on ported customers. The specific circumstances addressed cover:

Voluntary Return of Thousands Blocks Containing Ported Numbers
Abandoned Thousands Blocks Containing Ported Numbers

20  Assumptions

2.1  Reasonable efforts should be taken to re-establish a LERG assignee in order to maintain
default routing. Should the LERG assignee vacate their responsibilities, calls to the
donor switch will not be processed.

2.2  The SPreturning an NXX code will coordinate with NANPA to ensure that the code is
not removed from the LERG as an active code until the Part 3 with the effective date of
the disconnect isreceived. Thisisto prevent an adverse effect on ported-out customers.

2.3 A LERG assignee must be LNP capable, may put the code/block on any switch in the rate
center, and should already be providing service in the rate center. This should eliminate
any potential problems with facilities readiness.

24  ltisdesrableto avoid having to designate a new LERG assignee in the NPAC because
all ported customers will experience atemporary interruption of incoming service during
trangition to the new assignee while the Service Provider Identification (SPID) is updated
in the Number Portability Administration Center (NPAC). However, it is aregulatory
requirement to allow continued porting of any number in the NXX, a process that
requires correct SPID/number association at NPAC for NPAC's message validation

process. 2

2 The LNP CO Code Reallocation Process, implemented on August 30, 2001, eliminates the necessity of
maintaining the original LERG assignee in the NPAC because it eliminates service disruption that would be caused
by changing the SPID in the NPAC. The process involves porting the code in thousands-blocks to the LERG
assignee. Inthisway, the NPAC's block-ownership tables override the NPAC's NXX-ownership tables, allowing
continued porting of any number in the NXX. The LNP CO Code Reallocation Process allows numbers to snap back
to the new LERG assignee, the same asif the SPID had been changed in the NPAC without ported numbers having
been taken out of service.
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25  The PA shall work closdly with regulatory authorities to obtain timely information about
SPs abandoning service or filing bankruptcy. Such circumstances are under the direction
of aregulatory authority or court.

25 A SPhasthe option to refuse a NXX code/block re-allocation. Refusal will not adversely
impact any pending NXX code/block assignment request because it is unrelated to the re-
allocation.

2.7  These guidelines also apply in jeopardy/rationing situations.

2.8 Itistheresponsibility of each SP to provide an accurate E911 record for each of its
customers to the E911 Service Provider. It isessential that the outgoing SP unlock its
E911 records in the regional E911 database, and the new SP must transition the affected
customers records to its own company ID in the E911 database.

29 Itistheresponshility of the new LERG assignee and new block holder to notify
Telcordia™ to update the AOCN responsibility in BIRRDS for the reallocated NXX
code/block(s).

2.10 The SP returning the NXX code/block has the responsibility to assure that affected
parties, especially any end-users, are notified consistent with state or regulatory
requirements.

211 Itistheresponsibility of the SP returning the NXX code/block to disconnect and remove
all records related to the LRN and NXX code, including intra SP ported TNs, from the
NPAC database. If aNXX code/block is reassigned and there are still old recordsin
NPAC, the new LERG assignee will encounter problems with the affected numbers from
the reassigned NXX code/block, e.g., porting records on TNs not in service.

2.12 When an NXX codeisre-allocated and there are no active or pending ported numbersin
the NPAC, the NPAC, viareceipt of the LNP NXX LERG Assignee Transfer Form,
should ensure that any existing NXX records of the code are deleted from its database on
the effective date of the reallocation.

2.13 In certain situations the decision to actually change the NPAC code ownership record
(i.e., by deleting and subsequently re-creating records for al ported numbers in the
returned NXX code and accepting the likely adverse customer service impact) may be
acceptable. This decision should be based on the quantity and type of customers
involved, and the agreement of the involved SPs that would have to coordinate the
change.

The LNPA WG has developed requirements for the ability to mass update the SPID associated with an
NXX code without taking ported customers out of service. This functionality has been assigned NANC
Change Orders 217 and 323 which is expected to be available in Release 3.2.
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2.14 If there are no active or pending ports on the returned NXX code pending disconnect, the
NPAC will use the Part 3 disconnect information received via email from the NANPA in
order to remove the capability to port numbers from the returned NXX code 15 business
days prior to the effective date of the disconnect. This remova will cause any new port
attempts against the returned NXX code to fail at the user interface, thus avoiding
additional impediments to the code return process.

2.15 Itistheresponshbility of the new LERG assignee or block holder to notify NECA to
update the NECA Tariff FCC No. 4 database with the new OCN for the reallocated NXX
code/block(s). NECA currently requires a copy of the new Part 3 form.

3.0 Notification Proceduresfor Returned NXX Codes/Blocks

NANPA isrequired to post the effective dates of pending NXX code disconnects on the NANPA
website in order for SPs to be aware of approved NXX code disconnects.

LERG assignees should notify the PA if they are no longer able to perform default routing
functions (e.g., the SP is no longer providing service in the area served by that NXX code).

NANPA must inform the outgoing LERG assignee of their responsibility to update the
appropriate routing databases upon receipt of the Part 3.

There are specific actions related to LNP processes to be taken by SPs, the PA, and NPAC
during the NXX code reallocation process. An overall description, including a required form,

can be found at: (http://www.national pooling.com/quidelines/index.htrm). 3

In addition, it is the responsibility of the SP returning the NXX code/block to remove any LRN
record it has associated with the returned NXX code and all ported in TNs associated with that
LRN, including intra-SP ports. In addition, if the NXX is being disconnected, the NXX should
be disconnected in the NPAC aswell. If a block is being reallocated, the SP returning the block
should not attempt to disconnect the NXX in the NPAC; it should only remove its LRN and any
ported in TNs associated with that LRN, including any intra- SP ports.

If there are no active or pending ports on the NXX code, a Part 3 disconnect should be issued by

NANPA to the SP. The Part 3 disconnect information shall be entered into BIRRDS by the SP's
AOCN. The NXX code should be included in the Part 3 disconnect report posted on the NANPA
web site.

If there are no active or pending ports on the returned NX X code pending disconnect, the NPAC
will use the Part 3 disconnect information received via email from the NANPA in order to
remove the capability to port numbers from the returned NXX code 15 business days prior to the

3 Seefootnote 1.
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effective date of the disconnect. This removal will cause any new port attempts against the
returned NXX code to fail a the user interface, thus avoiding additional impediments to the code
return process.

If porting of TNs occurs on areturned NXX code after NANPA has issued a Part 3 disconnect
but prior to the 15 business days before the effective date of the disconnect, NPAC should notify
NANPA that a port has occurred. NPAC also will disregard the Part 3 disconnect information
and not suspend porting at 15 business day timeframe.

4.0 Returned Thousands-Blocks Containing Ported Numbers

4.1 When Block Holder is rot the LERG Assignee

In a pooled area where thousands-blocks are voluntarily returned and there are ported numbers or
pending ports contained in those returned blocks, the SP will return the blocks to the PA and the
ported customers are not affected.

The PA shall request an ad hoc report from the NPAC to determine if there are any ported TNs
or pending ports on the block(s) being returned. Thisinformation will assist the PA in re-
allocating the block. If the block is 10% or less contaminated the PA will process the block
return. Thiswill effectively be a contaminated block donation to the pool inventory. If the
contamination level is greater than 10%, the PA will follow the order below to select a new block
holder:

a) The PA will notify SPswith ported TNs the LERG assignee, SPs with a forecasted need, and
the outgoing block holder within the applicable rate center. SPswill have ten business days
to respond. The PA will provide the date and hour the responses are due. The first SP to
respond witha completed and correct Part 1A and LNP NXX LERG Assignee Transfer Form
will become the new block holder. MTE and utilization requirements are waived for SPs
with ported TNs.

b) 1f no SPsrespond within ten business days or al refuse the block holder functions, the PA
will contact the appropriate regul atory authority and seek guidance concerning the return or
reassignment of the contaminated block. Should a new block holder be designated, regulatory
authorities may waive MTE and utilization requirements.

The PA will work with the new block holder to determine if a Part 4 submission is necessary.

4.2 When Block Holder is also the LERG Assignee

The PA shall request an ad hoc report from the NPAC to determine if there are any ported TNs
or pending ports on the block(s) being returned. The PA will follow the order below to select a
new LERG assignee:

a) The PA will contact SPs with blocks assigned from the affected NXX, SPs with ported TNs
and SPs with aforecasted need within the applicable rate center. SPs will have ten business
daysto respond. The PA will provide the date and hour the responses are due.
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? Thefirst SP with blocks assigned from the affected NXX to respond with a Part 1 and
LNP NXX LERG Assignee Transfer Form will become the rew LERG assignee. MTE
and utilization requirements are waived.

? If no SPswith blocks assigned from the affected NXX respond or all refuse the LERG
assignee functions, the first SP with ported TNs to respond with a Part 1 and LNP NXX
LERG Assignee Transfer Form will become the new LERG assignee. MTE and
utilization requirements are waived.

? If no SPswith ported TNs respond or al refuse the LERG assignee functions, the first SP
with a forecasted need with a Part 1 and LNP NXX LERG Assignee Transfer Form that
meets the MTE and utilization requirements will become the new LERG assignee.

NPAC, upon the receipt of the LNP NXX LERG Assignee Transfer Form, will remove the LRN
and al ported in TNs of the LRN (including intra-SP ports) in its database associated with the
reallocated code after the effective date.

The PA will automatically update the BCD record in BIRRDS with the new LERG assignee’s
information upon receipt of the Part 3 from NANPA.

The new LERG assignee shall:

= notify the PA via email which blocks assigned to the original LERG assignee are to be
reallocated to the new LERG assignee because the contamination level is over 10%. This
notification will take place within 90 calendar days of receiving the Part 3 confirmation.

= notify the PA via email which blocks assigned to the original LERG assignee are to be
donated by the new LERG assignee because the contamination level is 10% or less. This
notification will take place within 90 calendar days of receiving the Part 3 confirmation.

= work with the PA to determine if any Part 4 submissions are necessary.

Blocks that were previously donated by the origina LERG assignee will remain in the pool.

It is recommended that the new LERG assignee retain at least one block to ensure that
responsibilities in section 4.2.1 of the Thousands-Block Number (NXX-X) Pooling
Administration Guidelines (TBPAG) are maintained. However, once the responsibilities of the
SP outlined in section 4.2.1 are fulfilled and the SP determines that the block is not needed, the
SP does have the option of returning the block to the PA.

b) If no SPs respond within ten business days or al refuse to become the new LERG assignee,
the PA will proceed with the NXX return, notify those SPs with ported TNs and/or pooled
blocks from the affected NXX. Further, the PA will request that NANPA notify the
appropriate regulatory authorities that a NXX code is going to be disconnected and that some
working customers will lose service. NANPA will follow the disconnect process as outlined
in Sections 4.0.f through 4.0. h of COCAG Appendix C.
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5.0 Abandoned Thousands-Blocks Containing Ported Numbers

The difference between an abandoned block and a returned block is that if abandoned, the PA is
unable to reach the incumbent block holder to ask it to maintain default routing functions.

5.1 When Block Holder is not the LERG Assignee

In the case when the block holder is not the LERG assignee and blocks containing ported
numbers or pending ports are abandoned, the ported customers are not affected. Typically,
customer complaints are the catalyst for initiating the steps that follow. The PA shall request an
ad hoc report from the NPAC to determine if there are any pending or completed TN ports. The
PA will contact the appropriate regulatory authority and seek guidance concerning the return or
reassignment of the abandoned block. If the block contamination level is 10% or less, the block
is returned to the pool once written confirmation (email or fax) is received from the regulatory
authority to reclaim the block. If the block contamination level is greater than 10%, the PA will
follow the order below to select a new block holder unless otherwise directed by the regulatory
authority:

a) The PA will notify SPswith ported TNs the LERG assignee, SPs with a forecasted
need, and the outgoing block holder within the applicable rate center. SPswill have
ten business days to respond. The PA will provide the date and hour the responses
are due. Thefirst SP to respond with a completed and correct Part 1A and LNP NXX
LERG Assignee Transfer Form will become the new block holder. MTE and
utilization requirements are waived for SPs with ported TNs.

b) If no SPsrespond within ten business days or all refuse the block holder functions, the
PA will contact the appropriate regulatory authority and seek guidance concerning the
return or reassignment of the contaminated block. Should a new block holder be
designated, regulatory authorities may waive MTE and utilization requirements.

The PA will work with the new block holder to determine if a Part 4 submission is necessary.

5.2 When Block Holder is aso the LERG Assignee

In the case when the block holder is the LERG assignee and blocks containing ported numbers or
pending ports are abandoned, the PA may not have prior knowledge of the situation. Typically,
customer complaints are the catalyst for initiating the steps that follow. The PA shall work
closely with the appropriate regulatory authority to obtain timely information about SPs
abandoning service or filing bankruptcy. Such circumstances are under the direction of a
regulatory authority or court.

The PA shall request the ad hoc report from the NPAC to determine if there are any pending or
completed TN ports. Thisinformation will assist the PA inre-allocating the NX X code/blocks.
The PA will follow the order below to select a new LERG assignee unless otherwise directed by
the appropriate regulatory authority:
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a) The PA will contact SPs with blocks assigned from the affected NXX, SPs with ported TN,
and SPs with a forecasted need within the applicable rate center. SPswill have ten business
daysto respond. The PA will provide the date and hour the responses are due.

? Thefirst SP with blocks assigned from the affected NXX to respond with aPart 1 and
LNP NXX LERG Assignee Transfer Form will become the new LERG assignee. MTE
and utilization requirements are waived.

? If no SPswith blocks assigned from the affected NXX respond or all refuse the LERG
assignee functions, the first SP with ported TNsto respond with aPart 1 and LNP NXX
LERG Assignee Transfer Form will become the new LERG assignee. MTE and
utilization requirements are waived.

? If no SPswith ported TNs respond or al refuse the LERG assignee functions, the first SP
with a forecasted need with a Part 1 and LNP NXX LERG Assignee Transfer Form that
meets the MTE and utilization requirements will become the new LERG assignee.

NPAC, upon the receipt of the LNP NXX LERG Assignee Transfer Form, will remove the LRN
and all ported in TNs of the LRN (including intra-SP ports) in its database associated with the
reallocated code after the effective date.

The PA will automatically update the BCD record in BIRRDS with the new LERG assignee's
information upon receipt of the Part 3 from NANPA.

The new LERG assignee shall:

= notify the PA viaemail which blocks assigned to the original LERG assignee are to be
reallocated to the new LERG assignee because the contamination level is over 10%. This
notification will take place within 90 calendar days of receiving the Part 3 confirmation.

= notify the PA viaemail which blocks assigned to the original LERG assignee are to be
donated by the new LERG assignee because the contamination level is 10% or less. This
notification will take place within 90 calendar days of receiving the Part 3 confirmation.

= work with the PA to determine if any Part 4 submissions are necessary.

Blocks that were previously donated by the origina LERG assignee will remain in the pool.

It is recommended that the new LERG assignee retain at least one block to ensure that
responsibilities in section 4.2.1 of the TBPAG are maintained. However, once the responsibilities
of the SP outlined in section 4.2.1 are fulfilled and the SP determines that the block is not

needed, the SP does have the option of returning the block to the PA.

b) If no SPsrespond within ten business days or al refuse to become the new LERG assignee,
the PA will proceed with the NXX return, notify those SPs with ported TNs and/or pooled
blocks from the affected NXX. Further NANPA will follow the disconnect process as
outlined in Section 5.0.b of COCAG Appendix C.
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 ATIS Committee / Forum – Issue Identification Form


Issue Title: LSMG: Enhancement to the Local Service Migration Guidelines (LSMG)-Issue 3

		Committee/Forum:

		OBF

		Issue Number:

		2951



		Subcommittee Assigned:

		LSOP

		Issue Status: *

		Active



		Submission Date:

		9/6/05

		Initial/Initial Pending Date:

		



		Acceptance Date:

		

		Target Date for Moving Issue to Final From Initial or Initial Pending:

		



		Targeted Resolution Date:

		3/31/06

		Final Closure Date:

		





* Status should be one of the following: Active, Initial Closure, Initial Pending, Final Closure, Withdrawn, No Industry Agreement.





Issue Statement/Business Need: 


There is a need for enhancements for the LSMG to include the following scenarios:

· Wireless to Wireless


· Data scenarios


· Line Sharing


· Line Splitting


· Loop Splitting

· Wireless to Wireline Resale/UNE-P (Replacement/Alternative)




Suggested Solution: 


Modify the LSMG as needed.


Related work required for the solution to this issue to be implementable by the industry:


DSC, Wireless (IS), LSMS




Issue Champion(s):

		Name:

		Linda Peterman

		Name:

		



		Company:

		Choice One

		Company:

		



		Telephone:

		616-988-7139

		Telephone:

		



		E-mail Address:

		Lpeterman@choiceonecom.com

		E-mail Address:

		








Resolution Statement: DRAFT Developed Issue 3 of the Local Service Migrations Guidelines  (ATIS-0405300-0003), which includes: Wireless to Wireless

· Data scenarios


· Line Sharing


· Line Splitting


· Loop Splitting


· Wireless to Wireline Resale/UNE-P (Replacement/Alternative)




Activity Log (can be very brief but this must be regularly updated on a meeting-by-meeting basis and include all agreements reached and action items):
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ATIS Forum/Committee – Issue Identification Form


Issue Title: NPAC Block Effective Dates for Activations, Modifications, and Disconnects 


		Forum/Committee:

		INC

		Issue Number:

		477



		Committee/Subcommittee Assigned:

		LNPA

		Issue Status:

		Active



		Submission Date:

		6/8/05

		Initial Closure/Initial Pending Date:

		



		Acceptance Date:

		6/14/05

		Target Date for Moving Issue to Final from Initial Closure or Initial Pending:

		



		Targeted Resolution Date:

		n/a

		Final Closure Date:

		





Issue Statement/Business Need:


The NPAC can process approximately 40 block activations and disconnects per NPAC region per weekday and approximately 60 block activations and disconnects per NPAC region per weekend/holidays.  Therefore, if the NPAC is unable to meet the effective date established on the Part 1B for block activations or Part 5 for block disconnects, the NPAC will notify the SP and PA of the new effective date.  


For block modifications, the NPAC can process approximately 20 block modifications per NPAC region per weekday.  No block modifications are processed by the NPAC during weekends/holidays.  If the block modification effective date falls on a weekend or holiday it will be processed by NPAC on the closest business day.


Suggested Solution:


Update the Thousands-Block Number Pooling Administration Guidelines (TBPAG) to address when the NPAC cannot meet the effective date on the Part 1B  or Part 5 for block activations, modifications, and disconnects. 

Resolution Statement:

A new section 2.15 was added to the TBPAG, as well as a modification to section 12.1:


2.15  The NPAC broadcast rates for activations, disconnects and modifications are set to these specified limits to accommodate service provider system thresholds.  The NPAC can process a maximum of 72 block activations and disconnects per NPAC region per weekday and a maximum of 144 block activations and disconnects per NPAC region per Saturdays/holidays.  The  first Sunday of the month the NPAC can process a maximum of 96 block activations and disconnects per NPAC region.  For all other Sundays the NPAC can process a maximum of 108 block activations and disconnects per NPAC region. Therefore, if the NPAC is unable to meet the effective date established on the Part 1B – NPAC Block Holder Data form for block activations or the NPAC Thousands-Block Reclamation form, Part 5 for block disconnects, the NPAC will notify the SP and PA of the new effective date.  


For block modifications, the NPAC can process a maximum of 48 block modifications per NPAC region per weekday.  No block modifications are processed by the NPAC during weekends/holidays.  If the block modification effective date falls on a weekend or holiday it will be processed by NPAC on the closest business day.


Section 12.1


12.1 
Option 1-PA


SP initiates intra SP block porting request (port type of "pool") by filling out the Part 1B form and submits request to the Pooling Administrator.


1. PA checks the form to make sure it has been filled out completely. In a pooling area for non-pooled NXXs when the pooling indicator is set to N, the PA will change the indicator to I.  In a non-pooling NPA, the PA will not be responsible for making any LERG changes. If requested, the PA updates the BCD screen with the switch ID. The PA checks to see whether the block has been donated to the pool.  If the block has been donated to the pool, the PA will deny the request.  The PA will update the tracking database if necessary. 


2. PA sends the Part 3 form to the SP. 


3. PA forwards the completed Part 1B form to the NPAC.


4. If the NPAC is unable to meet the effective date indicated on the Part 1B the NPAC will notify the SP and PA of the new effective date..


5. NPAC builds block table for pooled and non-pooled NXXs.


6. On effective date NPAC downloads designated block with a port type of “pool”.


7. NPAC completes the Part 1B form reflecting completion.


8. NPAC forwards the completed Part 1B form to the SP and PA.


Associated Committees/Issues:


· North American Numbering Council’s (NANC) LNPA Working Group

Related work required for the solution to this issue to be implementable by the industry--consider functional platform; interoperability; performance, reliability, and security; OAM&P; ordering and billing; and user interface work.

· (none)

Issue Champion(s):

		Name:

		Dara Sodano



		Company:

		NeuStar – Pooling



		E-mail address (optional):

		dara.sodano@neustar.biz 



		Telephone number (optional):

		





Activity Log (can be very brief but this must be regularly updated on a meeting-by-meeting basis and include all agreements reached and action items):

· INC 82: The issue (with contribution LNPA-503: Update the TBPAG for NPAC Block Effective Dates) was accepted and referred to the LNPA Subcommittee. It was noted that one participant would like to see a specific reference to the timeframes involved in situations in which a new effective date needs to be established. The PA remarked that it is the NPAC which would be in a position to know how often the effective date is not being met in the NPAC. After some additional discussion, it was agreed that the LNPA Subcommittee Co-Chairs would contact the LNPA Working Group to obtain answers to the following questions: 1) How often is the NPAC threshold exceeded; 2) Are there plans to raise the thresholds; 3) How/when does the NPAC notify SPs that the activation date will be modified; 4) Why are the thresholds different on the weekends vs. the weekdays.

· INC 83: It was noted that INC should probably not accept either the language of the letter or the language of the contribution until a definitive answer is obtained as to the actual block activation, disconnect and multiplication limitations in the NPAC.  The PA will also consult with the NPAC to confirm the accuracy of the weekly and weekend block activation, disconnect and multiplication limitations in the NPAC. It was noted that, ideally, when the SP via the PA submits the Part 1B, within a few days, the NPAC pooling team examines the schedule and determines what the effective date will be and communicates this to the SP. In reality, the SP often only finds out on the effective date itself that the effective date has in fact changed. It was proposed that some guidance could be provided to the NPAC with respect to how much notification it should be providing SPs regarding when effective dates change. It might be appropriate for INC to work with the LNPA WG to determine what the best path forward would be regarding obtaining satisfactory notification for effective date changes.


Last Updated: 8/12/05
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North American Numbering Council (NANC)


Local Number Portability Administration Working Group (LNPA WG)



November 30, 2005


The North American Numbering Council (NANC) Local Number Portability Administration Working Group (LNPA WG) is an industry forum made up of telecommunications providers and vendors responsible for developing and maintaining the process that is followed by all service providers participating in Local Number Portability (LNP), and for the resolution of all industry LNP issues.  The LNPA WG is also responsible for defining the requirements for the national Number Portability


Administration Center (NPAC) Service Management System (SMS) and how it interfaces with each service provider's local LNP systems.


The LNPA WG encourages and cordially invites you to join and attend our meetings to address any porting issues you may be experiencing, and to participate in the ongoing development of LNP as telecommunications technology continues to evolve and new providers enter into the Local Number Portability community.  In order for the consumer’s porting experience to be trouble-free and transparent, it is critical that all providers participating in LNP understand the industry’s process and requirements.   The LNPA WG is an open industry forum and there are no fees to join and attend the meetings.  A dial-in conference bridge is also provided for each meeting for those who choose not to attend in person.


Following is our meeting schedule for the remainder of 2005 and for 2006.  

		MONTH

		LNPA WG


MEETING DATES

		HOST

		LOCATION



		

		

		

		



		December 2005

		6th-7th



		Evolving Systems

		Denver, Colorado



		January 2006 

		10th-11th 

		Syniverse

		Tampa, Florida



		February 2006

		No meeting.


2/8/06 reserved for call, if necessary.

		

		



		March 2006

		7th-8th


9th is tentative date for Cross-Regional meeting

		NeuStar

		TBD



		April 2006

		No meeting.


4/12/06 reserved for call, if necessary.

		

		



		May 2006

		9th-10th 

		Sprint/Nextel

		Overland Park, Kansas



		June 2006

		No meeting.


6/14/06 reserved for call, if necessary.

		

		



		July 2006

		11th-12th 

		Canadian Consortium

		TBD



		August 2006

		No meeting.


8/9/06 reserved for call, if necessary.

		

		



		September 2006

		12th-13th 

		Verizon

		TBD



		October 2006

		No meeting.


10/11/06 reserved for call, if necessary.

		

		



		November 2006

		7th-8th 

		SBC

		St. Louis, Missouri



		December 2006

		No meeting.


12/6/06 reserved for call, if necessary.

		

		



		

		

		

		





More information on the LNPA WG, such as past meeting minutes, open and resolved issues, etc., can be obtained at www.npac.com.  Individuals can be placed on the LNPA WG’s e-mail distribution exploder list by following the instructions after accessing the following link:  http://lists.neustar.biz/mailman/listinfo.cgi/lnpa

Please feel free to contact us at anytime if you have any questions regarding the LNPA WG.  We look forward to welcoming you at one of our future meetings.


Sincerely,


Gary Sacra (gary.m.sacra@verizon.com)


Paula Jordan (paula.jordan@t-mobile.com)


Co-Chairs - LNPA WG

PAGE  

2




_1194189134.doc
North American Numbering Council


Local Number Portability Administration 


Working Group 


Interim


Report on Out of LATA Porting & Pooling

For

Disaster Relief


After


Hurricane Katrina


*************DRAFT*************


November 16, 2005


Table of Contents

11.
Executive Summary



22.
Background



22.1.
Situation



32.2.
Federal Communications Commission Order Suspending Numbering Rules



33.
Actions Taken



33.1.
Service Provider Actions



43.2.
Changes to the NPAC



43.3.
Numbers Ported or Pooled Out of LATA to Provide Temporary Service



44.
Impacts of Porting or Pooling Numbers Outside the LATA



44.1.
Wireless Service



64.2.
Wireline Service



64.3.
Administration and Cleanup



75.
Lessons Learned from Porting or Pooling Out of LATA



76.
Future Steps and Recommendations



86.1.
Issues for NANC or FCC Consideration



9Appendix A:  Porting/Pooling Outside the LATA for Disaster Relief “Pros & Cons”

9

11Appendix B:  Glossary







1. Executive Summary

On August 29, 2005, Hurricane Katrina slammed into the Louisiana, Mississippi, and Alabama Gulf Coast leaving extensive damage in its wake.  Millions of customers were out of service, and there was extensive damage to both wireline and wireless switching centers, facilities, cell sites, and to 9-1-1 call centers.  

With many switching centers damaged or totally destroyed by extreme winds and/or flooding, service providers explored ways to expeditiously move telephone numbers into working switches.  The Federal Communications Commission (FCC) temporarily relaxed numbering rules facilitating service providers to move numbers to remote locations without regard to Toll Message Rate Center or Local Access Transport Area (LATA) restrictions.  Service providers began using Local Number Portability (LNP) and/or Number Pooling to move numbers from the non-working switches into working switches in other locations.  This report focuses on the technical aspects of suspending the rules that prohibit porting or pooling outside LATA boundaries.

Moving numbers to working switches was typically more advantageous for wireless subscribers than for wireline subscribers.  When the wireless subscribers were moved to working switches, they had originating service and some terminating service.  With wireline service, no originating or terminating service is possible as there is no facility to the subscriber.  If a wireline number is moved to a working switch, remote call forwarding can be used to route terminating calls to other subscriber locations or to voice mail.


The edit in the NPAC that prevents assignment of out of LATA Location Routing Numbers (LRN) to a ported number or a pooled block was suspended thereby allowing numbers to be ported or pooled across LATA boundaries.  This allowed wireless subscribers to have originating service and some level of terminating service.  It would allow wireline subscribers to forward some terminating calls to other locations or voice mail.  Many calls would not complete because Regional Bell Operating Companies (RBOC) cannot deliver calls across LATA boundaries.  Other calls fail because of trunk group overloading as the groups were not sized to handle the increased loads resulting from the massive unplanned movement of telephone numbers.

The Local Number Portability Administration (LNPA) Working Group considers the actions taken by the North American Numbering Council (NANC) and the FCC to temporarily relax numbering rules to be appropriate, thereby allowing telecommunications service providers to immediately act to restore service to the extent possible.  Moving numbers, even across LATA boundaries, is a viable method, especially for wireless carriers, to restore service.  However, the Working Group believes that many carriers moved numbers across LATA boundaries after Hurricane Katrina without a full understanding of the consequences.  


This document describes situations encountered, lists pros and cons for consideration when moving numbers, and provides recommendations in preparation for future disasters.  


2. Background


On Monday, August 29, 2005, Hurricane Katrina struck the Gulf Coast causing extensive damage in Louisiana, Mississippi, and Alabama.  In addition to the damage caused by hurricane force winds, extensive flooding occurred especially in the vicinity of New Orleans, Louisiana.  The flooding in and around New Orleans was exacerbated by failure of the levies in areas of the city that are actually below sea level.

The destruction caused by Hurricane Katrina put more than 3 million telephone lines out of service in the three states.  There was extensive damage to wireline switching centers and interconnection trunks.  Thirty-eight 9-1-1 call centers were out of service.  The wireless network also sustained considerable damage with more than 1000 cell sites out of service.
  Wireless switching centers were damaged as well.  

Immediately after the hurricane subsided, telecommunications employees began extraordinary efforts to restore service.  Many of these employees had suffered personal losses themselves, but continued to work to restore overall service.  In the tradition of the telecommunications industry, the workers looked for ways to reinstate service as expeditiously as possible.  To that end, number porting and pooling techniques were used to rapidly move subscribers from non-working switches to working switches.  This report analyzes the benefits and drawbacks of such action.

Subsequent to Hurricane Katrina inflicting catastrophic damage to the Louisiana, Mississippi, and Alabama coast lines, Hurricanes Rita and Wilma have hit the Texas-Louisiana coast and southern Florida respectively.  While both caused significant damage, neither was as devastating as Katrina.  This report will concentrate on events associated with Katrina realizing that lessons learned will apply in other disastrous situations.

2.1. Situation

In the aftermath of Katrina, both wireless and wireline telecommunications companies were working to restore service.  Wireline companies had facilities damaged or destroyed by high winds and flooding.  Wireless carriers had cell towers destroyed, and facilities connecting switches to towers destroyed.  Both wireless and wireline carriers had switches that were either damaged or totally destroyed by the hurricane.

Many service providers moved their customers’ telephone numbers from the switches that were out of service to working switches in other locations.  Depending on the type of service provider (wireless or wireline) and the location of the “ported-to” switch, varying service levels were restored using number porting or pooling functionality.    

2.2. Federal Communications Commission Order Suspending Numbering Rules

The FCC adopted and released an order on September 1, 2005, that suspended many numbering rules for a period of 90 days (August 27 to November 27, 2005).  The Commission recognized “that telecommunications service must be restored to the hurricane victims as quickly as possible and we find that waiver of the Commission’s local number portability and number assignment rules is a reasonable and practical means for doing so.” 
 

The Commission waived the rules to the extent necessary to permit carriers to port numbers from the hurricane affected area to remote locations on a temporary basis.  This waiver applied to carriers providing service in the states of Louisiana, Mississippi, and Alabama.  The waiver also applies to the numbering administrators to the extent necessary to support carriers in the affected areas.


3. Actions Taken

3.1. Service Provider Actions


With the temporary suspension of porting and pooling location rules, some service providers used LNP or number pooling to move telephone numbers from non-working switches to working switches in other locations.  Effects of moving the numbers will vary depending on whether the numbers are moved within rate center boundaries, across rate center boundaries, or across LATA boundaries.  Effects also depend on the type of network attempting to originate calls to these ported or pooled numbers.  

Moving numbers to a working switch within a rate center boundary has no negative effects on call routing or rating; however, calls may fail due to overloading of inter-switch trunk groups designed for smaller volumes.  Current LNP rules allow movement within the rate center.  

Moving numbers to a switch outside the rate center may affect terminating call rating and billing.
  Calls will be routed to the number based on the LRN of the new switch.  However, terminating calls will be rated as if the number were still in the original rate center, and calls may fail due to overloading of inter-switch trunk groups.  

If the telephone numbers are moved outside the LATA, routing and billing problems may be encountered in addition to failure of calls caused by overloading inter-switch trunk groups.  In normal circumstances, the NPAC has a software edit that prohibits a service provider from porting a number to an LRN that is outside the LATA.  Section 4 of this document contains a discussion of the issues associated with porting outside the LATA.    

3.2. Changes to the NPAC

The only change made to the NPAC database was to suspend the edit that prevents a service provider from assigning an out of LATA LRN to a ported number or pooled block.  The North American Portability Management (NAPM) LLC approved suspension of the NPAC edit in the Southeast NPAC Region
 on August 31, 2005.  The edit will be restored on November 27, 2005, matching the period of suspension of numbering rules ordered by the FCC.

3.3. Numbers Ported or Pooled Out of LATA to Provide Temporary Service

In the Southeast NPAC Region, approximately 2000 telephone numbers were ported across LATA boundaries after Hurricane Katrina.  Additionally, about 300 blocks of existing numbers (1000 per block) were moved across LATA boundaries using number pooling.  

4. Impacts of Porting or Pooling Numbers Outside the LATA

Porting and pooling numbers outside the LATA to restore service has mixed results.  Depending on the type of carrier, some level of customer service can be restored.  This section describes the effects of porting and pooling out of LATA and the resulting problems encountered in the aftermath of Hurricane Katrina.  Appendix A provides a summary of the pros and cons in matrix format for easy reference.

As stated previously, there were many numbers ported or pooled outside the serving LATAs after Hurricane Katrina.  For example, many numbers were moved from the New Orleans LATA to the Houston LATA.  Due to differences in technology and service, the benefits are much more pronounced for wireless subscribers than for wireline subscribers, but full service is not restored in either case.  It is important for service providers to be aware of all the impacts.

4.1. Wireless Service

If a wireless subscriber’s home switch is out of service but the Home Location Register (HLR) is still in service, that subscriber can originate calls as a roamer/traveler if within range of a working cell tower, but cannot receive calls since terminating calls route through the home switch.  If the HLR is out of service, the subscriber will not have originating or terminating service since there would be no way to register elsewhere as a valid user.
  Porting or pooling a wireless number to a working switch in another LATA gives the customer originating service and some terminating service.  Moving the number creates a new home location, and the subscriber can be served from that switch or register as a roamer/traveler in another area.  Terminating calls will route through the “new” home switch.

When a wireless number is moved to another LATA, the subscriber will have originating telephone service and some degree of terminating service.  Calls from many locations and carriers will complete, however, calls from wireline subscribers in the affected LATA
 that are served by the RBOC will not complete normally.  RBOCs are prohibited from carrying traffic across LATA boundaries.  Calls to these numbers appear to be local, but querying the LNP database will return an out of LATA LRN.  RBOC switch generics are coded to block this type of call or to hand them off to an Inter-exchange carrier (IXC).  

Calls from locations outside the affected LATA to the ported or pooled numbers
 will complete if the calls are queried by the originating carrier or the IXC (N-1 query) and routed to the new switch.  Calls from locations outside the affected LATA that are default routed to the RBOC in the affected LATA will fail.  When such a call reaches the RBOC tandem in the affected LATA, a query is made and an out of LATA LRN is returned.  The RBOC switch is not capable of routing the call across LATA boundaries.
  

The inability of RBOC switches to route these calls caused many customer trouble reports after Katrina.  Complaints were received by both the RBOC carrier and the carriers who ported out of LATA.  Not only would calls originated by RBOC customers fail, but any calls to the ported out of LATA numbers that were default routed to the RBOC would fail as well.  In situations where calls are routed to IXCs, billing records are generated for calls that should be routed as local.  This has caused billing confusion and disputes that are still being resolved.  

RBOC switches treat the blocked calls as switching errors and log the failures.  In the case of one switch type, parts of the switch network may be turned down when thresholds are exceeded as the switch logic “believes” that internal problems exist.  

Telecommunications trunk routes are sized to handle forecasted loads.  Moving large quantities of telephone numbers inside or outside of LATA boundaries suddenly routes large volumes of calls over trunk groups that were not sized to handle such loads.  Many customers received “all circuits busy” indications.

There should not be any problems with 9-1-1 call originating service for wireless numbers ported or pooled out of LATA.  However, the NENA representative participating in the study indicated that in some cases call backs failed due to the RBOC inability to route calls across LATA boundaries.  

4.2. Wireline Service

Porting or pooling wireline telephone numbers out of LATA does not offer as many advantages as with wireless numbers.  When a number is moved to a working switch, there is no originating or terminating service as there is no facility to a wireline set.  However, when the number is placed in another switch, remote call forwarding can be used to route the call to another customer location not affected by the disaster, or to a voice messaging system.

If wireline numbers are ported out of LATA, the same routing problems are incurred as with the wireless numbers.  If a number is ported out of LATA, and then remote call forwarded to another location, calls from RBOC customers in the affected LATA will not complete or will be handed off to an IXC.  Many trouble reports were received with the customers complaining that calls to these numbers cannot be completed.  Billing confusion and disputes occur for these local calls that are completed through an IXC.


As with wireless numbers ported or pooled out of LATA, calls from locations outside the affected LATA will complete and be forwarded as long as they are originating or N-1 queried.  Default routed calls to the RBOC switch will fail.


Moving large volumes of numbers to other LATAs would have the same effects on inter-LATA trunk routes as with wireless numbers.  Trunk groups may be overloaded and many calls will receive “all circuits busy” indication.


Failed calls indicate switching errors, and, as described in the previous section, can cause some switch types to remove network elements when thresholds are exceeded.

There was no RBOC porting or pooling out of LATA in the Southeast NPAC Region.


4.3. Administration and Cleanup

After restoration of switches, towers, and facilities, numbers must be moved back to switches in the correct LATA and rate center.  It is imperative that good records of the numbers moved outside the LATA be kept to facilitate prompt restoration in the correct LATA.  

5. Lessons Learned from Porting or Pooling Out of LATA

The carrier representatives involved in generating this report compiled their observations as to “lessons learned.”  These observations are listed below:

1. Due to regulatory restrictions and switch design to comply with those restrictions, inbound calls from RBOC subscribers will fail or be routed through an inter-exchange carrier.


2. Calls routed through an IXC will generate toll charges for local calls and create confusion and billing disputes.


3. Large volumes of customer trouble tickets were generated due to calls from the RBOC failing to complete.


4. More service provider education and/or industry communication is needed to insure that all participants are aware of the benefits and short comings of actions taken.


5. More customer education is needed to explain the impacts of porting their numbers out of LATA and what level of service restoration they can expect in this situation.

6. The time frame to move subscribers to the out of LATA switches was longer than anticipated due to maximum nightly porting/pooling limitations established by the industry.


7. Carriers have experienced problems when porting/pooling the numbers back, and it is taking longer than porting/pooling them out.  (For example, voicemail platform issues, new trunk install issues, facility testing issues, internal system delays, etc.)  

8. Moving large volumes of telephone numbers to another location overloads trunking facilities that were designed for smaller forecasted loads.


9. Accurate record keeping is a must for moving numbers back to the correct locations as service is restored.


10. Moving telephone numbers across LATA boundaries does restore some level of service to many subscribers (especially to wireless subscribers).


Moving numbers to working switches even if out of LATA is a viable method to restore partial service.  However, carriers should be aware of the consequences associated with such action and that full service is not restored.  Other alternatives should be considered before automatically moving numbers across LATA boundaries.  As discussed, many calls will not be delivered due to the design of RBOC switches that cannot carry calls across LATA boundaries.  It is also very significant that trunk groups sized for lesser volumes will be overloaded, and many calls that are routed across the LATA boundary will not be delivered due to unavailability of a trunk facility.

6. Future Steps and Recommendations


The LNPA Working Group recommends that service providers carefully consider alternatives and consequences before porting or pooling numbers out of the serving LATA as a service restoration method.  In general, porting or pooling out of LATA is more advantageous for wireless carriers than for wireline carriers.  Before moving the numbers out of LATA, alternatives such as porting to working switches inside the LATA, or assigning new telephone numbers should be considered.  

Porting or pooling out of LATA allowed service providers to move numbers to working switches on an expedited basis. As a lesson learned from the Katrina experience, continuing evaluation of impacts and alternatives would be advisable before suspension of the NPAC edit in the future.  Suspension of the LATA edit in an NPAC region allows numbers to be ported out of LATA erroneously in other parts of the region not affected by the disaster.  The edit was developed and implemented to stop this troublesome problem.   Some lessons learned comments from providers have indicated that moving the numbers out of LATA was not as easy to do or as much of a cure as they had initially believed it would be.

If porting or pooling numbers out of LATA appears to be advantageous, then it should be done selectively, and records kept for expeditious return to the correct switch.  In such cases, the service providers should make best effort attempts to educate consumers as to expectations.


6.1. Issues for NANC or FCC Consideration

Under the circumstances, the LNPA Working Group believes that the NANC and FCC took appropriate action in relaxing numbering rules and allowing industry bodies and individual carriers to take emergency actions to restore service.  This prompt action allowed service providers to respond quickly.  Relaxing the rules gave the Pooling Administrator, the North American Numbering Plan Administrator, and the North American Portability Management LLC the freedom needed during the disaster recovery.



The LNPA Working Group recommends that the FCC and the NANC take similar actions in any future disastrous situations.  Temporarily relaxing numbering rules will thereby allow service providers to expeditiously make decisions and take action in the best interest of providing service to their customers.  

The FCC should consider a comprehensive standing order to be invoked after a disaster.  This order should include such actions as suspending numbering rules, percent utilization requirements to obtain new numbers, number aging requirements, etc.  Situations for invoking the order might be created by wide ranging acts of nature such as hurricanes, or by man-made events such as terrorist acts.  Such an order should include conditions under which it would be invoked.  The LNPA Working Group can offer guidance in regard to porting and pooling of numbers to restore service.  Other industry bodies would be able to offer guidance in regard to facility restoration, emergency operations centers, etc.  Such an order should be constructed to allow service providers flexibility to operate in the interests of their customers.

With the number and variety of telecommunications providers currently serving customers in the United States, the LNPA Working Group feels that more education is needed as to the pros and cons of porting numbers across rate center and LATA boundaries.  The Working Group requests that NANC share information such as contained in this report with its members, the industry associations participating in NANC activities, conferences, etc.  

 Appendix A:  Porting/Pooling Outside the LATA for Disaster Relief “Pros & Cons”






After Hurricane Katrina, number portability and/or number pooling were felt to be effective means of restoring service to customers in the affected areas.  Accordingly, the NPAC edit that prevents porting across LATA boundaries was temporarily suspended.  Some level of service can be restored in some scenarios, but other problems can be introduced.  These problems can be especially pronounced if the numbers are ported across a LATA boundary.  Some of the pros and cons that should be considered are enumerated in this document.

Wireless Service Providers


		Pros

		· Wireless Customer has originating service at new location if ported to a working switch.  Assumption is that former switch and HLR is no longer in service.


· 9-1-1 access will still function properly for the wireless ported subscriber.


· Customer has partial terminating service at new location.


· Calls from the same wireless carriers will complete.


· Many calls from other wireless carriers will complete.


· Many calls from wireline carriers outside the affected LATA will complete.



		Cons

		· Cannot receive calls from many wireline subscribers in the affected LATA.


· 9-1-1 callbacks may not complete.


· Trouble reports from customers complaining about failed calls.


· Billing confusion and disputes (locals calls billed as toll calls).


· Possible Trunk route overloading in areas where customers are ported to.


· Default routed calls from non-affected LATAs won’t complete to the customer.  If IXC does not query, LATA tandem in affected LATA will query and receive an LRN that it cannot route out on.


· Potential adverse wireline switch effects.  (Some switch types will automatically take corrective action when call failure thresholds are reached.)


· Administrative recordkeeping and required cleanup.





Wireline Service Providers


		Pros

		· Can possibly use remote call forwarding from “ported-in” switch to route terminating calls to another customer location and working number or voice mail.  Preference would be to port the customer to a working switch within the affected LATA.



		Cons

		· No originating service (no facility to customer location).


· Cannot receive calls from many wireline subscribers in the affected LATA.


· 9-1-1 access may or may not work.  Delivery of the caller’s location/address and phone number to the PSAP may not be possible.


· Trouble reports from customers complaining about failed calls.


· Billing errors (locals calls billed as toll calls).


· Possible Trunk route overloading.


· Default routed calls from non-affected LATAs won’t complete.

· Potential adverse wireline switch effects.  (Some switch types will automatically take corrective action when call failure thresholds are reached.)

· Administrative recordkeeping and required cleanup.





Appendix B:  Glossary




DN

Directory Number

FCC

Federal Communications Commission


HLR

Home Location Register


ILEC

Incumbent Local Exchange Carrier


IXC

Inter-exchange Carrier


LATA

Local Access Transport Area


LATA ID
LATA Identification


LNP

Local Number Portability


LNPA

Local Number Portability Administration


LRN

Location Routing Number


NANC

North American Numbering Council


NENA

National Emergency Number Association


NAPM LLC
North American Portability Management Limited Liability Company


NPAC

Number Portability Administration Center


RBOC

Regional Bell Operating Company


TN

Telephone Number

� Written statement of Kenneth P. Moran, Director, Office of Homeland Security Enforcement Bureau, Federal Communications Commission.  Hearing on Ensuring Operability during Catastrophic Events before the Committee on Homeland Security Subcommittee on Emergency Preparedness, Science, and Technology, US House of Representatives, October 26, 2005.



� FCC Order 05-161, September 1, 2005.



� FCC Order 05-161, September 1, 2005, paragraph 3.







� As noted in the Committee T1 Technical Requirements No. 2: Number Portability Switching Systems, “The rate center of a DN is determined by the NPA-NXX of the DN. Determination of rate center assignment is not part of switch-based functionality” (p. 7)







� The NAPM also approved suspension of the LATA edit in the Southwest NPAC Region in connection with Hurricane Rita.  The LATA edit was restored in the Southwest Region on November 7th and is scheduled to be restored in the Southeast region on November 27th.



� The subscriber will still have 9-1-1 access if within range of a working cell tower even if not registered.



� The affected LATA is the LATA where the disaster occurred.  



� As an example, consider that a New Orleans number ports out of LATA to Houston.  If a caller in Nashville were to dial the number, it would be recognized as an inter-LATA call and handed off to an IXC.  The IXC should query the call, receive an LRN for Houston and deliver the call.



� As noted in the Committee T1 Technical Requirements No. 2: Number Portability Switching Systems, “The switch does not distinguish the type of call (intra-LATA local, intra-LATA toll, or inter-LATA) based on whether the dialed DN is portable or ported. The type of call is determined based on the analysis of the dialed DN and not the LRN.”  (p. 13)












_1194194279/NANC Change Orders 10-31-05.zip


NANC Change Orders 10-31-05.doc

NANC CHANGE ORDER SUMMARY



FOR



NPAC SMS FUNCTIONALITY



Rev: 115
to be used for November 2005 (Atlanta) meeting



10/31/05


Table of Contents



3Open Change Orders



Accepted Change Orders
21


Next Documentation Release Change Orders
40


Next Release (R3.3) Change Orders
49


Cancel – Pending Change Orders
93


Current Release Change Orders
94


Summary of Change Orders
95






Open Change Orders



			Open Change Orders





			Chg Order #


			Orig. / Date


			Description


			Priority


			Category


			Proposed Resolution


			Level of Effort





			


			


			


			


			


			


			NPAC


			SOA LSMS





			NANC 147


			AT&T



8/27/97


			Version ID Rollover Strategy



Currently there is no strategy defined for rollover if the maximum value for any of the id fields (sv id, lrn id, or npa-nxx id) is reached.  One should be defined so that the vendor implementations are in sync.  Currently the max value used by Lockheed is a 4 byte-signed integer and for Perot it is a 4 byte-unsigned integer. 



Sep 99 LNPA-WG (Chicago), since the version ID for all data is driven by the NPAC SMS, the rollover strategy should be developed by Lockheed.  SPs/vendors can provide input, but from a high level, the requirement is to continue incrementing the version ID until the maximum ([2**31] –1) is achieved, then start over at 1, and use all available numbers at that point in time when a new version ID needs to be assigned (e.g., new SV-ID for a TN).


			High


			FRS


			Func Backwards Compatible:  NO



A strategy on how we look for conflicts for new version id’s must be developed as well as a method to provide warnings when conflicts are found.



Oct 98 LNPAWG (Kansas City), it was requested that we begin discussing this in detail starting with the Jan 99 LNPAWG meeting.  Beth will be providing some information on current data for the ratio of SV-ID to active TNs (so that we can get a feel for how much larger the SV-ID number is compared to the active TNs).



Sep 99 LNPA-WG (Chicago), Lockheed will begin developing a strategy for this.



Jun 00 LNPA-WG (Chicago), AT&T analysis and calculation (using current and projected porting volumes) indicate that a need for a version ID rollover strategy is more than five years away.  Therefore, this change order is removed from R5, and will be discussed internally by NeuStar technical staff.



Jul 00 LNPAWG: NeuStar will track the problem.  It will be a NeuStar internal design.  Change order to stay on open list for possible later Document Only changes.


			High


			High? / High?





			NANC 340


			CMA 11/6/01


			Doc Only Change Order for IIS: Update Appendix A



The information in Appendix A is out of date and needs to be updated.


			Low


			IIS


			11/14/01 – Reviewed at November 2001 LNPA WG.  Waiting for feedback from NeuStar.



01/09/02 – This item has low priority.  Change Order to remain in “open” status until updated information is provided by NPAC Systems Engineering.






			N/A


			N/A / N/A





			NANC 349


			NeuStar 3/6/02


			Batch File Processing



Business Need:


Service Providers periodically generate large porting activity.  The current definition includes ports with 500 or more TNs.



The NPAC receives these large port requests via an online mechanism (CMIP interface or LTI), and processes them at that point in time.  The current requirements do not allow for “off-line” processing of activity.



As an alternative to generating all the messages associated with large porting activity, and sending them across a Service Provider’s CMIP interface, a batch mode can be implemented whereby a Service Provider can send a batch request to the NPAC, and request that it be processed after a certain date and time.



With this change order, the NPAC and the Service Provider can offload processing that can be worked separately, but still meet the need to incorporate that work after a specified date and time.  Since all large porting activity is known well in advance, both planning and processing can be addressed, thereby benefiting risk management.




The functionality covered in this change order could be any activity that is not time critical and typically done over a 24 hour period (e.g., pooled blocks where not time sensitive, or an LSMS for DPC codes).


			TBD


			FRS


			Interface and Functional Backwards Compatible:  YES



The NPAC would incorporate an offline batch processing engine that handles batch requests from a requesting Service Provider.  The Service Provider would place the request in their ftp site directory.  The NPAC would periodically scan for requests, pick them up, and process them offline.



After reaching the Service Provider’s requested date and time, the request would become “active” and the NPAC would process this request during off hours (e.g., during nightly housekeeping).  Upon completion, the requested activity would be incorporated into the production database. Updates or notifications could be either placed in a response file at the Service Provider’s ftp site directory, or sent across the interface to the Service Provider.



A new indicator would be added to the customer profile record.  This would indicate whether the Service Provider supports batch processing.  If yes, any batch requests would be responded back to the Service Provider in batch mode, via a “processing done, here are the details” response file (placed in the ftp site directory).  If the Service Provider does not support batch processing, the NPAC would send the responses to the requested activity over the interface.


			TBD


			TBD / TBD





			NANC 349 (con’t)


			Jul ’03 APT:  The intention is to off load the interface and have it done at off peak times.  The benefit is to move large volume transactions off the CMIP interface.  SPs need to categorize the real-world scenarios, and provide feedback on this change order.



Aug ’03 APT:  Real-world scenario - bulk port over 500K numbers.  Business need to move numbers off the switch.



This change order will be prioritized behind the other SOA requirements.  So, move out of APT document and back into main change mgmt list.



Oct ’03 APT:  Since this relates to performance, it belongs in the list of change orders worked by the Architecture Team.  Refer to the latest APT Working Document for additional details on this change order.



Feb ‘04 – Refer to the Architecture Planning Team’s working document for the latest information on this change order.









			NANC 353


			AT&T 4/12/02


			Round-Robin Broadcasts Across SOA Associations (sister of ILL 5)



Business Need:


Currently, most SOA systems have one association to the NPAC SMS over which all interface traffic is sent and received.  As performance increases over the interface, a SOA may need to distribute their interface processing across multiple machines to gain additional memory, processor speed and stack resources.  This change order would enable an SOA/LSMS to distribute their interface processing across multiple machines.  This change order would also enable the NPAC SMS to accept multiple associations of the same function type from different NSAPs and distribute outbound traffic in a round robin algorithm across the multiple associations.



A benefit of allowing an SP to establish additional associations during heavy activity periods is that if one of the associations goes down, the other association still remains connected, which allows the SOA to continue to send/receive messages/notifications.


			Medium Low


			FRS, IIS


			Func Backwards Compatible:  YES



Description of Change:



The NPAC SMS would support additional SOA associations and manage the distribution of transactions in a round robin algorithm across the associations.  For example, due to performance conditions a Service Provider may want to start another SOA association for notification data.  The NPAC SMS would accept the association, manage security, and distribute network/subscription PDUs across the 2 or more associations using the round robin algorithm (One unique PDU will be sent over one association only.)



Feb ‘04 – Refer to the Architecture Planning Team’s working document for the latest information on this change order.


			Med


			TBD / TBD





			NANC 362


			ESI 5/30/02


			Vendor Metrics



Business Need:


SOA/LSMS vendors request that NPAC volume metrics be captured that would allow SOA/LSMS vendors to create a model for LNP transactional performance based on actual porting data to the SOA and LSMS.



Once a model is developed, the intent is to continue to capture various porting data (nominal, peak, duration at peak) to determine the validity of the model.



Once the model has been validated and accepted, SOA/LSMS vendors will use this model to intelligently establish the current performance requirements, and by extrapolation, the future requirements.



As porting volumes increase, the business need for this change order becomes more time sensitive to help with the situation where porting is delayed because of a slow horse situation.


			


			


			Pure Backwards Compatible:  YES



Both SOA and LSMS data should be gathered.



An extract is shown below from the Minutes from the Vendor Metrics Call, May 2, 2002, version 1.2.  Refer to the Vendor Call Minutes for full details.



Discussion of the LSMS metrics we should gather.



The group proposed monthly reports showing message traffic mix. 



Items to be gathered are:



1. TN range size (including range of 1),



2. Message type (create, modify, delete, queries, etc),



3. Number of messages of this range size and type,



4. aggregated in 15-minute intervals,



5. whether transmission congestion occurred during the period,



6. if congestion occurred, start and end times of congestion,



7. whether an abort occurred i.e. downstream did not respond during the period.


			TBD


			N/A / N/A





			Continuation of NANC 362, Vendor Metrics, Proposed Resolution section:



It was agreed that at this time the following report would be a sufficient starting place.



For each 15 minute interval,



· For the category of prepared messages, report



1. Message type,



2. Range size, 



3. and the number of messages with that range size and message type,



· For the category of transmitted messages, for the best case report



1. Message type,



2. Range size, 



3. The number of messages with that range size and message type,



4. Count of number of times entered into congestion,



5. List of congestion intervals,



6. Count of aborts,



7. and count of aborts due to timeout.



Discussion of SOA metrics proposed by the Slow Horse subcommittee in August and September of 2000.



We discussed SOA metrics and agreed that what kind of data that the Slow Horse had proposed was still valid.  It was agreed that the sampling interval should be 15-minute intervals and that the LTI information was not relevant.  Furthermore, the data should be reported for both the prepared messages and the transmitted messages as was specified above for the LSMS.  Consequently, for the SOA the report needs to contain:



1. All NPAC notifications to SOA.



2. All SOA requests to NPAC.



This information should be reported in 15-minute intervals and categorized as specified above for LSMS messages. For messages sent to the NPAC, they should be reported as:



1. TN range size (including range of 1), 



2. Message type (create, modify, delete, queries, etc).,



3. Number of messages of this range size and type, 



4. aggregated in 15-minute intervals.









			June ’02 LNPAWG, additional discussion.



The desire is to obtain the offered load, versus what the NPAC is actually producing.  In other words, the request versus the result of the request.



Colleen Collard would like lots of data on both the inbound and outbound traffic, but realize that the more data that is requested, the longer and more expensive to produce that data.  So, initially the group can accept what the NPAC is sending down to the LSMS.



Jim Rooks – porting business need is driving SOA, which drives NPAC, which drives LSMS.



John Malyar – problem is porting that happens at any single point in time.



Jim Rooks – we really need to smooth out data.  We are currently looking at request data, the report is sent to NAPM.



Steve Addicks – the past doesn’t necessarily reflect future needs/load with wireless (mostly single ports), and also pooling.



Dave Garner – need to know what we have today, and also need to do a forecast/projection for the future.



NeuStar action item:  provide a list of metrics for a baseline of data elements as the NPAC’s side of the projected load, as to what is occurring today.  Jim Rooks provided this information at the Aug ’02 LNPAWG meeting.









			NANC 372


			Bellsouth 11/15/02


			SOA/LSMS Interface Protocol Alternatives


Business Need:


Currently the only interface protocol supported by the NPAC to SOA and NPAC to LSMS interface is CMIP.  The purpose of this change order is to request analysis be done to determine the feasibility of adding other protocol support such as CORBA or XML. The primary reasons for looking into a change would be 1) Performance, and 2) Implementation complexity.


			


			


			TBD



Dec ’02 LNPAWG, discuss this change order in January ’03 in the new arch review meeting.


			TBD


			TBD / TBD





			NANC 384


			LNPA WG Archcture Planning Team



7/10/03.



Originally from ESI



6/5/03


			NPAC Change Order Effectiveness Metrics



Abstract:


This contribution proposes specific metrics for evaluating the operating characteristics of the NPAC RSMS, based on characteristics that have a direct impact on individual carriers cost of operations.  It is expected that proposed change orders to NPAC RSMS could be evaluated based on projected improvements to the measurement of one or more of these metrics.  Projected improvements in these measurements would be used by individual carriers to justify the cost associated with specific change orders.






			Medium Low


			FRS, IIS


			Func Backwards Compatible:  YES






			TBD


			TBD / TBD





			NANC 384 (con’t)


			NPAC Change Order Effectiveness Metrics (continued)



Contribution:


As local number portability matures in its processes and supporting systems, and as telecommunications carriers continue to implement significant financial controls on their expenses, carriers are increasingly looking for justification for particular investments.  The table below represents a list of 6 characteristic metrics that can be measured at the NPAC RSMS and have a direct impact on an individual carriers’ cost of operation.  It is proposed that this set of metrics be used for regular reporting of NPAC RSMS performance capabilities, and that proposed change orders be evaluated by the potential improvement that the change may have on one or more of these metrics.



The second table represents an example of the measurements that should be captured to create a baseline measurement set and delta measurements for individual changes. These represent only estimates, and are included to illustrate the estimate or measurement data that could be provided going forward, for use in allowing businesses to make informed investment decisssions with respect to LNP capabilities.



Metrics



Metric



Units



Measurement Technique



Throughput Capacity



Reflects the steady-state porting capacity of the NPAC without queuing (assuming infinitely fast LSMS and SOA systems)



TNs/Second



Test Technique 1, item 3



Individual Create Processing Time



Measurement in seconds of the time from receipt to SOA notification of create activity



Seconds



Test Technique 1, item 4



Individual Activate Processing Time



Measurement in seconds of the time from receipt to SOA notification of activate activity (assuming no late LSMS notifications)



Seconds



Test Technique 1, item 4



Individual Modify Processing Time



Measurement in seconds of the time from receipt to SOA notification of modify activity



Seconds



Test Technique 1, item 4



Query Response Rate



Measurement in Queries/Second that represent the steady-state capacity of the NPAC.



Query Requests/ Second



Test Technique 1, item 3



Individual Query Response Time



Measurement in seconds of the time it takes the NPAC to respond to a representative query



Seconds



Test Technique 1, item 4









			NANC 384 (con’t)


			Test Technique 1:



1. Establish a representative traffic load that includes a production-like proportion of Create, Concur, Activate, Modify, and Query operations.



2. Subject the NPAC to the representative proportions of traffic at increasingly high TN/seconds rates, and measure the output LSMS notification rate (the combined rate of SV Activate, SV Modify, and SV Disconnect requests, also in TNs/second).



3. At sufficiently low rates, the NPAC will reach a steady-state where the input rate and the output rate are approximately equal.  As the input rate increases, there will come a point where the input rate exceeds the output rate, indicating that the NPAC is queuing activities internally.  The maximum input rate without queuing represents an effective through-put of the system, measured in TNs/second.



4. When the NPAC loaded at its effective through-put rate, individual transactions each have a start and end time, the difference of which yields a duration calculation for the individual transaction.  An average transaction processing time can be calculated for each transaction type from these individual records.  The measurement of the start and end time are most accurately measured by a tool placed external to the NPAC.  However, it may be acceptable to do initial measurements from transaction log records internal to the NPAC RSMS application software.  This is measured in seconds.



Change Order Effectiveness Estimates



Metric



Units



Assumed Current Value



NPAC Prioritization of Notifications



NANC 179 - Ranged Notifications



NANC 347/350 - 15/60 minute abort timers



NANC 348 - BDD for notifications



NANC 351 - Send what I missed



NANC 352 - SPID recovery



NANC 368 - NPAC OBFC



Throughput Capacity



TNs/Second



25



+3



+20



+5



Individual Create Processing Time



Seconds



1



No change



No change



No change



Individual Activate Processing Time



Seconds



2



No change



No change



No change



Individual Modify Processing Time



Seconds



2



No change



No change



No change



Query Response Rate



Query Requests/ Second



12



+1



+14



+2



Individual Query Response Time



Seconds



2



No change



No change



No change









			NANC 384 (con’t)


			Aug ’03 LNPAWG, discuss this change order in the Sep’03 APT meeting.  Requirements will be worked in that forum.








			NANC 389


			AT&T Wireless



10/16/03


			Performance Test-Bed



Business Need:


Service Providers have expressed a desire to perform a performance volume test to mimic production behavior prior to “go-live”, and to “stress” and certify system readiness, but without having to use simulators to perform the NPAC role.  Simulators have been used because the test platform provided under SOW 34 does not support testing at performance volume load levels.  It is possible for a Service Provider to impact the overall stability of the SOW 34 test platform and negatively impact other NPAC users.  Even with the coordination and scheduling of performance tests in the off-hours, a single Service Provider still can negatively impact the NPAC test-bed, causing downtime to clear the inbound and outbound queues.


This change order defines system requirements for a separate NPAC test-bed suitable to meet the industry performance volume test needs.  Service Providers could use this test-bed at any time without support.  Testing support, including setup, would be provided as agreed.


			TBD


			Contractual


			Func Backwards Compatible:  YES



This will be explored during the Nov ’03 LNPAWG meeting.


			N/A


			N/A  / N/A





			NANC 389 (con’t)


			Nov ’03 LNPAWG, discussion:


Still a desire to have a Test Bed that can handle volume test loads even though past go-live date for WNP.  As discussed during Oct ’03 meeting, configuration would be no failover site, and up to five simulators for SOA and LSMS sides.  Desire is to have an environment just like production, so it would mirror that configuration.



Some providers still bothered by the lack of definition on what will be tested, how often, number of SPs at same time, volumes at max, number of simulators, response time needs, assumptions, etc.  Just saying “production-like” is not well defined.  We need to quantify the configuration.  It was also mentioned that we would want a separate Test Bed rather than just beefing up the SOW 34 Test Bed (which is used for unassisted functional testing).  The desire is to do end-to-end testing with volume, and not impact the functional Test Bed.  Additional input was for volume testing (in the 10s of thousands of TNs) to test end-to-end, so bottlenecks can be identified, and possibly implement flow control in one or more places along the end-to-end path.



It was finally agreed that since this started as a wireless issue, then the WNPO would work this as a group, then provide feedback/updates/definitions back to Working Group.  So, this change order will remain on the open list for now.



Apr ’04 APT, discussion:


The group discussed this.  A concern was raised about the name of this change order (“Production Equivalent Test Bed”), yet there are specific performance volumes mentioned.  If this truly should be “Production Equivalent” then it should mirror the production configuration, and not contain other performance requirements.  Since the desire was to meet certain performance levels, it was agreed to change “Production Equivalent” to “Performance”.  It was mentioned that the need for this test environment should be verified with the WNPO, in the context of something that is more cost effective, so the APT requested that the WNPO review this again, reconsider their specifications, and if still desired, resubmit to the APT for future discussions.









			NANC 396


			LNPA WG



9/9/04


			NPAC Filter Management – NPA-NXX Filters



Business Need:


The existing NPAC Filter Management process only allows a filter to be applied for a particular NPA-NXX if that particular NPA-NXX has previously been opened within NPAC.  The NPAC also supports the ability for a SOA/LSMS to manage their own filters over the CMIP interface.  Using this method, however, SOA/LSMS administrators must still wait upon receipt of a new code opening from the NPAC to create a new filter for those cases where they do not want to receive any Subscription Versions for that NPA-NXX.  Because of how the NPAC Filter Management process works in conjunction with the SOA/LSMS implementation options, SOA/LSMS administrators are manually unable to efficiently filter out unnecessary Subscription Versions based on NPA-NXX for the purpose of SOA/LSMS capacity management.  As a result, unnecessary Subscription Versions are sent to a SOA/LSMS or an unnecessary amount of resources are spent by the end user monitoring NPA-NXX activity at the NPAC in real-time to ensure Subscription Versions that are not needed are indeed not being sent to their SOA/LSMS.  An unnecessary amount of resources are also spent by the NPAC maintaining these filters for carriers.



Alternatively, a SOA/LSMS could implement an automated mechanism to manage filters over the CMIP interface, based on a local database table (or file).  This table (or file) would contain codes that the SOA/LSMS wishes to filter out.  So, when a new code is opened in NPAC and broadcast to the SOA/LSMS, the automated mechanism could issue a new filter request to the NPAC over the CMIP interface.  The issue with this approach is that it requires every SOA/LSMS (that wishes to use this functionality) to implement this feature.





			TBD


			FRS, IIS


			Func Backwards Compatible:  YES



This Change order proposes that filters may be implemented for an NPA-NXX before it is entered into the NPAC or a filter should be able to be implemented at the NPA level to account for any NXX in a particular NPA, even before an NXX may exist under that NPA within NPAC.





			N/A


			N/A / N/A





			NANC 396 (con’t)


			Proposed Solution (continued):



Major points/processing flow/high-level requirements:



1. The NPAC will continue to support filters at the NPA-NXX level.


a. The NPAC will keep the existing edit rule where an NPA-NXX must already exist in the NPAC in order to create a filter for that NPA-NXX.



b. The existing NPA-NXX filters will continue to be supported for NPAC personnel to maintain, via the NPAC GUI, for a requesting Service Provider.



c. The existing NPA-NXX filters will continue to be supported across the CMIP interface.



2. The NPAC will add support of filters at the NPA level.


a. The NPAC existing “NPA-NXX must exist” edit rule will NOT apply when creating NPA filters.



b. The new NPA filters will be supported for NPAC personnel to maintain, via the NPAC GUI, for a requesting Service Provider.



c. The new NPA filters will be supported across the CMIP interface (same as the NPA-NXX filter is currently).



d. Once an NPA filter is added, all subordinate NPA-NXX filters will be deleted.



3. Existing filter functionality related to broadcasts will remain in the NPAC (i.e., the NPAC will NOT broadcast data to an LSMS that has a filter for a given NPA or NPA-NXX).



4. No modifications required to local systems (SOA, LSMS).



5. No tunable changes.



6. No report changes.









			NANC 397


			Verizon Wireless and SNET Diversif’d Group


7/28/04


			Large Volume Port Transactions and SOA Throughput



Overview:



Service Providers have voiced concerns about the volume of port transactions that the NPAC can process per second when mass changes need to be made and broadcasted to the industry.  Now that wireless service providers are porting throughout the United States, the volume of port transactions has increased and will continue to increase in general, and mass changes will need to be made more frequently as well. The consolidations of Carriers and Switches will also generate an increase in the number of Mass Modifications for the update of the Network Data Tables (LIDB, CNAM, CLASS, ISVM and SMSSC).



Business Need:



As wireless service providers are continually managing their networks and load-balancing the traffic and subscribers on them, the need for HLR and DPC database changes may become more frequent and of larger volumes in the future.  For example, the wireless carrier may need to modify LRNs for 100,000 ported in subscribers to effectively change their switch designations.  Ultimately, the NPAC must be able to handle those 100,000 transactions in a short amount of time.  The desired process would be to modify all the records in one evening rather than having to split up the changes over a period of days or weeks. Similarly, Service Providers who have consolidated or have changed business plans need to update the Network Tables in order to ensure proper routing to Database Storage (LIDB, CNAM, etc.).



(continued)


			TBD


			N/A


			Func Backwards Compatible:  YES



The performance impacts to the SOAs, NPAC, and LSMSs need to be determined for large volume ports.



As porting volumes increase, it will be very important for all systems to be capable of reliably receiving downloads while retaining their association under heavier loads.


All systems should be able to maintain their current required availability level under heavy loads.  Large volume porting should not require scheduled downtime.  



The current plan is for service providers to start compiling technology migration forecast estimates and provide this information to Steve Addicks by March ’05.  At that time, the Architecture Team will begin a review of the data (without service provider names) and begin some analysis on next steps.






			TBD


			N/A / N/A





			NANC 397 con’t


			Large Volume Port Transactions and SOA Throughput  (Description section, continued)



Intense coordination is required to effect the changes necessary to properly route the queries associated with these databases, including LERG, LARG and CNARG updates, GTT changes in STPs and end office routing changes.  Additionally, modifications need to be made to the Network Tables in the NPAC and the transaction limitations force such modifications to be spread over weeks and/or months straining the resources of an industry already processing changes on a 24X7 basis. The two methods available for large volume NPAC changes are 1) modifications done through the SOA and 2) modifications done using the industry Mass Modification process.  Processing through the SOA, at the current rate of 4 to 6 transactions per second, it could take more than 4 hours to make LRN changes to 100,000 subscribers. If something goes wrong and the Service Provider needs to back out of the changes, then another 4 hours would be required to make the corrections.  This could start to creep into regular business hours in large volume ports. There is a concern about technology migrations and the current 25K/night operational limitation (originally submitted as PIM 43, and now turned into a change order).  This is not an immediate need, but something that should be planned for the three-five years out timeframe.



The industry Mass Modification process is limited to 25,000 changes per region per day Monday through Friday and 50,000 changes per region per day Saturday and Sunday. This limitation applies to all service providers requesting a change, so if more than one service provider wishes to make changes on a particular day, the limitation encompasses all service providers wishing to modify records. A wireless subscriber migration involves more than just that service provider; it also involves each of that service provider’s roaming partners updating their networks on the same night, resulting in a very large coordinated effort among many parties.  



There are also concerns about multiple wireless service providers doing these same types of migrations on the same nights and what coordination needs to take place to ensure that all service providers are able to manage their networks as needed and when needed.  Using the Mass Modification method for large volume projects requires a high level of coordination and scheduling especially if other service providers in the region also need to do large modifications at the same time.  



Additional updates between the NPAC and the SOA may be needed using the Mass Modification process.  This adds additional time and coordination to fully complete a large volume project.  









			NANC 398


			NeuStar



9/27/04


			WSMSC data discrepancy situation with NANC 323 Migration



Business Need:


During a NANC 323 SPID Migration, the only data that is changed is the SPID value (from SPID A to SPID B).  There could be a data consistency situation that arises, when SPID A supports WSMSC data, and SPID B does not support it.





			TBD


			FRS


			Func Backwards Compatible:  TBD



TBD.






			N/A


			N/A / N/A





			


			


			


			


			


			


			


			





			NANC 400


			NeuStar



1/5/05


			URI Fields



Business Need:


Refer to separate document (NANC 400 ver zeroDOTthree.doc, dated 3/15/05).





			TBD


			TBD


			Func Backwards Compatible:  Yes






			


			





			NANC 401


			VeriSign



1/13/05


			Separate LSMS Association for OptionalData Fields



Business Need:


Refer to separate document (NANC 401 ver zeroDOTtwo.doc, dated 4/1/05).





			TBD


			TBD


			Func Backwards Compatible:  Yes






			


			





			NANC 402


			Nextel



2/9/05


			Validate Code Owner (SPID) Before Opening Code



Business Need:


Refer to separate document (NANC 402 ver zeroDOTone.doc, dated 4/1/05).





			TBD


			TBD


			Func Backwards Compatible:  Yes






			


			





			NANC 403


			NeuStar



3/30/05


			Only allow Recovery Messages to be sent during Recovery


The current documentation does NOT specifically state that ALL recovery messages should only be sent to the NPAC during recovery (it is currently indicated for notifications and SWIM data).  This change order will clarify the documentation to include ALL data.



This will require some operational changes for Service Providers that utilize Network Data and/or Subscription Data recovery while in normal mode.


			TBD


			TBD


			Func Backwards Compatible:  Yes



The proposed solution is to update the FRS, IIS and GDMO recovery description to indicate that network data and subscription data recovery requests sent during normal mode will be rejected.


No sunset policy will be implemented with this change order.


			


			





			NANC 403



(con’t)


			Proposed Solution:



FRS, new requirements:



Req 1       All Data Recovery Only in Recovery Mode



NPAC SMS shall allow a SOA or LSMS to recover data ONLY in recovery mode.



Req 2       Recovery Restriction Tunable Parameter


NPAC SMS shall provide a Regional Recovery Restriction in Recovery Mode Only tunable parameter which is defined as an indicator on whether or not the restriction of recovery requests only be allowed while in recovery mode is supported by the NPAC SMS for a particular NPAC Region.



Req 3       Recovery Restriction Tunable Parameter Default


NPAC SMS shall default the Regional Recovery Restriction in Recovery Mode Only tunable parameter to TRUE.



Req 4       Recovery Restriction Tunable Parameter Modification


NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the Regional Recovery Restriction in Recovery Mode Only tunable parameter.



IIS, section 5.2.1.9, add the following text:



All recovery requests can only be sent to the NPAC when the SOA/LSMS is in recovery mode, otherwise an error message is returned (failed).



IIS, section 5.3.4, change the following text:



Service Provider and Notification All recovery requests can only be sent to the NPAC when the SOA/LSMS is in recovery mode, otherwise an error message is returned (failed).



GDMO, lnpDownload notification, add the following text in the behavior section:



All recovery requests can only be sent to the NPAC when the SOA/LSMS is in recovery mode, otherwise an error message is returned (failed).









			


			


			















































			


			


			








			


			





			





			


			





























			


			


			























			


			


			








			


			





			


			


			




















			


			


			








			


			





			NANC 407


			T-Mobile



10/20/05


			SPID Migration Automation Change



Business Need:


Refer to separate document (NANC 407 ver zeroDOTone.doc, dated 10/20/05).





			TBD


			TBD


			Func Backwards Compatible:  Yes






			


			





			NANC 408


			NeuStar



10/27/05


			Doc-Only Change Order: FRS Updates



Business Need:


1.  FRS, R5-46, need to change single TN to include ranges, "Ported Telephone Number (or a specified range of numbers)".  Also, need to check other reqs for same correction.  Make same change for R5-42, and also include OSP that can do this.



2.  FRS, R6-29.1, need to delete this requirement (it references 25 TNs.  This was replaces by three requirements to indicate sustained rate, peak rate, and total bandwidth).  It was deleted from the change order package (rather than strikethrough), so it was not removed from the FRS.  This change was documented in the 9/3/04 R3.3 (future) change order document, and in the Sep ’04 LNPAWG meeting minutes.






			TBD


			TBD


			Func Backwards Compatible:  Yes



Update the current documentation to be consistent and reflect the current behavior.





			


			





			NANC 409


			NeuStar 11/11/05


			Doc Only Change Order: IIS


The current documentation needs to be updated:



1.  Part I of IIS, chapter 6 – GDMO and chapter 7 – ASN.1 should be removed from this document.  In it’s place insert a note indicating that the latest version is published on the NPAC website, and Service Providers and vendors should use the latest website version.  (this will be consistent with the current method of documenting the XML (chapter 8).





			


			IIS, GDMO


			Func Backwards Compatible:  YES



Correct the current documentation.





			N/A


			N/A / N/A





			


			


			


			


			


			


			


			





			


			


			


			


			


			


			


			








Accepted Change Orders



			Accepted Change Orders





			Chg Order #


			Orig. / Date


			Description


			Priority


			Category


			Proposed Resolution


			Level of Effort





			


			


			


			


			


			


			NPAC


			SOA LSMS





			ILL 5


			AT&T 10/15/96


			Round-Robin Broadcasts Across LSMS Associations 



The NPAC SMS would support additional LSMS associations and manage the distribution of transactions in a round robin algorithm across the associations.  For example, due to performance conditions a Service Provider may want to start another LSMS association for network/subscription downloads.  The NPAC SMS would accept the association, manage security, and distribute network/subscription PDUs across the 2 or more associations using the round robin algorithm (One unique PDU will be sent over one association only.)



This change order applies to LSMS only.


			Medium Low


			FRS, IIS


			Func Backwards Compatible:  NO



This feature may already be implemented in the Lockheed Martin developed NPAC SMS.



01/15/02 – Refer to the Future Change Orders document for the latest information on this change order.



Feb ‘04 – Refer to the Architecture Planning Team’s working document for the latest information on this change order.


			Low


			N/A / High





			NANC 193


			NANC T&O 1/23/1998


			TN Processing During NPAC SMS NPA Split Processing



There was group consensus that NPAC behavior would not change until the start of permissive dialing.  An example would be an audit that occurred during split processing one-minute before the start of permissive dialing.  The NPAC should act as if permissive dialing has not yet started for the audit initiated during split processing.  The Split processing should have no effect on operations of the system.



A clarification requirement should be added as follows:



NPAC SMS shall processes requests during split processing prior to the start of permissive dialing as if the split processing has not yet occurred.



Additional clarification requirement:



NPAC SMS shall in a download request made after permissive dialing start for subscription version data sent prior to permissive dialing start, return the new NPA-NXX for subscription versions involved in an NPA Split.



The above requirements do not reflect the current Lockheed NPAC SMS implementation.






			Medium High


			FRS


			Pure Backwards Compatible:  YES



Lockheed in release 1.2 currently holds requests until the NPA Split processing completes (regardless of the NPA or NPA-NXX).  Nortel/Perot rejects the requests during NPA split processing.  It was not clear if errors were for all requests or just requests related to the NPA or NPA-NXX being split.



Desired behavior would be to have no errors occur.  Requests put on hold or queued would only be those related to NPA-NXXs involved in the NPA split being processed.



Lockheed in Release 1.3 will perform NPA- NXX locking.



The following questions need to be answered by vendors:



What will the SOA do if it sends an old NPA-NXX prior to PDP and the NPAC returns the new SV with the new NPA-NXX?  What would happen for a create/audit/query?



What will LSMS systems do if an audit is sent for new NPA prior to PDP?



Are there LSMS that will not be able to handle audits on new NPA-NXX right at the start of PDP?



(continued)


			High +


			N/A / N/A





			NANC 193



(con't)


			Proposed Solution (continued):



How long does it take for NPAC/SOA/LSMS to split an NPA-NXX?



What is the NPAC behavior for recovery spanning time before & after PDP?



If NPAC splits starting at midnight and SOA sends new NPA-NXX for an NPA-NXX not in split what would  happen?



After reviewing the above questions.  It was determined that the NPAC should act as if the split had not occurred during split processing prior to permissive dialing.



A matrix of answers received above has been created.



It was discussed that this requirement would have to be implemented by SOA, LSMS, and NPAC vendors.  This requirement would shorten the window when errors could occur for the change of an NPA.  It was requested that we review and document on behavior in the following situations: When the NPAC receives a request sent before the splits after the split start, how should it respond?  Also when an SOA or LSMS receives a request sent before the split after the split start, how should it respond?



IIS flows for error scenarios will be created.  If an active is received by the NPAC SMS before PDP it will be rejected.  If the old SP is received after the end of PDP it will be treated as the old NPA-NXX if that NPA- NXX is still a valid portable NPA-NXX in the NPAC SMS otherwise it will be rejected.  Download requests after the start of PDP for information occurring before PDP should reflect the new NPA- NXX for subscription versions involved in a Port.



The matrix was finalized on the 5/22 T&O call.



01/15/02 – Refer to the Future Change Orders document for the latest information on this change order.





			NANC 200


			AGCS 2/28/1998


			Notification of NPA Splits



It has been requested that to facilitate synchronization during NPA split, the NPAC via the mechanized interface should notify the SOA and LSMSs. The preferred method would be to have a new managed object that contains all split information. It would still be up to the respective system to perform the splits, but all systems would be in sync. A second alternative would be to have the NPAC issue a notification that states the NPAC is start/ending split processing.






			High


			FRS, IIS, GDMO, ASN.1


			Func Backwards Compatible:  NO



This change order is related to change order NANC 192 that proposes getting the split information from the LERG.



Refer to R4 Change Orders for current proposed resolution.



01/02/02 – NPAC R4.0 as submitted to the LLC in 2000 is not going forward.  This change order has been moved back into the “accepted” section of this document.



01/15/02 – Refer to the Future Change Orders document for the latest information on this change order.


			Med / Low


			Med / Med





			NANC 219


			AT&T 6/5/1998


			NPAC Monitoring of SOA/LSMS Associations



It has been requested that NPAC Monitoring of SOA and LSMS associations be put into the NPAC SMS at the application (CMIP) layer.  The approach suggested by the requestor would be to alarm whenever aborts are received or sent by the NPAC.  When these alarms occur, the NPAC Personnel would contact the affected Service Provider to work the problem and ensure the association is brought back up.



From this point forward, this change order will deal with the alarm abort option.  The heartbeat abort option is NANC 299.


			High


			FRS


			Pure Backwards Compatible:  YES



Sep LNPAWG (Seattle), discussed various options for working the problem of dropped associations (i.e., causes partial failures for the new SP trying to activate).



Options include, 



1.)  sending a notification to all SPs that "an SP is currently not associated", then another notifications once it is back up, "all SPs associated".



2.)  stopping an activation request, because an association is down.



3.)  sending a notification to the New SP when an activate is received, that an association is down, "do you still want to activate?".



NEXT STEP:  all SPs should consider issues and potential options for activates during a missing association that will cause a partial failure.



Oct LNPAWG (Kansas City), the conversation migrated away from the three options discussed in Seattle, and back to the NPAC proactively monitoring the association.  This would require the NPAC to provide an attendant notification that a Service Provider is down, then notifying them of their missing association.



(continued)


			Low (alarm abort)



Med (heartbeat abort)



High (ops costs for all options)


			N/A / N/A





			NANC 219



(con't)


			Proposed Solution (continued):



So, anytime the NPAC receives an abort from a Service Provider, an NPAC alarm should be triggered, and an M&P should kick in where NPAC personnel notify the downed SP.



This has been moved into the "Accepted" category, awaiting prioritization.



Refer to R4 Change Orders for current proposed resolution.



01/02/02 – NPAC R4.0 as submitted to the LLC in 2000 is not going forward.  This change order has been moved back into the “accepted” section of this document.



01/15/02 – Refer to the Future Change Orders document for the latest information on this change order.





			NANC 232


			MetroNet



8/14/98


			Web Site for First Port Notifications



Currently all SOAs and LSMSs receive "first port" notifications.  A request has been submitted to provide this information on the NPAC Web Site.



Sep LNPAWG (Seattle).  This change order was introduced by MetroNet as a means for LTI users to obtain "first port" notifications.



The current process does NOT send this information to the LTI user (unlike SPs that have a CMIP-based SOA), but requires the LTI user to "query" the NPAC for notifications contained in the NPAC notification log (for that specific SP).  Currently, this log contains the most recent 25 notifications for that SP.  The user may also generate an NPAC report of all notifications for that SP.



The desire is to have these "first port" notifications on the web, similar to the NPA-NXX openings that are on the web today.






			High


			FRS


			Pure Backwards Compatible:  YES



Sep LNPAWG (Seattle).  This change order was discussed by those in attendance.  It was agreed that this change order was acceptable, and should be moved to the "Future Release CLOSED" List, and await prioritization from the group.



NOTE:  This change order is similar to the existing requirements, R3-10 and R3-11 (Web bulletin board updates of NPA-NXXs and LRNs).



Refer to R4 Change Orders for current proposed resolution.



01/02/02 – NPAC R4.0 as submitted to the LLC in 2000 is not going forward.  This change order has been moved back into the “accepted” section of this document.



01/15/02 – Refer to the Future Change Orders document for the latest information on this change order.






			Low


			N/A / N/A





			NANC 355


			SBC 4/12/02


			Modification of NPA-NXX Effective Date (son of ILL 77)



Business Need:


When the NPAC inputs an NPA Split requested by the Service Provider and the effective date and/or time of the new NPA-NXX does not match the start of PDP, the NPAC cannot create the NPA Split in the NPAC SMS.  To correct this problem the NPAC can contact the Service Provider and have them delete and re-enter the new NPA-NXX specified by the NPA Split at the correct time, or the NPAC can delete and re-enter the NPA-NXX for the Service Provider.



However, the NPA-NXX may already be associated with the NPA Split at the Local SMS, and the subsequent deletion of the NPA-NXX will cause that specific record to be old time-stamped.  When the NPA-NXX is re-created, that new record will have a different time stamp, and it requires a manual task for the Service Provider to search for new NPA-NXX records which might match the NPA Split.  If identified and corrected, it will be added.  If not identified, it will affect call routing after PDP.


			


			FRS, IIS, GDMO


			Func Backwards Compatible:  NO



This activity would only be allowed by NPAC personnel, via the GUI, to modify the NPA-NXX Effective Date.



At the time of modification request, all existing pending subscription versions must have a due date greater than the new effective date in order for the change to occur.  If one or more pending subscription versions have a due date less than the new effective date, a change would not be made and an error message would be returned to the NPAC user.



It would be the responsibility of the owner of the NPA-NXX to resolve issues of pending versions with due dates prior to the new effective date before a change could be made.



For valid requests, the NPAC will notify the SOA/LSMS of a modified effective date (M-SET). 



Jan ’03 LNPAWG, approved, move to accepted category.


			Med-Low


			TBD / TBD





			NANC 363


			NeuStar 6/14/02


			Lockheed-to-NeuStar private enterprise number: Change to NeuStar registration number.


Business Need:


The current ASN.1 uses the Lockheed Martin private enterprise number.  This needs to be changed to the NeuStar registration number, as was provided by IANA (Internet Assigned Number Authority).



The following three areas in the ASN.1 will be changed:



LNP-OIDS



  {iso(1) org(3) dod(6) internet(1) private(4) enterprises(1)



   lockheedMartin(103) cis(7) npac(0) iis(0) oids(0)}



lnp-npac OBJECT IDENTIFIER ::=



  {iso(1) org(3) dod(6) internet(1) private(4) enterprises(1)



   lockheedMartin(103) cis(7) npac(0)}



-- LNP General ASN.1 Definitions



LNP-ASN1



  {iso(1) org(3) dod(6) internet(1) private(4) enterprises(1)



   lockheed(103) cis(7) npac(0) iis(0) asn1(1)}






			


			ASN.1


			Func Backwards Compatible:  NO



Change the current ASN.1 definition from lockheedMartin (103) to NeuStar (13568). 



Jan ’03 LNPAWG, approved, move to accepted category.  Need to get SOA/LSMS vendor feedback during Feb ’03 LNPAWG meeting.



Feb ’03 LNPAWG, SOA/LSMS vendor feedback.  Colleen Collard (Tekelec), more than a recompile, but LOE is low.  Logistical implementation an issue since non-backwards compatible (for vendors with single platform and different regions with different implementation dates).  Need to consider efficiency of roll-out.  To alleviate this problem would need all regions upgraded at same time.  Burden will be somewhere for someone to support both (either NPAC or vendor side).  This change should be incorporated at the next regular release, and not during it’s own release.


			TBD (change to TBD, since NPAC may support both old and new number.  Would set short sunset


			Low / Low





			NANC 382


			NeuStar 4/4/03


			“Port-Protection” System



(The following is the original request.  Subsequent modifications were made during several LNPAWG meetings.  Refer to the bottom of this change order for the current version.)



Overview:



The “Port Protection” system is a competitively neutral approach to preventing inadvertent ports that gives end-users the ability to define their portable telephone numbers as “not-portable.”  The NPAC SMS enforces the “not-portable” status of a telephone number so long as it remains in effect.  No Local Service Provider (LSP) can invoke or revoke “port protection” on a working telephone number; end-users completely control the portability of their portable telephone numbers.



Business Need:



Inadvertent porting of working numbers is a concern to both Local Service Providers (LSPs) and their customers.  In today’s LNP environment, an LSP cannot absolutely assure its customers that their terminating service will not be interrupted, even if it can insure that physical plant is operated without failure.  This is because any LSP by mistake may port a telephone number away from that number’s current serving switch.



The inadvertent port can occur in a number of ways, but the most common occurrences appear to be caused by two errors: (1.) when the wrong telephone number submitted to NPAC for a conventional inter-SP port, and (2.) when intra-SP ports are not done before a pooled block is created.  There is a similar inadvertent port problem for non-working numbers, but erroneous moves of non-working numbers are not directly service-affecting and are not addressed here.



NeuStar suggests the following competitively neutral method to prevent inadvertent ports of working TNs.


			TBD


			FRS, IIS, GDMO, ASN.1


			Interface and Functional Backwards Compatible:  NO



Description of Change:



(The following is the original request.  Subsequent modifications were made during several LNPAWG meetings.  Refer to the bottom of this change order for the current version.)



See next page.






			TBD


			TBD / TBD





			NANC 382 (con’t)


			Continuation of NANC 382, Port-Protection System, Proposed Resolution section:



-- System Architecture -- 



Changes to the NPAC SMS are required, to establish a table of “Port-Protected TNs” in which portable numbers that no longer can be ported are listed.  A step must be added to the NPAC SMS’s validation process in order to check this new table whenever an inter-SP port or pooled block create is attempted.
  An interface change could be required as well if industry wishes to know when a request’s rejection is due to the involved number being on the “Port Protection” list.



Creation of an IVR system is required, to receive end-user requests for protection of their numbers from porting (or to remove this protection) and to relay the information to the NPAC SMS.  The system would automatically modify the NPAC’s “Port-Protection” tables based on the end-user requests it receives.  Access to the IVR would be through the end-user’s current LSP customer rep.  Any other LSP willing to assist the end-user could be involved.



The end-user’s telephone number is entered in the NPAC’s “Port Protection” tables whenever “port-protection” is requested.  The end-user cannot reach the “Port-Protection” IVR system directly, but instead must be connected through a local Service Provider’s customer contact system, much like what is done in the PIC selection process, where the Service Provider’s customer rep advances the call to a third-party verification service, then leaves the call to allow the third-party verifier and end-user to converse.



The IVR system must recognize the LSP as authorized to participate in the “Port Protect” process.  (The LSP need not be a facility-based provider.)



Arrangements for security handshakes must be made in advance with each participating LSP.



A telephone number may be added to or removed from the “Port Protection” list whenever and as often as the end-user wishes.



To maintain the proposal’s competitive neutrality, the process assumes any LSP may assist the end-user.  However, the possibility of end-users invoking or revoking “Port Protection” on telephone numbers other than their own would be mitigated if only an LSP with which the end-user had a contractual relationship could participate, i.e., only the current LSP or a new LSP in a pending port request situation.



(con’t)





			NANC 382 (con’t)


			Continuation of NANC 382, Port-Protection System, Proposed Resolution section:



-- System Operation -- 



The end-user’s telephone number is entered in the NPAC’s “Port Protection” tables whenever “port-protection” is requested.  The end-user cannot reach the “Port-Protection” IVR system directly, but instead must be connected through a local Service Provider’s customer contact system, much like what is done in the PIC selection process, where the Service Provider’s customer rep advances the call to a third-party verification service, then leaves the call to allow the third-party verifier and end-user to converse.



The IVR system must recognize the LSP as authorized to participate in the “Port Protect” process.  (The LSP need not be a facility-based provider.)



Arrangements for security handshakes must be made in advance with each participating LSP.



A telephone number may be added to or removed from the “Port Protection” list whenever and as often as the end-user wishes.



To maintain the proposal’s competitive neutrality, the process assumes any LSP may assist the end-user.  However, the possibility of end-users invoking or revoking “Port Protection” on telephone numbers other than their own would be mitigated if only an LSP with which the end-user had a contractual relationship could participate, i.e., only the current LSP or a new LSP in a pending port request situation.



When the NPAC attempts to create a pending SV or a pooled block, the NPAC will check the “Port Protection” list in its validation process for inter-SP port (including Port-to-Original) and “-X” create requests. 



The “Port Protection” validation does not occur for intra-SP ports.  These may represent inadvertent ports, but validation necessary to determine whether override would be appropriate is not feasible.  The validation occurs for only those deletes that are “Port-to-Original” situations.



(con’t)





			NANC 382 (con’t)


			Continuation of NANC 382, Port-Protection System, Proposed Resolution section:



 -- Process Flow -- 



The end-user contacts an LSP (or an LSP contacts the end-user).  (It is not inherently necessary for there to be Service Provider involvement in this process, but NeuStar is not prepared to operate a system which does not involve LSP participation.)



End-user indicates desire to invoke (or revoke) “Port Protection.”



LSP customer rep places end-user on hold and calls the “Port-Protection” IVR.



LSP provides its pre-assigned ID information to IVR system.  (LSP arrange for security codes before attempting to assist end-users with the “Port-protection” process.)



LSP brings end-user on to the active line and leaves call; end-user interacts with IVR.



Using a standard script, the IVR confirms caller is authorized to make changes to the telephone number account, determines the caller’s name, and lists the telephone number(s) to be added to (or removed from) the “port-protection” table.  The customer may actually enter the TN desired.  The call is recorded.



The IVR system then enters this information into an automated ticket system.



Completion of the ticket automatically sends triggers an update of the NPAC’s “port-protection” table.



In the case of a number that has been entered in the port-protection table, but is no longer assigned to an end-user, the current Service Provider itself can ask that the number be removed from the “port-protection” table.  The provider would have to be recognized by the NPAC as the code/block owner and would have to state that the number is not assigned to an end-user.









			Continuation of NANC 382, “Port-Protection” System



This change order was reviewed and revised during the May through Sep ’03 LNPAWG meetings.  The final version of the open change order at the time of acceptance (for development of more detailed information) is shown below:



Overview:



The “Port Protection” system is a competitively neutral approach to preventing inadvertent ports.  The system makes it possible for end-users to define their portable telephone numbers as “not-portable.”  The NPAC SMS prevents the port of a “not-portable” telephone number (TN) through its automated validation processes.  A Local Service Provider (LSP) can invoke or revoke “port protection” for a working TN, but only at the end-user’s request.



Business Need:



Inadvertent porting of working TNs is a concern to both Local Service Providers (LSPs) and their customers.  In today’s LNP environment, an LSP cannot absolutely assure its customers that their terminating service will not be interrupted, even if it can insure that the physical plant is operated without failure.  This is because another LSP by mistake may port a TN away from that number’s current serving switch. 



The inadvertent port can occur in a number of ways, but the most common occurrences appear to be caused by two errors: (1.) the wrong TN is submitted to the NPAC SMS for a conventional inter-SP port, and (2.) intra-SP ports are not done before a thousands-block is created. There are similar inadvertent port scenarios for non-working TNs, but erroneous moves of non-working TNs are not immediately service-affecting and are not addressed here.



NeuStar suggests the following competitively neutral method to prevent inadvertent ports of working TNs.


			Interface and Functional Backwards Compatible:  NO



This change order was reviewed and revised during the May through Sep ’03 LNPAWG meetings.  The final version of the open change order at the time of acceptance (for development of more detailed information) is shown below:



Description of Change:



 -- System Architecture -- 



Changes to the NPAC SMS are required to establish a table of “Port Protected” TNs, in which portable numbers that no longer can be ported are listed, and to add a validation step that rejects attempts to port a TN that is on the list.  The validation is performed on the new-SP’s Create message for an inter-SP port, when a thousands block is created, and, optionally, for an intra-SP port.  (The optional intra-SP port validation is invoked on a SPID-specific basis.)   The rejection notification sent when a request fails this NPAC SMS validation will indicate that the TN is on the Port Protection list.  No interface change is required for this rejection message, since a new optional attribute will be added to accommodate the new error text.



LSP requests to add TNs to the Port Protection table are made to the NPAC Help Desk via e-mail (the TNs involved are shown on an Excel attachment to the e-mail message).  LSPs use the same approach to delete TNs from the table.



(con’t)





			NANC 382 (con’t)


			Continuation of NANC 382, Port-Protection System, Proposed Resolution section:



-- System Operation -- 



A TN is added to the NPAC’s Port Protection table when an LSP requests this action.  The same process applies when an LSP requests the removal of a TN from the table.



The NPAC Help Desk accepts requests to change Port Protection table entries only from pre-authorized representatives of an LSP.  (The LSP need not be a facility-based provider.)  A TN may be added to or removed from the “Port Protection” list as often as required.



When the NPAC SMS receives the new SP’s Create request, it will check the Port Protection table during the Pending SV Create validation process for inter-SP ports (including Port-to-Original SV deletes). Optionally
, the validation is performed for intra-SP ports.



The NPAC SMS also will make this validation check in connection with “-X” create requests.
 


The validation is not applied to Modify requests



In the disconnect scenario, the NPAC SMS will check the Port Protection list and, if the TN is found, will remove the involved disconnected ported TN from the list.  This automatic removal of a disconnected TN from the Port Protection list can occur only in the case of a disconnected TN that was ported.  A non-ported TN that is disconnected must be removed from the list by the LSP having the disconnected non-ported TN in its inventory.



(con’t)





			NANC 382 (con’t)


			Continuation of NANC 382, Port-Protection System, Proposed Resolution section:



-- Process Flow -- 



NPAC Help Desk



· The end-user contacts an LSP (or an LSP contacts the end-user). 



· End-user indicates to LSP his desire to invoke (or revoke) “Port Protection.”



· LSP contacts NPAC Help Desk via e-mail to request change.



· The NPAC Help Desk updates the Port Protection table.



NPAC SMS


· NPAC SMS applies the Port Protection validation (1.) to the new-SP Create request of an inter-SP port, (2.) to a Block Creation request, and (3.) optionally at the individual SPID level, to an intra-SP port request.  If the TN is found on the Port Protection list, NPAC SMS rejects the request and indicates that a Port Protection validation failure is the reason for the request’s rejection.



· Disconnect of a ported TN results in automatic removal of the TN from the Port Protection list; disconnect of a non-ported TN requires owning LSP to request the disconnected TN’s removal from the list.



· An LSP’s regional NPAC SMS Profile indicates whether the Port Protection validation should be applied also to its intra-SP port requests.









			382 (cont)


			Nov ’03 LNPAWG, discussion:


The group discussed the high-level steps.  There were a couple of updates that were requested.  These steps will be evaluated once the policy issues/questions are discussed:



1. For intra-ports, let the port go through and keep them on the list.



2. In steps 4.b, no need to look at the list, just allow the Old SP Create to happen.  If they are on the list, then for now, leave it on the list.



3. For step 8, add that this does NOT apply to PTO.



Policy issues/questions:  (at the Jan ’04 LNPAWG, we would discuss if and how, we might Tee this up at NANC).



1. What types/classes of numbers can be placed on the list?  What criteria?  What kind of criteria.



2. Who can put it on the list and remove it from the list?  This is an authorization question.



3. What is the PROCESS for getting them on and off the list?  How mechanically, do you put/remove it on the list.



4. Who can access the list, need a process to access the list.  What is shown when they access the list    (police, other authority)



Other points discussed:



1. Want more than just the IVR way to get numbers on/off the list.



2. Want some type of pre-validation process to “ping” the list and see if someone is on the PPL.



3. Want the ability to audit the list.









			NANC 390


			Qwest



10/16/03


			New Interface Confirmation Messages SOA/LSMS – to - NPAC



Business Need:


Service Provider systems (SOA/LSMS) need to know (in the form of a positive acknowledgement from the NPAC) that the NPAC has received their request message, so the systems (SOA/LSMS) do not unnecessarily resend the message and cause duplicate transactions for the same request.



Based on the current requirements for the NPAC, the NPAC acknowledgement message (generally referred to as "a response to a request" from the SOA/LSMS) is not returned until AFTER the NPAC has completed the activity required by that request.  During heavy porting periods, transactions that require many records to be updated may take longer than normal for a response to be received from the NPAC.  In the case of a delayed response, the SOA/LSMS may abort the association to the NPAC (e.g., after the 15 minute Abort timer expires).  When the association is re-established, the SOA/LSMS may resend messages to the NPAC because they haven’t received a response to the first message and thus believe the NPAC did not receive the original message.  This behavior can lead to a duplicate transaction for the same request thus:  1.) causing a heavy volume of transactions over the NPAC to SOA/LSMS interface, 2.) slowing Porting completion, 3.) causing an increase of Porting costs, 4.) causing duplicate message processing at the NPAC, and 5.) possibly causing manual intervention by NPAC and Service Provider personnel, etc.


			TBD


			FRS, IIS, GDMO, ASN.1


			Func Backwards Compatible:  NO



A new message will be explored during the Nov ’03 LNPAWG meeting.



Additionally, a discussion item needs to occur regarding the possible inclusion of Service Provider profile settings to support this new feature.


			N/A


			N/A  / N/A





			NANC 390 (con’t)


			Nov ’03 LNPAWG, discussion:


Explained the current functionality, and the fact that higher priority transactions will be worked before other requested work, which can cause delays in responses.  In the case where previously submitted work was re-sent to the NPAC, the NPAC may have to re-do work it has already done.



Providers may see a backup in their SOA traffic, thereby causing them to process extra data as well.



A toggle would need to be added for backwards compatibility.  Providers that support the new confirmation message would use the new method/flow, and other providers would continue to use the current method/flow.  There is definitely a benefit to this, but to obtain the benefit would require changes to the SOA as well.



It was agreed that this would be accepted as a change order, and would continue to be worked with the Architecture group in December.



Feb ‘04 – Refer to the Architecture Planning Team’s working document for the latest information on this change order.
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			Next Documentation Release Change Orders





			Chg Order #


			Orig. / Date


			Description


			Priority


			Category


			Proposed Resolution


			Level of Effort
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Next Release (R3.3) Change Orders



			Next Release (R3.3) Change Orders





			Chg Order #


			Orig. / Date


			Description


			Priority


			Category


			Proposed Resolution


			Level of Effort





			


			


			


			


			


			


			NPAC


			SOA LSMS





			ILL 130


			AT&T 



1/6/97


			Application Level Errors



Errors in the SOA and LSMS interfaces are being treated as CMIP errors and it may sometimes be difficult for a SOA to know the true reason for an error from the NPAC SMS and therefore indicate a meaningful error message to its users.  It has been requested that application level errors be defined where appropriate and returned as text to the SOA.






			High


			FRS, IIS, GDMO, ASN.1


			Func Backwards Compatible:  NO



Application level errors would be defined in the IIS.



Refer to R4 Change Orders for current proposed resolution.



01/02/02 – NPAC R4.0 as submitted to the LLC in 2000 is not going forward.  This change order has been moved back into the “accepted” section of this document.



01/15/02 – Refer to the Future Change Orders document for the latest information on this change order.



Feb ‘04 – Refer to the Architecture Planning Team’s working document for the latest information on this change order.


			High


			High / High





			NANC 138


			CMA



8/11/97






			Definition of Cause Code Values – REVISITED



NANC 54 defined the cause code values and the FRS was to be updated.  Due to an oversight this update was not made in the FRS.  The change was going to be applied in FRS 1.4 and 2.2.  However, a discrepancy as found. The defined values specified in NANC 54 where are as follows:



The values less than 50 were reserved for SMS NPAC internal use.



Other defined values are:



0 – NULL (DO NOT MODIFY)



1 -
NPAC automatic cancellation



50 -
LSR Not Received



51 -
FOC Not Issued



52 -
Due Date Mismatch



53 -
Vacant Number Port



54 -
General Conflict



In the table in the FRS the following cause code is defined:  NPAC SMS Automatic Conflict from Cancellation



There is no corresponding code defined in Change Order NANC 54.  Is there a numeric value or is this cause code valid?



(continued)






			Medium Low


			FRS


			Func Backwards Compatible:  NO



Update to be made to the FRS.



Pending review by the vendors.  Lockheed does not set a cause code when the NPAC SMS automatically puts a cancelled order into conflict.  Perot is reviewing their implementation.



There is not a requirement in the FRS for a cause code of NPAC SMS Automatic Conflict from Cancellation.



Operations flows are being reviewed. In figure 6, box 3.



Perot like Lockheed, does not use the cause code in question.



A SOA vendor has been asked to evaluate the impact of not receiving a cause code value with a status of conflict.



Flows in Appendix A also need to be updated.






			Low


			Low / Low





			NANC 138



(cont.)


			Requirements for the cause code addition would be as follows:



RR5-36 should be renumbered to RR5-36.2.



RR5-36.1 Cancel Subscription Version – Cause Code for New SP Timer Expiration 



NANC SMS shall set the cause code to “NPAC SMS Automatic Conflict from Cancellation” after setting the Subscription Version status to conflict from cancel-pending when the new Service Provider has not acknowledged cancellation after the Cancellation-Final Concurrence Window. 



2 will be the value defined for the “NPAC SMS Automatic Conflict from Cancellation” cause code.


			Awaiting sizing from NPAC vendors, and validation of functionality (reference existing requirements) from cancellation to conflict.



SOA vendors heard from to date do not have a problem with the cause code not being present.



This is an "OLD" Release 2.0 change order, that has been moved into the "Accepted" category, awaiting prioritization



Refer to R4 Change Orders for current proposed resolution.



01/02/02 – NPAC R4.0 as submitted to the LLC in 2000 is not going forward.  This change order has been moved back into the “accepted” section of this document.



01/15/02 – Refer to the Future Change Orders document for the latest information on this change order.





			NANC 151


			Bellcore 9/4/97


			TN and Number Pool Block Addition to Notifications



It has been requested that the TN for the subscription version be added to all notifications that currently contain SV-ID but not TN from the NPAC SMS.  It is possible for a SOA in a disconnect or modify-active situation, to not have the SV record in their database.  Therefore, when the attribute/status change notification comes from the NPAC SMS, there is no way to correlate its version id with the TN on the disconnect or modify request in SOA.



Jun 00 LNPA-WG meeting, additionally, the same type of change should be done for Number Pool Block (i.e., add the NPA-NXX-X to all notifications that currently contain Block-ID but not NPA-NXX-X).






			Low


			IIS


			Func Backwards Compatible:  NO



This would be a deviation from the standard since the TN would not have been an attribute that has changed.


This is an "OLD" Release 2.0 change order, that has been moved into the "Accepted" category, awaiting prioritization



01/15/02 – Refer to the Future Change Orders document for the latest information on this change order.


			Low


			Low / N/A





			NANC 227


			MCI



8/7/98


			10-digit TN Filters (previously know as "Ability to Modify/Delete of Partial Failure SV")



OLD TEXT:  The NPAC SMS currently rejects a request to "modify active" or "delete" an SV that has a partial failure status.  Nothing can be done to the SV until the discrepant LSMS(s) come back on line, and either recover the broadcast, or accept a re-send from the NPAC.



OLD TEXT:  A business scenario arose whereby a partial failure was affecting a customer's main number, and the New SP couldn't do anything to the SV until the partial failure was resolved.



NEW TEXT:  The NPAC should provide a mechanism that allows 10-digit filters, in order to clean up partial failure SVs that need to be subsequently modified or deleted, by the New SP.



Jun 99, during the Pooling Assumptions walk-thru, four SV requirements were modified, and the functionality was moved into this change order.  Basically, the “partial failure/failed” text is moved to this change order.  The affected requirements are listed below:



SV-230 Modification of Number Pooling Subscription Version Information – Subscription Data



SV-240 Modification of Number Pooling Subscription Version Information – Status Update to Sending



SV-270 Modification of Number Pooling Subscription Version Information – Status Update



SV-280 Modification of Number Pooling Subscription Version Information – Failed SP List



This change order is related to NANC 254.


			High


			FRS, GDMO


			Func Backwards Compatible:  NO



Discussed during 8/12/98 face-to-face T&O meeting (Detroit).



OLD TEXT:  It was determined that the business scenario was primarily human error, and the NPAC should NOT be modified to allow a partial failure to go to active, but still have out-of-sync LSMS(s).



OLD TEXT:  A workaround (available with 1.3 [with the exception of PTO]) would be to temporarily set up a filter for the discrepant LSMS(s), do a re-send which would clear up the failed-SP-List and set the SV to active, then remove the filter.



OLD TEXT:  NEXT STEP:  all SPs and vendors should evaluate if this is an acceptable solution.



OLD TEXT:  Sep LNPAWG (Seattle), this potential M&P work-around has been forwarded to NPAC Operations (Jan Trout-Avery) for further analysis, and will be discussed at the x-regional in New Orleans.



(continued)


			High


			Med-Low / N/A





			NANC 227



(con't)


			OLD TEXT:  This change order will be left open pending the discussion in New Orleans.



Oct LNPAWG (Kansas City), after discussions in New Orleans at the x-reg meeting, it was requested by Service Providers that Lockheed use the M&P for "partial failures where the customer is out of service" only.



Jan will be doing an M&P on this, and will accumulate data on the frequency of this situation.  Everyone should be aware that the risk for the M&P is that any other SVs that are coming down in the NPA-NXX will NOT be sent to the LSMS.  From an NPAC functional perspective, a potential problem is the complexity of having to keep "versions" of versions, when you have an activate that fails, then allow a modify on top of this.



Jim Rooks provided info on this, to state that he is uncomfortable with the modify of a partial failure.  We further discussed the potential of a 10-digit filter that would override the existing 6-digit filter.  This should be the same change order, but will replace the title from modify partial failure to 10-digit filter.



Nov LNPAWG (Dallas), re-capped discussion from KC.  Desire of this functionality is to have NPAC Personnel perform this activity (of putting up 10-digit filters), and NOT allow SPs to send this over the interface.



This has been moved into the “Accepted” category, awaiting prioritization.  The group will flush out the details once this gets placed into a specific release.



Jul LNPAWG (Ottawa), no comments on pooling additions.



Refer to R4 Change Orders for current proposed resolution.



01/02/02 – NPAC R4.0 as submitted to the LLC in 2000 is not going forward.  This change order has been moved back into the “accepted” section of this document.



01/15/02 – Refer to the Future Change Orders document for the latest information on this change order. Also note that this change order was merged with NANC 254 sometime during or prior to the R4.0 discussions and is now referred to NANC 227/254. 





			NANC 285


			LNPA WG



5/12/99


			SOA/LSMS Requested Subscription Version Query Max Size



A SOA/LSMS request for a Subscription Version query that exceeds the maximum size tunable (“Maximum Subscriber Query”), returns an error message to the SOA.



Similar to the processing in NANC 273, it has been requested the NPAC return SVs up to the max tunable amount instead.  The SOA/LSMS would accept this message, then use it’s contents to send another query to the NPAC, starting with the next TN, and so on until all SVs are returned to the SOA/LSMS.



It will be up to the SOA/LSMS to manage the data returned from the NPAC and determine the next request to send to the NPAC in order to get the next set of SVs.



The NPAC will continue to return SVs that meet the selection criteria.  However, the NPAC will not return a “count” to the SOA/LSMS for number of records that match the selection criteria.



This solution will resolve the problem described in NANC 279 (SOA Resynchronization for Large Ranges), where a problem exists for recovering the SOA for large ranges, because the SV time stamp that the NPAC users for recovery is the same for large ranges.



The example used for NANC 279 was, if all the TNs in the range contain the same time stamp (e.g., 17 minutes and 20 seconds after 3p, 15:17:20), and the number of TNs in the range exceeds the tunable allowed for queries, the SOA cannot recover since the NPAC, for any time range, will respond with an error for maximum TN query reached.






			High


			FRS, IIS, GDMO


			Func Backwards Compatible:  NO



June LNPAWG (San Ramon), discussed in conjunction with NANC 279.  Group decided to close out 279, and merge the requested functionality into this change order, since this is query functionality issue, and not just a recovery issue.



Jim Rooks will provide additional information on a proposed solution given the inclusion of NANC 279 into this change order.



Jim’s response is shown below:



This change order requests the 'more' capability that will be supported by queries in the LTI.  This implementation requires 2 changes.



#1, the NPAC must be modified to always return the first n (tunable) records on the SV query.  Currently, the NPAC determines that the query will return more than n records and returns an error.



(continued)


			Low


			Med-High / Med-High





			NANC 285 (con’t)


			Proposed Solution (continued):



#2, the service providers should modify their systems to support the following SV query operations to the NPAC:



a. When data is returned from an SV Query and there are exactly n (tunable) records returned, the SP must assume that they didn't get all the data from their query.



b. After processing the first n records, they should send a new query that picks up where the data from the prior query ended.



c. The SV data returned from the NPAC for SV queries will be sorted by TN and then by SVID so a filter can be created to pick up where the prior query ended.



d. For example, if a SOA query to the NPAC returns exactly 150 records and the last SV returned was TN '303-555-0150' with SVID of 1234.  The filter used on the next query would be:



All SVs where ((TN > 303-555-0150) OR (TN = 303-555-0150 AND SVID > 1234).



The NPAC does support OR filters.



e. Once the results from the NPAC returns less than 150 records, the SP can assume they received all records in the requested query.


Refer to R4 Change Orders for current proposed resolution.



01/02/02 – NPAC R4.0 as submitted to the LLC in 2000 is not going forward.  This change order has been moved back into the “accepted” section of this document.



01/15/02 – Refer to the Future Change Orders document for the latest information on this change order.





			NANC 299


			LNPA-WG 9/15/99


			NPAC Monitoring of SOA and LSMS Associations via Heartbeat



This is an extension of NANC 219 and NANC 301.  Instead of utilizing a TCP Heartbeat and an abort message, the NPAC SMS would utilize an application level heartbeat message on every association.  If a response was not returned for any given application level heartbeat message, an alarm would be initiated for NPAC Personnel.



Oct LNPAWG (KC), this change order is designed to establish the application level heartbeat process (which requires an interface change to both the NPAC and the SOA/LSMS).  This process will allow two-way communication and allow either side to initiate the application level heartbeat message.  The application level heartbeat process should be set up so that the functionality can be optionally set up per association.



The alarming process is the same as 219, such that an alarm would be initiated whenever application level heartbeat responses are not sent by the NPAC or SOA/LSMS.  When these alarms occur, the NPAC Personnel would contact the affected Service Provider to work the problem and ensure the association is brought back up.


			High


			FRS, IIS, GDMO, ASN.1


			Func Backwards Compatible:  NO



The current working assumption is that this heartbeat would be a new message, it would not have any access control, it would be at a low level in the protocol stack, this heartbeat would occur on the same port as the association, this message would only occur if no traffic was sent/received after a configurable period of time, and this heartbeat would be two-way to allow either side to initiate this message.



All parties still need to examine if there might be an issue with filtering in their firewalls.



The need for both a network level heartbeat and application level heartbeat still needs to be decided.



Jan ‘00 LNPAWG meeting, the group has not been able to determine the feasibility of implementing an application level heartbeat.  It was agreed to put this change order on hold, pending the outcome of NANC 301 (NPAC TCP Level Heartbeat [transport layer]).  The functionality documented in this change order needs further review before this change order can be considered “accepted and ready for selection into a release”.



(continued)


			Med


			Med -High / Med -



High





			NANC 299 (con’t)


			Proposed Solution (continued):



May ‘00 LNPAWG (Atlanta), leave open until further analysis of NANC 219 and NANC 301 (i.e., after R4 implementation).



June ‘00 LNPAWG meeting, group consensus (during R5 discussion) is to move to cancel-pending.



July 2000 meeting – LNPA WG consensus is that they do not want to cancel this change order but move it back to an accepted change order for a future release.  Metrics and reports that will be provided after R4.0 will give more information to determine whether or not this change order is needed.



01/15/02 – Refer to the Future Change Orders document for the latest information on this change order.





			NANC 300


			LNPA-WG 12/6/99


			7-digit Block Filters for Number Pooling



This is an extension of NANC 227.  During the Dec 99 LNPA-WG meeting, it was proposed to remove Number Pooling functionality from NANC 227, and create a new change order for this functionality.


			???


			FRS, GDMO


			Functional Backwards Compatible:  NO



01/15/02 – Refer to the Future Change Orders document for the latest information on this change order.


			Med


			Med-Low





			NANC 321


			WorldCom 12/13/00


			Regional NPAC NPA Edit of Service Provider Network Data - NPA-NXX Data



Business Need:



When a service provider submits a message to the NPAC in order to create a pending subscription version, the NPAC verifies that the old service provider identified in the message is the current service provider and that the number to be ported is from a portable NPA-NXX.  If the telephone number already is a ported number, the NPAC will look at the active SV for that number to determine the identity of the current SP as shown in the active SV.  If no active SV exists, then the number is not currently ported and the NPAC determines the current SP instead based on NPA-NXX ownership as shown in the NPAC's network data for each service provider.  The NPAC also looks at the network data to confirm that the NPA-NXX has been identified as open to portability.



If a service provider has entered an NPA-NXX in its network data but has done it for its network data associated with the wrong region, then the correct NPAC region, when receiving create messages involving numbers in that NPA-NXX, will be unable to see that the TNs involve a portable NPA-NXX; in this case the create message will be rejected by NPAC.  Furthermore, another service provider could erroneously enter the NPA-NXX in its network data for the correct NPAC region.  Then the NPAC's portable NPA-NXX validation would pass, but the current service provider validation would fail.  In either case the telephone number could not be ported until the service provider network data error were corrected.


			???


			FRS


			Functional Backwards Compatible:  Yes



January 2001 meeting:  Accepted pending review of the final write-up in February.



February 2001 meeting:  Accepted



01/15/02 – Refer to the Future Change Orders document for the latest information on this change order.






			???


			N/A / N/A





			NANC 321 (cont’d)


			It is important therefore to assure that service provider NPA-NXX network data be populated only in the proper NPAC region and to allow only the LERG-assignee to populate the data.  The introduction of an NPA edit function, to validate that an NPA-NXX input is to network data associated with the NPAC region encompassing the involved NPA will effectively serve both functions.  Such an edit function would not allow a service provider to put its NPA-NXX data in the wrong NPAC region's database and it consequently would not allow the improper LERG-assignee entries to remain long undetected.  



Description of Change:



Network Data is submitted by service providers over their SOA/LSMS interfaces or via the NPAC Administrative OpGUI or the SOA LTI.  A provider is required to enter each portable NPA-NXX for which it is the LERG assignee.  The NPAC uses this service provider network data to perform certain validation functions of subscription version data -- to confirm current SPID correct and that TN is from portable NXX -- and to determine TN ownership in snap-back situations.



Detailed requirements are as follows:



1.  The NPAC will reject an NPA-NXX network data entry attempt if the NPA involved is not encompassed by the NPAC region to which the data is being submitted.



2.  A table of valid NPAs will be established for each regional NPAC.



3.  Each table of valid NPAs open in the NPAC service area will be maintained by NPAC personnel for each regional NPAC.



4.  The NPAC will obtain information on new NPAs from the LERG.



5. The change order would be implemented on a regional basis.





			NANC 343


			LNPA WG 11/14/01


			Doc Only Change Order for IIS: Exhibit 12 of IIS section 4.2.2 does not reflect all filtering operations currently supported by the NPAC SMS.



“From Section 4.2.2:



The following table shows the CMISE primitive filtering support required of the Local SMS by the NPAC SMS for the subscriptionVersion object.



(continued)


			Medium


			IIS


			Incorporate into next release of IIS.



12/12/01 – Reviewed during December LNPA WG meeting.  Needs more revisions.  Will be reviewed again during January 2002 meeting.



01/09/02 – Reviewed revisions.  More revisions required.  The new revisions are highlighted in yellow. Will review again during the February 2002 meeting.



Nov ‘02 LNPAWG – Reviewed at meeting, move to accepted.  Additional text has been added to make consistent with the numberPoolBlockNPAC MANAGED OBJECT CLASS in the GDMO, related to LNP Type.


			N/A


			N/A / N/A





			NANC 343 (cont’d)


			Exhibit 1 - CMISE Primitive Filtering Support for the Subscription Version Object



CMISE Primitives



Filter Supported



Notes



M-ACTION



N



No filtering is applied to the actions for the subscriptionVersion object.



M-GET



Y



TN Range with greaterOrEqual, lessOrEqual, equality must be supported for auditing.


M-SET



Y



TN Range with greaterOrEqual, lessOrEqual, equality must be supported for Mass Update or TN range modify requests.



M-DELETE



Y



TN Range with greaterOrEqual, lessOrEqual, equality will be supported for range disconnect or port to original requests.



“



Modify text and table as follows to clarify exact functionality for TNs and for Number Pooling functionality:



From Section 4.2.2:



The following table shows the CMISE primitive filtering support required of the Local SMS by the NPAC SMS for the subscriptionVersion object.



(continued)





			NANC 343 (cont’d)


			Exhibit 1 - CMISE Primitive Filtering Support for Local System Objects


CMISE Primitives



Filter Supported



Notes



M-ACTION



N



No filtering is applied to the actions. 



M-GET



Y



TN Query Range with greaterOrEqual and lessOrEqual, and equality must be supported for auditing.


The fields used with greaterOrEqual and lessOrEqual filters are subscriptionTN and subscriptionActivationTimeStamp.


The field used with equality is subscriptionTN.



Filters supported contain either a greaterOrEqual and lessOrEqual filter, or equality filter, for subscriptionTN only or a more complex filter.



The more complex filter uses two criteria for filtering. The first criteria used is greaterOrEqual and lessOrEqual filters with subscriptionTN. The second criteria uses greaterOrEqual and lessOrEqual filters for subscriptionActivationTimeStamp. Both criteria must be matched for the data being queried (logical and).



The scope for the filters is level 1 only with a base managed object class of lnpSubscriptions.


Number Pool Block Query with greaterOrEqual and lessOrEqual, and equality for EDR support.



The fields used with greaterOrEqual and lessOrEqual filters are numberPoolBlockNPA-NXX-X and numberPoolBlockActivationTimeStamp.



The field used with equality is numberPoolBlockNPA-NXX-X. 



Filters supported contain either a greaterOrEqual and lessOrEqual filter, or equality filter, for numberPoolBlockNPA-NXX-X only or a more complex filter.



The more complex filter uses two criteria for filtering.  The first criteria used is equality filter with numberPoolBlockNPA-NXX-X.  The second criteria uses greaterOrEqual and lessOrEqual filters for numberPoolBlockActivationTimeStamp.  Both criteria must be matched for the data being queried (logical and).



The scope for the filters is level 1 only with a base managed object class of lnpSubscriptions.


 (continued)









			NANC 343 (cont’d)


			M-SET



Y



TN Range Modify with greaterOrEqual and lessOrEqual, and equality must be supported for Mass Update or TN modify requests.



The field used with greaterOrEqual and lessOrEqual filters is subscriptionTN.



The fields used with equality are subscriptionTN and subscriptionNewCurrentSP.



Filters supported contain either a greaterOrEqual and lessOrEqual filter, or equality filter, for subscriptionTN only, or a more complex filter.



In the case of Modification of TNs for non-EDR number pool block the filter is more complex and uses two criteria for modification.  The first criteria uses the subscriptionNewCurrentSP field with equality. The second criteria uses lessOrEqual and greaterOrEqual for subscriptionTN.  Both criteria must be matched for the data being set (logical and).  Additionally, a filter for LNP Type equal to ‘pool’ may be used.



The scope for the filters is level 1 only with a base managed object class of lnpSubscriptions.


Number Pool Block Modify with greaterOrEqual and lessOrEqual, and equality for EDR support.



The field used with greaterOrEqual and lessOrEqual is numberPoolBlockNPA-NXX-X.



The field used with equality is numberPoolBlockNPA-NXX-X.



The scope for the filters is level 1 only with a base managed object class of lnpSubscriptions.


NOTE: Exhibit 13 will be removed from the IIS.



(continued) 





			NANC 343 (cont’d)


			M-DELETE



Y



TN Range Delete with greaterOrEqual and lessOrEqual, and equality will be supported. for range disconnect or port to original requests. 



The field used with greaterOrEqual and lessOrEqual filters is subscriptionTN.



The field used with equality is subscriptionTN.



The scope for the filter is level 1 only with a base managed object class of  lnpSubscriptions.



In the case of Deletion of TNs for non-EDR number pool block the filter is more complex and uses two criteria for deletion.  The first criteria uses the subscriptionNewCurrentSP field with equality.  The second criteria uses lessOrEqual and greaterOrEqual for subscriptionTN.  Both criteria must be matched for the data being set (logical and).  Additionally, a filter for LNP Type equal to ‘pool’ may be used.


NOTE: Exhibit 13 will be removed from the IIS.



(continued) 





			NANC 343 (cont’d


			GDMO Documentation



DOCUMENTATION changes should be made in the GDMO behavior for the following objects to accurately reflect scooping and filtering support required for the NPAC SMS to the LSMS:



· lnpSubscriptions



· subscriptionVersion



· numberPoolBlock



Further GDMO modifications will be necessary to reflect SOA and LSMS scoping and filtering support when sending requests to the NPAC SMS for the following objects:



· subscriptionVersionNPAC



· numberPoolBlockNPAC



Additional GDMO text will be added to reflect SOA and LSMS scoping and filtering support when sending requests to the NPAC SMS for other objects.


lnpSubscriptions:



The lnpSubscriptionsDefinition BEHAVIOUR should be modified as follows:



lnpSubscriptionsDefinition BEHAVIOUR



    DEFINED AS !



Local SMS and NPAC SMS Managed Object for the SOA to NPAC SMS and the Local SMS to NPAC SMS interface.



The lnpSubscriptions class is the managed object that is used as the container object for the subscription version objects and numberPoolBlock objects on the NPAC SMS and the Local SMS. 



Local SMS interfaces must be able to support scoped/filtered and filtered requests with a level 1 scope and a base managed object class of lnpSubscription.M-SETs and M-DELETEs with a TN range as the primary filter. Specific filter criteria support is defined in the behavior for the subscriptionVersion and numberPoolBlock managed objects.



    !;



(continued)





			NANC 343 (cont’d)


			subscriptionVersion:



The subscriptionVersionBehaviour BEHAVIOUR should be modified as follows:



subscriptionVersionBehavior BEHAVIOUR



    

DEFINED AS !





.





.





.



The Local SMS can not modify any of the subscription version data locally unless changes were downloaded via a download request.



The Local SMS must be able to support scoped and filtered requests with a level 1 scope and a base managed object class of lnpSubscription for subscription version (M-GET, M-SET, and M-DELETE) requests. with a filter for equality and ordering on the subscriptionTN from the NPAC SMS.  



Filtering Support for M-GET:



TN Query with greaterOrEqual and lessOrEqual, and equality must be supported for auditing.


The fields used with greaterOrEqual and lessOrEqual filters are subscriptionTN and subscriptionActivationTimeStamp.



The field used with equality is subscriptionTN.



Filters supported contain either a greaterOrEqual and lessOrEqual filter, or equality filter, for subscriptionTN only or a more complex filter.



The more complex filter uses two criteria for filtering. The first criteria used is greaterOrEqual and lessOrEqual filters with subscriptionTN. The second criteria uses greaterOrEqual and lessOrEqual filters for subscriptionActivationTimeStamp. Both criteria must be matched for the data being queried (logical and).



Filtering Support for M-SET:



TN Modify with greaterOrEqual and lessOrEqual, and equality must be supported for Mass Update or TN modify requests.


(continued)





			NANC 343 (cont’d)


			The field used with greaterOrEqual and lessOrEqual filters is subscriptionTN.



The fields used with equality are subscriptionTN and subscriptionNewCurrentSP.



Filters supported contain either a greaterOrEqual and lessOrEqual filter, or equality filter, for subscriptionTN only, or a more complex filter.



In the case of Modification of TNs for non-EDR number pool block the filter is more complex and uses two criteria for modification.  The first criteria uses the subscriptionNewCurrentSP field with equality.  The second criteria uses greaterOrEqual and lessOrEqual for subscriptionTN. Both criteria must be matched for the data being set (logical and).  Additionally, a filter for LNP Type equal to ‘pool’ may be used.


The scope for the filters is level 1 only with a base managed object class of lnpSubscriptions.



Filtering Support for M-DELETE:



TN Delete with greaterOrEqual and lessOrEqual, and equality will be supported.



The field used with greaterOrEqual and lessOrEqual filters is subscriptionTN.



The field used with equality is subscriptionTN.



The scope for the filters is level 1 only with a base managed object class of lnpSubscriptions.



In the case of Deletion of TNs for non-EDR number pool block the filter is more complex and uses two criteria for deletion.  The first criteria uses the subscriptionNewCurrentSP field with equality.  The second criteria uses lessOrEqual and greaterOrEqual for subscriptionTN.  Both criteria must be matched for the data being set (logical and).  Additionally, a filter for LNP Type equal to ‘pool’ may be used.



         !;



(continued)









			NANC 343 (cont’d)


			numberPoolBlock:



The numberPoolBlock-Behaviour BEHAVIOUR should be modified as follows:



numberPoolBlock-Behavior BEHAVIOUR



        
DEFINED AS !





.





.





.



The Local SMS can not modify any of the number pool block data locally unless changes were downloaded via a download request.



The Local SMS must support scoped and filtered requests with a level 1 scope and a base managed object class of lnpSubscriptions for numberPoolBlock M-GET and M-SET requests. equality and ordering on the numberPoolBlockNPA-NXX-X attribute in a scoped and filtered request for mass updates and audits.



Filtering Support for M-GET:



Number Pool Block Query with greaterOrEqual and lessOrEqual, and equality for EDR support.



The fields used with greaterOrEqual and lessOrEqual filters are numberPoolBlockNPA-NXX-X and numberPoolBlockActivationTimeStamp.



The field used with equality is numberPoolBlockNPA-NXX-X.



Filters supported contain either a greaterOrEqual and lessOrEqual filter, or equality filter, for numberPoolBlockNPA-NXX-X only or a more complex filter.



The more complex filter uses two criteria for filtering.  The first criteria used is equality filter with numberPoolBlockNPA-NXX-X.  The second criteria uses greaterOrEqual and lessOrEqual filters for numberPoolBlockActivationTimeStamp.  Both criteria must be matched for the data being queried (logical and).


The scope for the filters is level 1 only with a base managed object class of lnpSubscriptions.


(con’t)









			NANC 343 (cont’d)


			Filtering Support for M-SET:



Number Pool Block Modify with greaterOrEqual and lessOrEqual, and equality for EDR support.



The field used with greaterOrEqual and lessOrEqual filters is numberPoolBlockNPA-NXX-X.



The field used with equality is numberPoolBlockNPA-NXX-X.



The scope for the filters is level 1 only with a base managed object class of lnpSubscriptions.


    !;









			NANC 346


			NeuStar 1/21/02


			GDMO Change to Number Pool Block Data Managed Object Class (Section 29.0) and Documentation Change to Subscription Version Managed Object Class (Section 20.0)



Change the numberPoolBlock-Pkg to support updates to the numberPoolBlockActivationTimeStamp attribute. Currently this attribute is not modifiable so when it is audited by the NPAC SMS and found to be discrepant there is no way to update it.  The NPAC SMS attempts to correct the attribute on the LSMS and the M-SET is failed by the service provider’s system because the attribute is GET only. 



Currently the numberPoolBlock-Pkg reads:



numberPoolBlock-Pkg PACKAGE



  BEHAVIOUR



    numberPoolBlock-Definition,



    numberPoolBlock-Behavior;



  ATTRIBUTES



    numberPoolBlockId GET,



    numberPoolBlockNPA-NXX-X GET,



    numberPoolBlockHolderSPID GET,



    numberPoolBlockActivationTimeStamp GET,



    numberPoolBlockLRN GET-REPLACE,



    numberPoolBlockCLASS-DPC GET-REPLACE,



    numberPoolBlockCLASS-SSN GET-REPLACE,



    numberPoolBlockLIDB-DPC GET-REPLACE,



    numberPoolBlockLIDB-SSN GET-REPLACE,



    numberPoolBlockCNAM-DPC GET-REPLACE,



    numberPoolBlockCNAM-SSN GET-REPLACE,



    numberPoolBlockISVM-DPC GET-REPLACE,



    numberPoolBlockISVM-SSN GET-REPLACE,



    numberPoolBlockDownloadReason GET-REPLACE;



  ;






			High


			GDMO


			Modify the numberPoolBlock-Pkg to read:



numberPoolBlock-Pkg PACKAGE



  BEHAVIOUR



    numberPoolBlock-Definition,



    numberPoolBlock-Behavior;



  ATTRIBUTES



    numberPoolBlockId GET,



    numberPoolBlockNPA-NXX-X GET,



    numberPoolBlockHolderSPID GET,



    numberPoolBlockActivationTimeStamp GET-REPLACE,



    numberPoolBlockLRN GET-REPLACE,



    numberPoolBlockCLASS-DPC GET-REPLACE,



    numberPoolBlockCLASS-SSN GET-REPLACE,



    numberPoolBlockLIDB-DPC GET-REPLACE,



    numberPoolBlockLIDB-SSN GET-REPLACE,



    numberPoolBlockCNAM-DPC GET-REPLACE,



    numberPoolBlockCNAM-SSN GET-REPLACE,



    numberPoolBlockISVM-DPC GET-REPLACE,



    numberPoolBlockISVM-SSN GET-REPLACE,



    numberPoolBlockDownloadReason GET-REPLACE;



  ;



(continued)


			N/A


			Low / Low





			NANC 346 (cont’d)


			Proposed Solution (continued):



Number Pool Block, object 29.0 -- Update the GDMO behavior text (add to the end).



The Local SMS can only modify the numberPoolBlockActivationTimeStamp locally upon receiving a modify request from the NPAC SMS.



Subscription Version, object 20.0 -- Update the GDMO behavior text (add to the end).



The Local SMS can only modify the subscriptionVersionActivationTimeStamp locally upon receiving a modify request from the NPAC SMS.



Nov ‘02 LNPAWG – Reviewed at meeting, move to accepted.





			NANC 347/350


			NeuStar 3/6/02


			CMIP Interface Enhancements – abort behavior



Business Need:


Note:  During the Nov ‘02 LNPAWG meeting, it was decided by the industry to consolidate NANC 347 and 350 into a single change order that would capture abort behavior.  All parties will also consider how these changes relate to the elimination of aborts (all or just time-related) and outbound flow control.  The expectation is that Service Providers would implement similar abort processes/procedures on their systems, such that “sender” and “receiver” can be used to indicate either NPAC or SOA/LSMS for abort behavior.



15 minute abort behavior.



The NPAC SMS and Service Provider SOA/LSMS exchange messages and a response is required for each message.  The current NPAC architecture requires a response to every message within a 15 minute window, or the requestor will abort the association.



If a Service Provider fails to respond to an NPAC message, the NPAC aborts that specific association and the Service Provider must re-associate in recovery mode, request, receive and process all missed messages, then start processing in normal mode until they are totally caught up with any backlog of messages.  During the recovery timeframe, the NPAC must “hold” all messages destined for that Service Provider, and only send them once the Service Provider has completed the recovery process.  This only further delays the desired processing of messages by both the NPAC and the Service Provider.  Additionally, any SV operations except range activate will remain in a sending status until the Service Provider has competed recovery.



(continued)


			TBD


			FRS, IIS


			Interface and Functional Backwards Compatible:  YES



15 minute abort behavior.



Change the 15-minute abort timer (tunable by region, defaulted to 15 minutes) to “credit” the Service Provider for responding to some traffic, even if they don’t respond to a specific message within the 15 minute window.



1. This would allow Service Providers that have fallen behind to keep processing the backlog, instead of getting aborted and having to re-associate to the NPAC in recovery mode, which in turn increases workload for both the NPAC and the Service Provider.




2. If the Service Provider fails to respond to ANY of the outstanding message during that 15 minute window, the NPAC would abort the association as is currently done (i.e., at the end of the 15 minute window).



3. If the SP is responding to messages at a slower pace, the NPAC using new timers, would “roll-up” the downloaded data (e.g., SV activate to LSMS with a slow SP) at the end of 15 minutes, to obtain closure on this porting activity.  In this example, the SV would be in partial-failure status, and a notification would be sent to both the activating SOA and old SOA.  The new timer allows the NPAC to separate association abort/monitoring and event completion.


(continued)


			TBD


			TBD / TBD





			347/350 (cont)


			With the current NPAC implementation based on the requirements, especially during periods of high demand with large porting activity, a Service Provider that falls more than 15 minutes behind will get aborted by the NPAC, thus exacerbating the problem of timely processing of messages.  This occurs even though that Service Provider is still processing messages from the NPAC, albeit more than 15 minutes later.



With this change order, the audit behavior in the 15 minute window of the NPAC would not adversely impact a Service Provider that falls behind, but is still processing messages.



The business need for efficient transmission of messages will only increase as porting volumes increase.



60 minute abort behavior.



With the changes described above, the audit behavior in the 60 minute window of the NPAC would allow a Service Provider to fall behind, but put a cap on how far behind (i.e., 60 minutes).  This enhancement could assist a Service Provider in the area of timeliness of updating network data due to a lessening of aborts, customer service, and fewer audits for troubleshooting purposes.


			


			This change applies to a single SV broadcast.  The flow for SV ranges is a response to the range event (M-EVENT-REPORT response) within 60 minutes (same as today).



60 minute abort behavior.



Create a new “60” minute window (tunable by region, defaulted to 60 minutes).  Use this new window the same way that the 15 minute window is used in Release 3.1 (i.e., abort the association for a lack of a response to an individual message from the NPAC).



1. This would allow Service Providers that have fallen behind to keep processing the backlog, instead of getting aborted and having to re-associate to the NPAC in recovery mode, but would put a limit on the amount of time allotted for slower Service Providers.



2. If the Service Provider fails to respond to a given outstanding message during that new 60 minute window, the NPAC would abort the association.  So with this change the Service Provider gets an additional 45 minutes to respond beyond the current 15 minute window.



The logic representation is shown below:
IF the slow Service Provider responds to this message within 60 minutes:
          NPAC updates the appropriate data
          NPAC sends appropriate notification to the SOAs
          (in an example of a partial failure activate request, the SV would go from
            PF to active status and the Service Provider would be removed from
            the failed list)
ELSE,
          NPAC aborts the association
          the Service Provider must re-associate to the NPAC
          the Service Provider goes through recovery processing.




This change applies to both single and range SV broadcasts.  The SP will have 60 minutes to respond to the LSMS download message from NPAC, and in the case of an ACTION, the response to the event (M-EVENT-REPORT response) as well, or rollup at the NPAC will occur.  This new timer will separate the activities, but they will both be defaulted to 60 minutes.





			347/350 (cont)


			Oct ’02 LNPAWG, discussed Major points/processing flow/high-level requirements.



Nov ’02 LNPAWG, upon approval of the merged version of 347/350, this will be move to the accepted category.



Jan ’03 LNPAWG, approved, move to accepted category.



Feb ‘04 – Refer to the Architecture Planning Team’s working document for the latest information on this change order.









			NANC 348


			NeuStar 3/6/02


			Bulk Data Download File for Notifications



Business Need:


Service Providers use Bulk Data Download (BDD) files to recover customer, network, block, and subscription data in file format.  This occurs when automated recovery functionality is either not available or not practical (e.g., too large of time range) for the data that needs to be recovered.



The current requirements do not address BDD files for notifications.  In order to provide more complete functionality for a Service Provider to “replay” messages sent by the NPAC, the ability for the NPAC to generate a BDD file for a time range of notifications would potentially reduce operational issues and the work effort required for a Service Provider to get back in sync with the NPAC, by providing the Service Provider with all information that they would have received had they been associated with the NPAC.  Additionally, this would be needed for LTI users transitioning to a SOA, or SOA users that need to recover notifications for more than the industry-recommended timeframe of 24 hours.



With this change order, the NPAC would have the capability to generate a BDD file of notifications for a Service Provider within a certain date and time range.


			TBD


			FRS


			Interface and Functional Backwards Compatible:  YES



The NPAC would provide the functionality for NPAC Help Desk personnel to generate a BDD file of notifications for a requesting Service Provider.



Selection criteria would be any single SPID, date and time range (notification attempt timestamp), and include all types of notifications.  The sort criteria will be chronologically by date and time.



The file name will contain an indication that this is a notification file, along with the requested date and time range.  The output file would be placed in that Service Provider’s ftp site directory.



Oct ’02 LNPAWG – discussed Major points/processing flow/high-level requirements.



Nov ‘02 LNPAWG – Reviewed at meeting, move to accepted.  Start working on detailed requirements.



Feb ‘04 – Refer to the Architecture Planning Team’s working document for the latest information on this change order.


			TBD


			TBD / TBD





			NANC 351


			NeuStar 4/12/02


			Recovery Enhancements – “Send What I Missed” recovery message



Business Need:


The NPAC SMS and Service Provider SOA/LSMS exchange messages and a response is required for each message.  The current NPAC architecture requires a response to every message within a 15-minute window, or the requestor will abort the association.



If a Service Provider fails to respond to an NPAC message, the NPAC aborts that specific association and the Service Provider must re-associate in recovery mode, request a “best guess” time range of missed messages from the NPAC, receive and process all missed messages, then start processing in normal mode until they are totally caught up with the backlog of messages.



One problem of the current “best guess” approach is the trial-and-error recovery processing that a Service Provider must perform in certain circumstances (e.g., when there is too much data to send in a response to a single request).  This can create unnecessary workload on both the NPAC and the Service Provider.



A better method is to implement the “Send What I Missed” approach (SWIM).  Service Providers can optionally use this new message to perform the recovery function.  This improves the efficiency of recovery processing for the NPAC and Service Providers because guesswork is eliminated.


			TBD


			FRS, IIS, GDMO, ASN.1


			Interface and Functional Backwards Compatible:  YES



Create a new process that incorporates the ability for a Service Provider to request that the NPAC send missed messages.  In order to accomplish this, the NPAC will need to keep track of messages that were both “not sent” and “not responded to” from the NPAC to the SOA/LSMS.



The behavior of the “Send What I Missed” message (SWIM) which will be initiated by a SOA/LSMS, is the same as the current recovery process (i.e., request from the SP, response from the NPAC includes the recoverable data).  The implementation would use the existing recovery message, and incorporate a new attribute (SWIM, to go along with time range and TN range).  When this is received, the NPAC would send back a SWIM Response which contains the missed messages.  With the new SWIM attribute, the NPAC would use the same Blocking Factor tunables as used in 187-Linked Replies in order to send data to the SOA/LSMS in “chunks”.


			TBD


			TBD / TBD





			351 (cont)


			Oct ’02 LNPAWG – discussed Major points/processing flow/high-level requirements.



Nov ‘02 LNPAWG – Reviewed at meeting, move to accepted.  Start working on detailed requirements.  Also, everyone needs to consider a new message from the NPAC (“you need to recover some missing data”).  This will be discussed once detailed requirements are drafted.



Feb ‘04– Refer to the Architecture Planning Team’s working document for the latest information on this change order.









			NANC 352


			NeuStar 4/12/02


			Recovery Enhancements – recovery of SPID (customer data)



Business Need:


The NPAC SMS allows for the recovery of missed messages for network data, block data, and SV data.  However, the NPAC functionality based on current requirements does not allow recovery of customer information (SPIDs).  So, if customer information is downloaded, and the Service Provider misses it, it is not recoverable.



This new functionality would improve the recovery process by adding customer (i.e., header data) to the list of recoverable messages, so that subordinate network/block/SV data does not cause rejects or errors.


			TBD


			FRS, IIS, GDMO, ASN.1


			Interface and Functional Backwards Compatible:  YES



Implement a new optional recovery request that allows the Service Provider to recover customer information (SPIDs).  This new optional feature would send missed customer adds, modifies, or deletes to the Service Provider during the recovery process.



A Service Provider could implement this optional feature at any time, and would send this request during the recovery process similar to the requests sent for network, block, and SV data today.



The data representation would be something like, SPID, text, and download reason.



Nov ‘02 LNPAWG – Reviewed at meeting, move to accepted.  Start working on detailed requirements.



Feb ‘04 – Refer to the Architecture Planning Team’s working document for the latest information on this change order.


			TBD


			TBD / TBD





			NANC 357


			Bellsouth 4/12/02


			Unique Identifiers for wireline versus wireless carriers (long term solution)



Business Need:


In the LSR process, there is a need to identify a Service Provider’s port request as that from or to a Wireline or Wireless Service Provider in order to process the port request correctly within internal systems.  This information must match up with NPAC information on each Service Provider’s Type.  Without this information, port requests may be handled incorrectly thus effecting customer phone service including related E911 records.  This is especially crucial in fully mechanized LSR processing systems.



This long-term solution replaces the interim solution provided by the associated NANC Change Order, 356.


			


			FRS, IIS, GDMO


			Func Backwards Compatible:  NO



The NPAC SMS shall provide a Service Provider Type indicator for each Service Provider.  This new indicator shall initially distinguish each Service Provider as either a Wireline Service Provider or a Wireless Service Provider.  The Service Provider Type indicator shall be able to distinguish additional “types” as deemed necessary in the future (e.g., it may be advantageous in the future to identify other Service Provider Types such as Reseller or Service Bureau).



This information shall be sent to the SOA/LSMS upon initial creation of the Service Provider, upon modification of a Service Provider’s Type and when the SP is removed (deleted) from the NPAC.



The Service Provider Type indicator shall be added to the Bulk Data Download file, available to a Service Provider’s SOA/LSMS.



The Service Provider Type indicator shall be Recoverable across the SOA/LSMS with the implementation of NANC 352.


Jan ’03 LNPAWG, approved, move to accepted category.


			Med-Low


			TBD / TBD





			NANC 358


			NeuStar 4/12/02


			Change for ASN.1: Change SPID definition


Business Need:


The current ASN.1 definition allows the SPID to be variable 1-4 alphanumeric characters.  The current behavior in the NPAC requires SPID to be four alphanumeric characters, as defined in the current data model in the FRS – a “New Service Provider ID, Character (4), Old Service Provider ID, Character (4)”, and the GDMO “Valid values are the Facilities Id (or OCN) of the service provider.”



The OCN in the GDMO is the same OCN as defined by OBF (http://www.atis.org/pub/clc/niif/nrri/issue177/MACompany%20Code.doc):



“Company Code/Operating Company Number (OCN) - A unique four-character alphanumeric code assigned by NECA that identifies a telecommunications service provider, as outlined in the ANSI T1.251 standard, Identification of Telecommunications Service Provider Codes for the North American Telecommunications System.  The code set is used in mechanized systems and documents throughout the industry to facilitate the exchange of information.  Company Codes assigned by NECA are referred to as OCNs in Telcordia’s BIRRDs system.  NANPA requires a carrier’s Company Code in order to obtain numbering resources.  The FCC requires a carrier’s Company Code on FCC Form 502, the North American Numbering Plan Numbering Resource Utilization/Forecast Report.”


This change order will correct the ASN.1 definition to match the current implementation.






			


			ASN.1


			Func Backwards Compatible:  YES



Current ASN.1 definition:



ServiceProvId ::= GraphicString4



GraphicString4 ::= GraphicStringBase(SIZE(1..4))



New ASN.1 definition (new is bold):



ServiceProvId ::= GraphicFixedString4



GraphicFixedString4 ::= GraphicStringBase(SIZE(4))



Jan ’03 LNPAWG, approved, move to accepted category.


			Low


			TBD / TBD





			NANC 368


			NeuStar 10/18/02


			Outbound Flow Control



Business Need:


During the Oct ’02 LNPAWG meeting, a discussion took place surrounding outbound flow control, and the merits of changing the flow control of messages from the receiving end to the sending end.  The current implementation of flow control between the NPAC and SOA/LSMS systems is completely determined by the receiving end of the CMIP connection.  This approach works, but it allows the large buffers between the sender and the receiver to act as a queue when the receiver can’t keep up with the sender.  These buffers allow for, in some cases, hundreds of messages to be backed up between the sender and the receiver before the sender gets a congestion indication.  In some cases, the queue that builds up cannot be processed in 5 minutes, thereby causing departure times to expire and the association to be aborted.



Another negative impact of the current flow control approach is the lack of ability to correctly prioritize outbound messages.   In the LNP systems, the sender, not the OSI stack, manage the priority that is assigned to a message.  Once a large backlog of low priority messages is built up, any subsequent high priority message must wait for all those messages ahead of it in the queue.  If the sender carefully manages the outbound queue, then high priority messages won’t have to wait as long to be sent by the receiving system.



Refer to the Oct ’02 LNPAWG meeting minutes for a full recap of the discussion items regarding this topic.


			


			FRS, IIS


			Pure Backwards Compatible:  YES



By implementing Outbound Flow Control (OBFC) on the sender system, the various buffers in the OSI stack would not fill up as done currently.  It would be the sender’s responsibility to detect that (n) number of messages have been sent without receiving a response.  In this case, the sender should stop sending until the number of non-responsive messages drops below a threshold (t).  If implemented on both ends (NPAC and SP), outbound flow control would prevent congestion because neither side would fill the buffers between the 2 systems.



Oct ’02 LNPAWG, OBFC could be implemented at the NPAC without impacting SP systems.  SPs are not required to implement this concurrently with NPAC.



Nov ‘02 LNPAWG, OBFC would be set up for every connection to the NPAC.  Message processing speed and message prioritization for each SP is independent of other SPs (just like today, where one slow SP doesn't mean others are directly affected), regardless of each SP's setting.  Move to accepted.  Start working on detailed requirements.



Feb ’03 APT, need to consider how the implementation of OBFC would affect SLRs 2, 3, 4, and 5.



Feb ‘04 – Refer to the Architecture Planning Team’s working document for the latest information on this change order.


			TBD


			TBD / TBD





			NANC 375


			Verizon



11/27/02 (updated 12/31/03)


			Limiting Ability to Remove Conflict Status with Certain Cause Code Values



Business Need:


Customers have been taken out of service inadvertently due to the New Service Provider continuing with a port that had been placed into Conflict by the Old Service Provider after the 6 hour timer had expired, instead of investigating why the port was placed into Conflict.



When the Old Service Provider receives a SOA notification from NPAC that another service provider has issued a CREATE message to NPAC in order to schedule a port-in of the Old Service Provider’s customer, the Old Service Provider should check to see that a matching Local Service Request (LSR) has been received from that service provider regarding that specific TN.  If no matching LSR is found, the Old Service Provider may place the port into Conflict status with a Cause Value set to “LSR Not Received” (Cause Value 50).  In some instances, the New Service Provider is waiting for the 6 hour Conflict Resolution New Service Provider Restriction Tunable Parameter timer to expire, and is proceeding with porting the number.  This has led to a number of customers being inadvertently ported and taken out of service from a terminating call perspective because the wrong TN was entered in the original CREATE message sent by the New Service Provider to NPAC.



(continued)


			TBD


			FRS, IIS, GDMO


			Func Backwards Compatible:  NO



Description of Change:


The current Cause Values indicating why the Old Service Provider has placed a port into Conflict are as follows:



50 – LSR/WPR Not Received



51 – Initial Confirming FOC/WPRR Not Issued



52 - Due Date Mismatch



53 - Vacant Number Port



54 – General Conflict



This Change Order proposes that the LNPA revisit the philosophy that led to enabling the New Service Provider to remove a Subscription Version from Conflict status after a specified period of time without first resolving the original conflict with the Old Service Provider.  NPAC requirements and functionality should be modified such that only the Old Service Provider is able to remove Conflict status and move a Subscription Version to Pending status when the Conflict Cause Value is set to 50, which signifies that the Old Service Provider has not received a matching Local Service Request (LSR) or Wireless Porting Request (WPR) for the telephone number received in the New Service Provider CREATE notification from NPAC, or when the Conflict Cause Value is set to 51 (Firm Order Confirmation Not Issued).



(continued)


			TBD


			TBD / N/A





			NANC 375 (con’t)


			This proposed Change Order, as did PIM 22 accepted by the LNPA, seeks to prevent instances where customers are taken out of service inadvertently after the New Service Provider continues with a port that had been placed into Conflict by the Old Service Provider.  In these cases, the port was placed into Conflict Status by the Old Service Provider because of indications that the New Service Provider may possibly be porting the wrong TNs.


			Subscription Versions should only be placed into Conflict with a Cause Value set to 50 when the Old Service Provider cannot match an LSR or WPR with the New Service Provider CREATE notification and is reasonably confident that the wrong number is about to be ported.  Also, Subscription Versions should only be placed into Conflict with a Cause Value set to 51 when the Old Service Provider has a legitimate reason for withholding the Firm Order Confirmation.  A Cause Value of 50 or 51 should not be used in lieu of any other appropriate Conflict Cause Value in order to inappropriately prevent the New Service Provider’s ability to remove Conflict status.









			NANC 383


			LNPA WG Archcture Planning Team



5/6/03


			Separate SOA channel for notifications



Business Need:


(somewhat related to the existing ILL 5 and NANC 353 change orders).



This change order will separate out notifications with other messages, such that a separate channel will be established for SOA notifications versus all other SOA messages.  This performance related change order allows additional throughput on both channels.


			Medium Low


			FRS, IIS


			Func Backwards Compatible:  YES



In order to separate out SOA notifications from all other SOA messages, additional processing logic will need to be developed.



Feb ‘04 – Refer to the Architecture Planning Team’s working document for the latest information on this change order.


			Med


			TBD / TBD





			NANC 385


			LNPA WG 



7/10/03


			Timer Calculation – Maintenance Window Timer Behavior



Business Need:


NPAC Timers.  As defined in the FRS, concurrence windows/timers are generated at the time an activity occurs in the NPAC that requires the use of a window/timer.  Specifically, the future expiration time is calculated and stored, based on the NPAC settings, at the time of the activity.  These windows/timers will then expire based on the pre-calculated date/time.  Therefore, a timer is not a meter that “runs” only during the Business Day intervals, but rather is a calculation in GMT of the timer's expiration date/time.



Currently, there are no FRS requirements that address timers and NPAC Maintenance Window time periods.  An operational issue can arise when an NPAC Maintenance Window time period overlaps with normal business operating hours.



This change order proposes an update to the NPAC so that NPAC Maintenance Window time periods will be factored in when calculating timer expiration date/time (i.e., excluding that period of time from the calculation).  This will alleviate the problem where timers expire during the NPAC Maintenance Window time period.


			TBD


			FRS, GDMO


			Func Backwards Compatible:  YES



The Timer Expiration Calculation will be modified such that a time period designated as an NPAC Maintenance Window that falls within normal business operating hours will NOT “use up” any hours, when calculating the expiration of a timer.  Effectively, the NPAC Maintenance Window time period will be treated the same way as Holidays are currently treated in the NPAC (i.e., excluded from the timer expiration calculation).



This will require entry of Maintenance Window information in the OpGUI by NPAC Personnel (same as Holidays are currently done).



Additionally, a discussion item needs to occur regarding the possible inclusion of Service Provider profile settings to support this new feature.


			Med


			N/A  / N/A





			NANC 385 (con’t)


			


			(continued)



Aug ’03 LNPAWG, discussion:


Sprint PCS offered the following:



1.) following up on the Jul ’03 mtg comment about SPID profile toggles, after internal discussions it was deemed to be unnecessary to have SPID toggles.



2.) this functionality was no longer high priority, since it was agreed to shorten the extended Sunday Service Provider Maintenance Window to 8 hours, assuming NPAC stays within the 8 hours for maintenance.


3.) current concern is that NANC 323 migrations may push maintenance windows beyond the 8 hours.


4.) this functionality would have to be in place before agreeing to move the extended maintenance window back to 11 hours.


Feb ‘04 – Refer to the Architecture Planning Team’s working document for the latest information on this change order.


			


			


			


			


			





			NANC 386


			NeuStar



7/24/03


			Single Association for SOA/LSMS



Business Need:


Currently, the FRS does NOT address the number of concurrent connections to the NPAC using the same CMIP association function and specific bit mask value.  There are no requirements to either support or deny this functionality.



Because change order ILL-5 was proposed during the initial implementation of the NPAC, the NPAC partially supports multiple associations.  This partial implementation can allow a situation where there are one or more non-functional CMIP associations between a SOA/LSMS and the NPAC.  This situation causes an unnecessary consumption of NPAC resources (and possibly SOA/LSMS resources as well).



This change order will remedy this situation (close the hole) by only allowing a single CMIP association between a SOA/LSMS and the NPAC, for any given association function and specific bit mask value.



Aug ’03 LNPAWG, discussion:


This Change Order would only allow a single association for each SOA/LSMS.  NPAC would abort the existing association if a new request came in to establish a second association.  If implemented, and if we want ILL-5 down the road, we would have to back this functionality out.  Tekelec supports this Change Order but would want it fully tested because it is a behavioral change.  BellSouth stated they are concerned that this would preclude multiple associations as a means of addressing interface performance.  There was agreement to work the requirements for this Change Order.  If the next release package contains a need for multiple associations, then NANC 386 would not be implemented.  If no need for multiple associations, we could possibly implement NANC 386 in the next package.


			TBD


			FRS, IIS, GDMO


			Func Backwards Compatible:  YES



The association management function within the NPAC will be modified to allow a single CMIP association between a SOA/LSMS and the NPAC.  In the proposed update, if a valid association is active, and a new association request is sent from a SOA/LSMS to the NPAC, the NPAC will abort the first association, and process the request for the second association.


			TBD


			TBD / TBD





			NANC 388


			Nextel



9/17/03


			Un-do a “Cancel Pending” SV



Business Need:


Currently there are no requirements in the NPAC that allow a Subscription Version (SV) to be manually changed from “Cancel Pending” status to “Pending” status.  Without any “un-do” functionality, both Service Providers (SPs) must wait for the Cancellation-Initial Concurrence Window and the Cancellation-Final Concurrence Window to expire (nine hours each), let the SV go to Conflict, and then resolve the Conflict or wait for the Conflict Restriction timer (six hours) to expire in order for it to return to “Pending” (when the Cancel Request was initiated by the Old SP).  Alternatively, both SPs could send in cancel requests to the NPAC, at which point the SV would immediately go to “Canceled”, then they could initiate the porting process again.



The current NPAC functionality for a concurred port (where both SPs have sent in Create Requests and the SV is in “Pending” status), then one of the two SPs has sent in a Cancel Request (SV is now in “Cancel Pending” status) is as follows:



1. The New SP initiates the Cancel.  The Old SP concurs with the Cancellation-Initial or the Cancellation-Final Concurrence Requests.  The status will be changed to “Canceled” upon receipt of the cancel concurrence.  Both SPs would have to re-initiate the porting process for this TN.



2. The New SP initiates the Cancel.  The Old SP does not concur with the Cancellation-Initial or the Cancellation-Final Concurrence Requests, the status will be changed to “Canceled” at the expiration of the Final Concurrence expiration.  Both SPs would have to re-initiate the porting process for this TN.


			TBD


			FRS, IIS, GDMO, ASN.1


			The recommendation is for a change to the NPAC functionality, such that an SP that sent up a Cancel Request in error, could “un-do” the request by sending a “retract cancel request” message to the NPAC.



This new message would allow the SV to change from a “Cancel Pending” status back to a “Pending” status.  The NPAC would verify that the SP sending the “retract cancel request” message to the NPAC is the same SP that initiated the Cancel Request (otherwise return an error).



There would not be any restriction on when this new message could be sent (i.e., during the 18 hour window that the SV is in Cancel Pending).



No backwards-compatibility flags needed.  The change in status (from Cancel Pending back to Pending) can be handled with the existing Status Attribute Value Change.  However, SPs should verify with their SOA vendors that an SAVC that is updating a Cancel Pending SV to a Pending SV will not be rejected.



In order to use this new functionality, an SP would need to implement a change in their SOA.


			TBD


			TBD / TBD





			NANC 388 (con’t)


			3. The Old SP initiates the Cancel.  The New SP concurs with the Cancellation-Initial or the Cancellation-Final Concurrence Requests.  The status will be changed to “Canceled” upon receipt of the cancel concurrence.  Both SPs would have to re-initiate the porting process for this TN.



4. The Old SP initiates the Cancel.  The New SP does not concur with the Cancellation-Initial or the Cancellation-Final Concurrence Requests, the status will be changed to “Conflict” at the expiration of the Final Concurrence expiration.  The Old SP and New SP must then resolve the conflict, or wait for the Conflict Restriction Window to expire (six hours) for the SV to be eligible to be changed back to “Pending” by the New SP.



In case #4, the porting process could continue after the expiration of the Cancellation Concurrence timers (18 hours), and either the resolution of the conflict (0-6 hours) or waiting for the Conflict timer to expire (6 hours).



Nov ’03 LNPAWG, discussion:


Explained the current functionality, and provided an overview of the desired change.  Vendor action item will be in the LNPAWG action items list.  We will also investigate and discuss the question on the status change after a second cancel request from the Old SP.



Feb ‘04 – Refer to the Architecture Planning Team’s working document for the latest information on this change order.


			





			NANC 392


			Arch Planning Team



3/11/04


			Removal of Cloned Copies of SVs and NPBs



Business Need:


Currently, the FRS requires the NPAC to create cloned copies of SVs and NPBs (a pre-change snapshot, with a new ID and status = old) when various updates are performed (modifies, NPA Splits, SPID Migrations, etc.).  This is in addition to updating the data on the “real” SV/NPB.  These cloned copies are never broadcast to the SOA or LSMS, so neither system knows about these SVs/NPBs.



As an example, a TN is ported, and is assigned SV-ID 100.  That number is part of an NPA Split, a cloned copy is created (SV-ID 110 status = old), and SV-ID 100 is updated with the current NPA Split info.  The number has a GTT data change, a cloned copy is created (SV-ID 120 status = old), and SV-ID 100 is updated with the new GTT info.  The number has another GTT data change, a cloned copy is created (SV-ID 130 status = old), and SV-ID 100 is updated with the new GTT info.  The number is then ported to another SP, and a new known/broadcasted SV is created (SV-ID 200).



When discussed during the Mar ’04 APT meeting, some Service Providers stated that the current functionality is confusing because of the cloned copies, which are returned in a query, since the SOA or LSMS does not know about these ported numbers and their associated “intermediate” SV-IDs.



This change order will remedy this situation by eliminating the “intermediate” records (110, 120, 130).  The known/broadcasted records (100, 200, 300) will remain in the NPAC, based on current functionality.


Based on current tunable values, these cloned copies are maintained for 180 days, and maintaining them utilizes a significant amount of NPAC processing.


			TBD


			FRS


			Func Backwards Compatible:  YES



The functionality for SV/NPB data within the NPAC will be modified to only update the known/broadcasted SV/NPB to reflect the current SV/NPB data.



In the proposed update, “intermediate” SVs/NPBs (i.e., pre-change snapshots which are the cloned copies) will no longer be maintained in the NPAC.


			N/A


			N/A / N/A





			NANC 393


			Arch Planning Team



5/6/04


			NPAC Updated Performance Requirements



Business Need:


The Architecture Planning Team has been evaluating performance numbers and performance requirements, based on porting projections published in the NFG.  These projections were used along with available actual volume (top 5 SOA participation percentages, peak/offpeak volume percentages, mix of activates/modifies/disconnects, busy hour/busy day, etc.), to obtain updated performance requirements for the NPAC SMS.



The current FRS performance requirements do not fully account for sustained and peak performance requirements.  This change order will provide NPAC SMS performance requirements to account for sustained, peak, and total bandwidth numbers.






			High


			FRS


			Func Backwards Compatible:  YES



The FRS performance requirements for the NPAC SMS will be updated based on numbers defined during the APT meetings.  The April 2004 minutes that capture the discussion are included below:



NPAC Forecasting Group (NFG) Traffic Model:  Total pooling and porting events projected for 2004 is 111 Million.  This is substantially lower.  Changes since the last version:



· Changed NFG WNP assumptions for subscriber data based upon CTIA data and analyst estimate.


· Changed wireless pooling forecast to 1.2M per month through end of 2004 from 800K based upon actuals from 2003.


· Changed churn rate from 50% to 35% per NFG recommendations.


· Changed % of churn requiring a port from 80% to 50%, which then ramps up by 10 percent per year (per NFG recommendation).


(continued)






			High


			N/A / N/A





			NANC 393 (con’t)


			


			(continued)



LSMS Throughput Sustained and Peak Requirements Discussion:  With the new Traffic Model assumptions, the projected LSMS throughput requirement reflected during the 4Q04 Busy Hour is now less than or equal to 1 message per second for each region.  However, it would be ill-advised to use 1 per second as the requirement because if all messages in the hour came in the first second, we would abort.  Using the West Coast projected data, which has the highest projection of 3479 messages in the Busy Hour, we would need to support 4 messages per second sustained to clear in 15 minutes to prevent aborting.  This equates to total bandwidth of 156 messages per second (30 LSMSs * 4.0 messages/second + 30 LSMSs * 1.2 messages per second (peak of 5.2).  The assumption still is one peak per hour.



SOA Throughput Sustained and Peak Requirements Discussion:  Previously, the group determine that the top 5 SOAs represented 67% of the total SOA messaging traffic.  The total bandwidth was calculated and multiplied by 67% to come up with a total bandwidth requirement for the top 5 SOAs.  This was then divided by 5 to derive a possible single SOA interface throughput requirement.  After reviewing this methodology, the group felt that dividing by 5 inappropriately spread the messaging traffic evenly among the top 5 SOAs.  A new methodology was discussed to project the sustained and peak rates for SOA interface throughput.  It was agreed to use the top SOA % participation (40% from the Mid-Atlantic Region), and the top SOA message traffic in the Busy Hour (19,326 from the Northeast Region) and plug this into the 4Q04 Summary spreadsheet for the Northeast Region.  This resulted in a sustained rate projection of 4.3 messages per second (updated to 4.0 mps during the May ’04 meeting).  Next, using 100% participation in the Northeast Region, the total NPAC bandwidth requirement was 10.7 messages per second (updated to 40.0 mps during the May ’04 meeting).  This was also determined to be the projected peak rate if a single SOA were to use 100% of the total NPAC bandwidth in a given period of time.









			NANC 394


			LNPA WG



6/16/04


			Consistent Behavior of Five-Day Waiting Period Between NPA-NXX-X Creation and Number Pool Block Activation, and Subscription Version Creation and its Activation


Business Need:


As specified in the PIM 38 problem statement, “The current NPA-NXX-X object (1K Pool Block) tunable of five(5) business days between the Create and Activate is too long and acts as a constraint against service providers.”



Many service providers use the 1K Pool Block methodology (in addition to Number Pooling Activities) to accomplish Network Re-Home and Acquisition activities.  Between the NPA-NXX-X (1K Pool Block) Object Creation date and the Block Activation date there is a mandatory five business day tunable period.  During this time, service providers cannot conduct SV activity until the NPA-NXX-X is both created and activated at the NPAC.  Any activity will result in error transactions or “SOA NOT AUTHORIZED” 7502.  The five business day waiting period allows for increased errors as service providers are unable to conduct activities for pending NPA-NXX-X objects.



Currently, the FRS does not require the NPAC to enforce a five business day delay for conventional ports (inter or intra).  However, the FRS does require the NPAC to enforce the waiting period for all Number Pool Blocks (NPBs).  Since the reason for the interval is to allow time to provision a switch trigger, consistent behavior is desired.



(continued)






			TBD


			FRS, IIS, GDMO


			Func Backwards Compatible:  YES



The functionality for both SV and NPB data within the NPAC will be modified to enforce the waiting period minimum (NPA-NXX-X Holder Effective Date Window tunable parameter, defaulted to five business days) only when a first port notification for the corresponding NPA-NXX has NOT previously broadcast.



In the proposed update, once a first port notification for an NPA-NXX has been broadcast, the NPA-NXX-X Holder Effective Date Window tunable parameter will not apply for subsequent NPB creates/activates, and will therefore allow NPA-NXX-X Creation to be followed by an immediate NPB Activation.



Additionally, for SV data, the addition of the waiting period minimum will provide a restriction that is currently not in the NPAC.  Once a first port notification for an NPA-NXX has been broadcast, the minimum restriction window will not apply for subsequent SV creates/activates.



Appropriate changes will also be made for modifications.






			Med


			TBD / N/A





			NANC 394 (con’t)


			(continued)



This change order will assist in resolving most of this problem.  Since almost all of these NPBs, have already had some porting activity and therefore a first port notification has previously been broadcast, the five day waiting period is not necessary.  This change order would require the NPA-NXX-X Holder Effective Date Window tunable parameter to be applied in situations only where the first port notification for the corresponding NPA-NXX had not previously been broadcast.



Additionally, this change order would add consistency by requiring the five day waiting period to be applied to SVs (inter or intra) in situations where the first port notification for the corresponding NPA-NXX had not previously been broadcast.






			





			NANC 399


			NeuStar



1/5/05


			SV Type and Alternative SPID Fields



Business Need:


Refer to separate document (NANC 399 ver zeroDOTthree.doc, dated 3/15/05).





			TBD


			TBD


			Func Backwards Compatible:  Yes






			


			





			NANC 359


			NeuStar 4/12/02


			Doc Only Change Order for SPID and Billing ID: Change definition for SPID and Billing ID


The current documentation does NOT explicitly state that SPID must be 4 alphanumeric characters, and Billing ID can be variable 1-4 alphanumeric characters.  The Billing ID is sometimes associated with a SPID value, so different interpretations said that it must be 4 alphacharacters, whereas others said it could be variable 1-4 as currently defined in the ASN.1.


			


			ASN.1


			Func Backwards Compatible:  YES



Change the current documentation to explicitly state SPID must be 4 alphanumeric characters, and Billing ID can be variable 1-4 alphanumeric characters.


Jan ’03 LNPAWG, approved, move to next documentation category.


			N/A


			N/A / N/A





			NANC 360


			NeuStar 4/12/02


			Doc Only Change Order for Recovery: Maximum TN Recovery Tunable


A recent business situation has created an implementation of a new Service Provider-specific tunable.  This doc-only change order will add this definition to the appropriate documentation.


			


			FRS, IIS, GDMO


			Func Backwards Compatible:  YES



Change the current documentation to explicitly state that the Service Provider-specific tunable (Maximum_TN_Recovery) is a tunable with a range of 1-10000, a default value of 2000, and is applicable for time-based recovery. 



Jan ’03 LNPAWG, approved, move to next documentation category.


			N/A


			N/A / N/A





			NANC 361


			World Com 5/13/02


			Doc Only Change Order for GDMO: Range Version of Object Creation Notification


The definition and behavior of the range notification associated with NANC 179 (SOA range notifications) in NPAC Release 3.1 should be modified.  According to the current specification, the range version of the object creation notification can support multiple sets of attributes.  However, the intent of NANC 179 was to only support one set of attributes for all TN/SVIDs in the range.



This change order requests that the definition for this notification be changed to only support one set of attributes per TN/SVIDs instead of potentially multiple sets of attributes.



Below is an excerpt of the ASN.1 definition for the RangeObjectCreation is:



RangeObjectCreationInfo ::= SEQUENCE {



   tn-version-id RangeNotifyTN-ID-Info,



   object-info SET OF ObjectInfo



}


			


			IIS, GDMO


			Func Backwards Compatible:  YES



Change the current documentation to explicitly state that the current NPAC implementation supports only one (1) element in the object-info. 



Jan ’03 LNPAWG, approved, move to next documentation category.


			N/A


			N/A / N/A





			NANC 364


			NeuStar 7/15/02


			Doc Only Change Order for ASN.1: Create Action comment


A comment should be removed.  According to the current specification, the TN Range attribute is related to Release 1.4 pooling.  However, optional attribute is valid for other downloads to the LSMS.  This change order requests that the comment be removed to avoid confusion.



Below is an excerpt of the ASN.1 definition for the CreateAction:



LocalSMS-CreateAction ::= SEQUENCE {



    actionId INTEGER,



    subscriptionVersionObjects SET OF SubscriptionVersionObject,



    tn-range TN-Range OPTIONAL -- used only on pooled ports for release 1.4



}


			


			IIS, ASN.1


			Pure Backwards Compatible:  YES



Change the current documentation by removing the “used only on pooled ports for release 1.4”. 



Jan ’03 LNPAWG, approved, move to next documentation category.


			N/A


			N/A / N/A





			NANC 365


			TSE 8/30/02


			Doc Only Change Order for IIS/GDMO: PTO and SV Query discrepancies between the two documents


1. PTO Processing Discrepencies



The GDMO states for subscriptionVersionNewSP-CreateBehavior that the new service provider must specify valid values for the LRN and GTT data.  In addition it states, "If the value of subscriptionPortingToOriginal-SPSwitch is TRUE, the LRN and GTT data should be specified as NULL."  However, data flows B.5.1.2 and B.5.1.3 both state that LRN and GTT data must be provided UNLESS subscriptionPortingToOriginal-SP is true.  So, in the one case the requirement is to provide NULL values for LRN and GTT data and in the other case the requirement is to not provide LRN and GTT data.  The GDMO and the data flows need to be made consistent.



2. SV Query Discrepencies



The GDMO states for subscriptionVersionNPAC-Behavior that subscriptionTimerType and subscriptionBusinessType are only returned on SOA queries to service providers that support these attributes.  However, data flow B.5.6 shows that subscriptionTimerType and subscriptionBusinessType are returned unconditionally.  The GDMO and the data flow need to be made consistent.


			


			IIS, GDMO


			Pure Backwards Compatible:  YES



Change the current documentation to be consistent and reflect the current behavior.



Jan ’03 LNPAWG, approved, move to accepted category.  Need to verify if it should be NULL or not specified.  Update the documentation to reflect this.



Upon further analysis, it was determined that the correct reference should be the following:
 - PTO - “not specified”
 - SV Query – “returned only if the SOA supports these attributes”


			N/A


			N/A / N/A





			NANC 371


			AT&T 11/6/02


			Doc Only Change Order for Audits: Update Behavior


The current documentation does NOT explicitly state that the NPAC requires audit names to be unique.


			


			FRS, IIS, GDMO


			Pure Backwards Compatible:  YES



Update the documentation to reflect the behavior of audit name within the NPAC.



Dec ’02 LNPAWG, approved, move to next documentation category.


			N/A


			N/A / N/A





			NANC 373


			NeuStar 11/19/02


			Doc Only Change Order: Conflict AVC


The current documentation does NOT list the AttributeValueChange notification when the NPAC automatically sets an SV from cancel-pending to conflict, upon exipiration of the appropriate timer.


			


			FRS, IIS, GDMO


			Pure Backwards Compatible:  YES



Update the current documentation to reflect the behavior of this notification within the NPAC.



Dec ’02 LNPAWG, approved, move to next documentation category.


			N/A


			N/A / N/A





			NANC 374


			NeuStar 11/20/02


			Doc Only Change Order: PTO SP


The current documentation does NOT indicate that for a PTO subscription version, the new SP must be the code holder (block holder if a NPB exists).


			


			FRS, IIS, GDMO


			Pure Backwards Compatible:  YES



Update the current documentation to reflect the behavior of this PTO SV activity within the NPAC.



Dec ’02 LNPAWG, approved, move to next documentation category.


			N/A


			N/A / N/A





			NANC 376


			NeuStar 12/2/02


			Doc Only Change Order: Modify Active with Failed List


The current documentation does NOT indicate that for a Modify Active of a subscription version with an existing Failed List, should be rejected by the NPAC.


			


			FRS, IIS, GDMO


			Pure Backwards Compatible:  YES



Update the current documentation to reflect the behavior of this Modify Active SV activity within the NPAC.



Dec ’02 LNPAWG, approved, move to next documentation category.


			N/A


			N/A / N/A





			NANC 377


			NeuStar 12/4/02


			Doc Only Change Order: Missing IIS Flow for 2nd Create by Old SP with Auth=FALSE


The current documentation does NOT have an IIS flow for this scenario.


			


			FRS, IIS, GDMO


			Pure Backwards Compatible:  YES



Update the current documentation to reflect the behavior of this Old SP Create activity within the NPAC.



Dec ’02 LNPAWG, approved, move to next documentation category.


			N/A


			N/A / N/A





			NANC 378


			TSE 12/5/02


			Doc Only Change Order: Missing IIS Flow for cancellation of a disconnect-pending SV


The current documentation does NOT have an IIS flow for this scenario.


			


			IIS, GDMO


			Pure Backwards Compatible:  YES



Update the current documentation to reflect the behavior of this cancellation activity within the NPAC.



Dec ’02 LNPAWG, approved, move to next documentation category.


			N/A


			N/A / N/A





			NANC 387


			TSE



9/3/03


			Doc-Only Change Order: IIS Updates



Business Need:


Need to correct some inconsistencies between the IIS flow pictures and/or the corresponding text.



1.  B.5.1.6.5:



1a.  The second paragraph of the text states "In this case, the new service provider SOA issued the create request".  It should state "In this case, the old service provider SOA issued the create request."



1b.  The picture and the text don't match.  In the picture we have a M-EVENT-REPORT subscriptionVersionNewSP-CreateRequest (subscriptionVersionRangeNewSP-CreateRequest) but in the text we have subscriptionVersionNewSP-ConcurrenceRequest (subscriptionVersionRangeNewSP-ConcurrenceRequest).  The text is incorrect.


2.  B.4.4.13:  Step 1 of the flow indicates the SOA is sending 'M-SET Request numberPoolBlock.'  The SOA cannot set the object numberPoolBlock but they can set numberPoolBlockNPAC.


3.  B.5.5.2:  In the picture Item 1 indicates M-ACTION Request subscriptionVersionRemoveFromConflict and Item 4 indicates M-ACTION Response subscriptionVersionRemoveFromConflict.  In the text the corresponding items indicate M-ACTION Request/Response subscriptionVersionNewSP-RemoveFromConflict.  The text is in error and needs to be corrected.


4.  B.6.4:  The text indicates that the SOA is sending the message to the NPAC but the picture shows the NPAC sending the message to the SOA.  The labels on the picture need to be reversed.


			TBD


			IIS


			Func Backwards Compatible:  YES



Update the current documentation to be consistent and reflect the current behavior.





			N/A


			N/A / N/A





			NANC 387 (con’t)


			Doc-Only Change Order: IIS Updates (continued)



5.  B.5.3.4:  Typo in the Title (Verison, should be Version).



6.  GDMO and ASN.1 reference, sections 6.1 and 6.2:  Typo in the version reference, should be (gdmo_v3_2_0_082602 and asn1_v3_2_0_082602).



7.  Discrepancies with the notification names regarding audits.  (need to add the <dash> in the name)



Flow B.2.1 SOA Initiated Audit - the notification name listed is "subscriptionAuditDiscrepancyRpt".  However, the GDMO has that notification as "subscriptionAudit-DiscrepancyRpt". Other parts of IIS, Part 1 also indicates the correct name to be "subscriptionAudit-DiscrepancyRpt" with the exception of section 4.1.1 Primary NPAC Mechanized Interface Operations.  The table there indicates "subscriptionAuditDiscrepancyRpt".



Flow B.2.7.2 NPAC SMS Performs Audit Comparisons for a SOA initiated Audit including a Number Pool Block (previously NNP flow 6.1.2) has the same error.



In IIS, Part 1, table under 4.1.4 Notification Interface Functionality, it lists a notification name of "subscriptionAudit-Results". The actual name should be "subscriptionAuditResults".



Incorrect notification names (need to remove the <dash> in the name):



-- subscriptionVersionOldSP-FinalConcurrenceWindowExpiration  (correct name per GDMO:  subscriptionVersionOldSPFinalConcurrenceWindowExpiration)



-- subscriptionVersionRangeOldSP-FinalConcurrenceWindowExpiration (correct name: subscriptionVersionRangeOldSPFinalConcurrenceWindowExpiration)



8.  Discrepancy with the first usage notification in the Dash-X Creation Notification flow (B.4.3.1).  Should be made consistent with the existing SV Object Creation Notification flow (B.5.1.1 and B.5.1.2).  Specifically, the first usage notification should come after the notification of the object that is created in response to the initial request (e.g., SV or Dash-X).



9.  Flow B.2.2, SOA Initiated Audit Cancellation.  The steps are out of order.  Should be 1, 4, 2, 3 (M-DELETE response comes before the M-EVENT-REPORT is sent out).



10.  Flow B.5.2.3, Subscription Version Modify Prior to Activate Using M-ACTION.  The note needs further clarification (updated words below are in yellow highlight).  NOTE:  The subscriptionStatusChangeCauseCode can only be modified when the subscriptionOldSP-Authorization is set to FALSE, and, if provided, it's ignored when the subscriptionOldSP-Authorization is set to TRUE.


11.  Flow B.5.6, incorrect object reference.  Text incorrectly says “M-GET serviceProvNetwork”, and should say “M-GET lnpSubscriptions”.



12.  Flow B.4.3.1, incorrect order of first usage and dash-x notif.  Correct text will have dash-x first, then first usage notif.  This is consistent with SV, B5.1.1 and B.5.1.2 where SV OCN first, then first usage notif.









			NANC 387 (con’t)


			Doc-Only Change Order: IIS Updates (continued)



13.  Flows B.5.2.4, B.5.3.2, two different steps in both of these flows, incorrect notif reference.  Text incorrectly says “subscriptionVersionAttributeValueChange”, and should just say “attributeValueChange”.



14.  Flows B.5.3.1, Text before the flow picture (A subscription version can be canceled when the current status is conflict, or pending or disconnect-pending) should be moved to the beginning of Section 5.3 as it applies to the whole section, not just flow B.5.3.1.



15.  Flows B.5.4.7.14, Text before the flow picture, says, “However, the number pool block is past the effective date, but has not yet been activated.”, and should say, “However, the NPA-NXX-X is past the effective date, but the number pool block has not yet been activated.”.



16.  B.5.5.1, SubscriptionVersion Conflict and Conflict Resolution by the NPAC SMS, This scenario shows a version being placed into conflict and removed from conflict by the NPAC personnel.  The title and text of this flow should be changed to "Subscription Version Conflict by the NPAC SMS" and the text changed accordingly as the flow only addresses putting the SV into conflict.



17.  B.5.5.1.1, Subscription Version Conflict and Conflict Resolution by the NPAC SMS (continued), The title of this flow should be changed to "Subscription Version Conflict Resolution by the NPAC SMS" as the flow only addresses the conflict resolution.



18.  B.5.5.4, Step 11 of the flow, says “M-EVENT-REPORT subscriptionVersionAttributeValueChange”, should say, “M-EVENT-REPORT attributeValueChange ”.



19.  updated intra-PTO flows.  Modify B.5.1.12, 13, 14, to indicate they apply to both Inter and Intra-PTO.  Add equivalent flows to cover intra-PTO (e.g., add one similar to B.5.1.12.1, but for Intra and number it B.5.1.12.2).  Add a note to B.5.1.11 to indicate that if Intra-PTO, next it will follow flow B.5.1.12/B.5.1.12.2 for successful activate scenario.









			NANC 391


			LNPA WG



1/7/04


			Doc-Only Change Order: FRS Updates



Business Need:


1.  Need to update functional/operational references to include wireless.  Specifically, references to “LSR” and “FOC” should be changed to “LSR/WPR” and “FOC/WPRR”






			TBD


			FRS


			Func Backwards Compatible:  YES



Update the current documentation to be wireless functional/business operations references.





			N/A


			N/A / N/A





			NANC 404


			NeuStar 7/15/05


			Doc Only Change Order: GDMO


The current documentation needs to be updated:



1.  Object 19, subscriptionAudit.  The behavior incorrectly states an AVC is sent to the originator.  This text will be removed.



subscriptionAuditBehavior BEHAVIOR



  DEFINED AS!



   When the subscriptionAuditStatus



   changes an attribute value change



   will be emitted to the audit requester


2.  Object 15, serviceProv.  The behavior does not list all applicable attributes.  The text in yellow will be added.



subscriptionAuditBehavior BEHAVIOR



  DEFINED AS!



   All attributes in this object,



   except serviceProvID, serviceProvType,



   serviceProvDownloadReason, and



   npacCustomerAllowableFunctions can be



(continued)


			


			IIS, GDMO


			Func Backwards Compatible:  YES



Correct the current documentation.





			N/A


			N/A / N/A





			NANC 404



(con’t)


			


			Doc Only Change Order: GDMO  (continued)


3.  Notif 24, applicationLevelHeartbeat.  The behavior does not mention the SP tunables.  The text in yellow will be added.



applicationLevelHeartbeatBehavior BEHAVIOR



  DEFINED AS!



This notification implements a SOA or LSMS Application Level Heartbeat function.  With this functionality, for SOA/LSMSs that support this functionality, the NPAC SMS will send a periodic Heartbeat message when a quiet period between the SOA/LSMS and the NPAC SMS exceeds the tunable value.  If a SOA/LSMS fails to respond to the Heartbeat message within a timeout period, the association will be aborted by the NPAC SMS.



Optionally, this notification may also be implemented on the SOA or LSMS.  With this functionality, regardless of the setting of the SOA/LSMS support flag, the SOA/LSMS will may send a periodic Heartbeat message when a quiet period between the SOA/LSMS and the NPAC SMS exceeds the tunable value.  If the NPAC SMS fails to respond to the Heartbeat message within a timeout period, the association will be aborted by the SOA/LSMS.


4.  Action 1, lnpDownload, and Action 15, lnpNotificationRecovery.  The behavior does not mention the swim-more-data indicator.  The text in yellow will be added to both Actions.



An action ID is generated by the NPAC and is added in the SWIM response linked replies.  In cases where the last linked reply contains a status of swim-more-data, this indicates that there is more data of the requested type to recover, and the requesting SOA/LSMS should repeat the same action.  For each ACTION response, the requesting SOA/LSMS must respond back with the action ID in the next lnpDownload action.








			NANC 405


			NeuStar 7/15/05


			Doc Only Change Order: IIS


The current documentation needs to be updated:



1.  Flow 5.5.5.  The ACTION is incorrectly identified.  This text will be corrected.



…SOA sends the M-ACTION subscriptionVersionOldSP-RemoveFromConflict…



2.  Part I of IIS, section 5.3.3, Error Handling.  The current documentation references the two original SP tunables for supporting detailed error codes.  The text needs to be updated to list all four SP tunables.



3.  Part I of IIS, section 5.2.1.9 Recovery Mode.  The current documentation needs to capture SP data,  New text in yellow.



Once an association is established in recovery mode by a Local SMS, the Local SMS should request service provider, subscription and network downloads and notifications that occurred during downtime.  Once an association is established in recovery mode by a SOA, the SOA should request service provider and network downloads and notifications that occurred during downtime.





			


			IIS, GDMO


			Func Backwards Compatible:  YES



Correct the current documentation.





			N/A


			N/A / N/A





			NANC 406


			NeuStar 7/28/05


			Doc Only Change Order: FRS


The current documentation needs to be updated:



1.  Req 74.4, Query Subscription Version - Output Data.  The attribute Download Reason is missing from the list.  This text will be corrected.



2.  Req RR6-178, 179, 180, Service Provider SOA Notification Channel tunable parameter.  Change all references of “tunable parameter” to “indicator”, to allow flexibility on the implementation of this feature.



3.  Req RR3-478, 479, 480, Regional NPAC NPA-NXX Live Indicator.  Change all references of “Regional NPAC NPA-NXX Live” to “Region Supports First Usage Effective Date”, to provide a closer association to the name of this feature.



4.  SOA Notification Priority Tunables, Appendix C.  L-11.0, G, updates with large font.  When a Pending or Conflict SV has been cancelled by the Old or New SP and the NPAC SMS has set the SV status to Cancel-Pending.  Also, when a Cancel-Pending SV is modified back (un-do) to Pending.  The notification is sent to both SOAs: Old and New.





			


			FRS


			Func Backwards Compatible:  YES



Correct the current documentation.





			N/A


			N/A / N/A





			


			


			


			


			


			


			


			








Cancel – Pending Change Orders



			Cancel - Pending Change Orders





			Chg Order #


			Orig. / Date


			Description


			Priority


			Category


			Proposed Resolution


			Level of Effort





			


			


			


			


			


			


			NPAC


			SOA LSMS





			


			


			


			


			


			


			


			





			


			


			


			


			


			


			


			





			


			


			


			


			


			


			


			








Current Release Change Orders



			Current Release Change Orders





			Chg Order #


			Orig. / Date


			Description


			Priority


			Category


			Proposed Resolution


			Level of Effort





			


			


			


			


			


			


			NPAC


			SOA LSMS





			


			


			See Implemented List for details on Release 3.2.






			


			


			


			


			








Summary of Change Orders



			Release # / Target Date


			Change Orders


			Backwards Compatible





			Open


			NANC 147 – Version ID Rollover Strategy



NANC 340 – Doc Only Change Order for IIS: Update Appendix A



NANC 349 – Batch File Processing


NANC 353 – Round-Robin Broadcasts Across SOA and LSMS Associations with separate SOA channel for



                       notifications (son of ILL 5)


NANC 362 – Vendor Metrics


NANC 372 – SOA/LSMS Interface Protocol Alternatives


NANC 384 – NPAC Change Order Effectiveness Metrics


NANC 389 – Production Equivalent Test-Bed


NANC 396 –NPAC Filter Management – NPA-NXX Filters



NANC 397 – Large Volume Port Transactions and SOA Throughput



NANC 398 – WSMSC data discrepancy situation with NANC 323 Migration



NANC 400 – URI Fields



NANC 401 – Separate LSMS Association for OptionalData Fields



NANC 402 – Validate Code Owner (SPID) Before Opening Code



NANC 403 –Only allow Recovery Messages to be sent during Recovery












NANC 407 –SPID Migration Automation Changes



NANC 408 – Doc Only Change Order:  FRS



NANC 409 – Doc Only Change Order:  IIS






			





			Accepted


			ILL 5 – Round-Robin Broadcast Across LSMS Associations



NANC 193 – TN Processing During NPAC SMS NPA Split Processing



NANC 200 – Notification of NPA Splits



NANC 219 – NPAC Monitoring of SOA/LSMS Associations



NANC 232 – Web Site for First Port Notifications



NANC 355 – Modification of NPA-NXX Effective Date (son of ILL 77)


NANC 363 – Lockheed-to-NeuStar private enterprise number


NANC 382 – “Port-Protection” System


NANC 390 – New Interface Confirmation Messages SOA/LSMS – to - NPAC


ion Version Creation and its Activation





			





			Next Documentation Release






			












































			





			Next (R3.3) Release


			ILL 130 – Application Level Errors 



NANC 138 – Definition of Cause Code Values-REVISITED



NANC 151 – TN and Number Pool Block Addition to Notifications



NANC 227 – 10-digit TN Filters (previously know as:  “Ability to Modify/Delete of Partial Failure SV”)



NANC 254 – NPAC Requirements – Subsequent Ports of Active SV with a Failed SP List



NANC 285 – SOA Requested Subscription Version Query Max Size



NANC 299 – NPAC Monitoring of SOA and LSMS Associations via Heartbeat



NANC 300 – 7 Digit Block Filters for Number Pooling



NANC 321 – NPAC Edit of Service Provider Network Data – NPA-NXX Data



NANC 343 – Doc Only Change Order for IIS: Exhibit 12 of IIS section 4.2.2 does not reflect all filtering



                      operations currently supported by the  NPAC SMS.



NANC 346 – GDMO Change to Number Pool Block Data Managed Object Class (Section 29.0)



NANC 347/350 – CMIP Interface Enhancements – abort behavior


NANC 348 – Bulk Data Download File for Notifications


NANC 351 – Recovery Enhancements – “Send me what I missed” recovery message


NANC 352 – Recovery Enhancements – recovery of SPID (customer data)


NANC 357 – Unique Identifiers for wireline versus wireless carriers (long term solution)


NANC 358 – Change for ASN.1: Change SPID definition


NANC 368 – Outbound Flow Control


NANC 375 –Limiting Ability to Remove Conflict Status with Certain Cause Code Values


NANC 383 – Separate SOA channel for notifications (subset of NANC 353)


NANC 385 – Timer Calculation – Maintenance Window Timer Behavior


NANC 386 – Single Association for SOA/LSMS


NANC 388 – Un-do a “Cancel Pending” SV


NANC 392 – Removal of Cloned Copies of SVs and NPBs


NANC 393 – NPAC Updated Performance Requirements


NANC 394 – Consistent Behavior of Five-Day Waiting Period Between NPA-NXX-X Creation and



                       Number Pool Block Activation, and Subscription Version Creation and its Activation


NANC 399 – SV Type and Alternative SPID Fields



NANC 359 – Doc Only Change Order for SPID and Billing ID: Change definition for SPID and Billing ID


NANC 360 – Doc Only Change Order for Recovery: Maximum TN Recovery Tunable


NANC 361 – Doc Only Change Order for GDMO: Range Version of Object Creation Notification


NANC 364 – Doc Only Change Order for ASN.1: Create Action comment


NANC 365 – Doc Only Change Order for IIS/GDMO: SV Query and PTO discrepancies between the two



                      documents


NANC 371 – Documentation Only – Audit Behavior


NANC 373 – Doc Only Change Order: Conflict AVC


NANC 374 – Doc Only Change Order: PTO LISP


NANC 376 – Doc Only Change Order: Modify Active with Failed List


NANC 377 – Doc Only Change Order: Missing IIS Flow for 2nd Create by Old SP with Auth=FALSE


NANC 378 – Doc Only Change Order: Missing IIS Flow for cancellation of a disconnect-pending SV


NANC 387 – Doc Only Change Order: IIS Updates


NANC 391 – Doc Only Change Order: FRS Updates


NANC 404 – Doc Only Change Order:  GDMO



NANC 405 – Doc Only Change Order:  IIS



NANC 406 – Doc Only Change Order:  FRS






			





			Cancel-Pending


			


			





			Current Release


			See Implemented List for details on R3.2






			








� It is appropriate to prevent the creation of a pooled block if any non-ported number in the block is “port-protected” since to allow the block’s creation would result in an inadvertent port of these numbers if the block eventually is assigned to another switch.  But the intra-SP porting activity required before creating a contaminated block must be allowed to occur without requiring end-users to temporarily lift the port restrictions on their numbers.  It therefore appears that an exception to the port protection validation is required, to allow a protected number to be intra-SP ported even if the number is “Port Protected.”  Without network data that is unavailable to NPAC today, the NPAC could not reliably determine whether an intra-SP port maintains the telephone number’s association with the same switch from which the number was served before the intra-SP port occurred.  A reasonable compromise appears to suppress the “Port-Protect” check when validating intra-SP ports rather than develop an elaborate validation process to address this scenario more completely.




� A modify of an active SV’s or block’s LRN can result in the move of a telephone number to a different switch and thus could result in an inadvertent port.  NeuStar is not proposing the “Port Protect” validation be applied to Modify actions because of the complexity of such validation.




� The validation of intra-SP ports occurs only if the involved SP has indicated in its NPAC SMS profile that this validation is desired.




� It is appropriate to prevent the creation of a pooled block if any non-ported number in the block is on the Port Protection list, since to allow the block’s creation would result in an inadvertent port of these numbers when (if) the block eventually is assigned to another switch.  But the intra-SP porting activity, necessary before creating a contaminated block, is allowed to occur without requiring that the port restrictions be lifted from TNs in the block.  This exception to the Port Protection validation is provided in order to allow a TN to be intra-SP ported even if the TN is on the Port Protection list.  The option to include intra-SP ports in the Port Protection validation process is provided at the individual LSP’s request.




� A modify of the LRN in an active SV or block record also can result in the move of a telephone number to a different switch and thus could result in an inadvertent port.  However, NeuStar is not proposing the Port Protection validation be applied to Modify actions because of the complexity of such a validation.
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OCTOBER 2005 LNPA ACTION ITEMS ASSIGNED:


NOTE:  THE ACTION ITEM NUMBERING SCHEME IS AS FOLLOWS:


· FIRST TWO DIGITS DESIGNATE THE MONTH OF THE LNPA MEETING


· SECOND TWO DIGITS DESIGNATE THE YEAR OF THE LNPA MEETING


· LAST TWO DIGITS DESIGNATE THE ACTION ITEM NUMBER


NEUSTAR ACTION ITEMS:


1005-01:  NeuStar will add an indicator on the SPID Migration Request Form for when 


there is an assumed LERG-effective date.  This will also serve as an indication as to why the verification of the code ownership may not have been done prior to scheduling the migration.


1005-02:  NeuStar will put a version history in the GDMO and ASN.1 documents that 


will cross-reference the current IIS version at that point in time, and where applicable, indicate compatibility with previous releases. 


FRANK REED (T-MOBILE) ACTION ITEMS:

1005-03:  Frank Reed, T-Mobile, will develop a NANC Change Order proposing 


automation of the NANC 323 SPID Migration process for discussion at the November LNPA meeting.  See related Action Item 1005-05.

GARY SACRA (VERIZON AND LNPA CO-CHAIR) ACTION ITEMS:


1005-04:  Gary Sacra, LNPA Co-Chair, and Ron Steen, BellSouth, will develop a letter to 


be sent to NANC and the VoN encouraging VoIP provider participation in the LNPA WG.

1005-05:  Gary Sacra, LNPA Co-Chair, will place a discussion of a NANC Change Order 


proposing automation of the NANC 323 SPID Migration process on the November LNPA meeting agenda for 3 hours (8:30 – 11:30 am Eastern on Wednesday, November 16, 2005).  See related Action Item 1005-03.

1005-06:  Gary Sacra, LNPA Co-Chair, will submit the attached approved LNPA 


Position Paper addressing Evidence of Authorization to the NANC and include in the LNPA NP Best Practices document.  This paper will be discussed at the November 30th NANC meeting.









[image: image1.emf]Evidence of  Authorization for FOC and CSR (Final).doc




1005-07:  Gary Sacra, LNPA Co-Chair, will place the attached issue addressing 


compliance to the INC’s LRN Assignment Practices in the LNPA’s NP Best Practices document.







[image: image2.emf]LRN - Compliance  with LRN Assignment Practices (Final).doc




1005-08:  Gary Sacra and Paula Jordan, LNPA Co-Chairs, will contact NANC Chairman 


 
Bob Atkinson to discuss voting rights at the LNPA WG.


1005-09:  Gary Sacra, LNPA Co-Chair, will place a discussion of the scheduling of new 


release upgrades to the SOW 34 Test Bed on the November LNPA meeting agenda.

ROB SMITH (SYNIVERSE) ACTION ITEMS:

1005-10:  Related to Action Item 1005-14, Rob Smith, Syniverse, will:


1. identify the average time it takes to complete an inter-modal port,


2. identify the average time it takes to complete an inter-modal port of a reseller number,


3. identify the % of inter-modal ports resulting in “CSR Too Large,”


4. identify the average time it takes to complete a “CSR Too Large” port.


LNPA PARTICIPANTS ACTION ITEMS:

1005-11:  LNPA Participants are to review the revised LNPA NP Best Practices 


document on the LNPA website and come to the November LNPA meeting prepared to discuss.  The link to the document will be distributed prior to the November meeting.

SERVICE PROVIDER ACTION ITEMS:

1005-12:  Service Providers are to determine if the performance tests in Sections 5 and 6 


in the attached Group Service Provider Certification and Regression Test Plan still have any value and come prepared to the November LNPA meeting to decide whether they should stay in the plan or be deleted.











[image: image3.emf]Group_SP_Cert__Re gression_Test_Plan_thru_3.3_rel3.3.a.zip




1005-13:  Service Providers are to review the attached Verizon contribution on 


compliance to Jurisdictional information Parameter (JIP) and come to the November LNPA meeting prepared to discuss.











[image: image4.emf]VZ COMM JIP  Contribution v2.doc




WIRELESS SERVICE PROVIDER ACTION ITEMS:

1005-14:  Related to the attached PIMs 32, 42, and 50, Wireless Service Providers are to: 


1. identify what % of their ports are inter-modal,


2. identify what % of No. 1 are ports of reseller numbers, 


3. identify what % of intermodal ports result in fallout,


4. identify what % of No. 3 fall out for ports of reseller numbers.  


This will be discussed at the November LNPA meeting.  See related Action Item 1005-10.




[image: image5.emf]PIM 32v4.doc




[image: image6.emf]PIM42 v2.doc




[image: image7.wmf]"PIM 50.doc"




ACTION ITEMS REMAINING OPEN FROM PREVIOUS LNPA MEETINGS:

0904-09:  Related to PIM 32, Rob Smith, will contact wireline carriers’ Account 


Management contacts to determine if their respective Customer Service Record (CSR) reject messages can be modified to indicate that a reseller or Type 1 number is involved in the port request.








[image: image8.wmf]"PIM 32 v3.doc"




October meeting update:  Item is still in progress and remains Open.  This Action Item has been modified to reflect that it is now only relevant to PIM 32, with the withdrawal of PIM 34.  Also, Rob Smith will contact wireline carriers’ Account Management contacts rather than their Change Management contacts.

0205-04:  Related to Action Item 0205-15, NeuStar will continue to monitor any NPAC 


Help Desk reports of codes opened by the wrong provider, and monitor ongoing SPID migrations for the correction of any codes opened by the wrong provider.  NeuStar will provide readouts at the January 2006 and July 2006 LNPA meetings.


October meeting update:  Item remains Open.  NeuStar will continue to collect data at the Help Desk and during SPID migrations.  This Action Item was modified to reflect that NeuStar will provide readouts at the January 2006 and July 2006 LNPA meetings.

0605-16:  Regarding the attached PIMs 42 and 44, Rob Smith, Syniverse, will develop a 


document that further explains the PIM 42 and 44 issues and why these fields are not necessary for wireless providers, to be used by wireless carriers to explain and work with their ILEC Account Teams.  See related Action Items 0605-08 and 0605-15.




[image: image9.wmf]"PIM 42.doc"
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October meeting update:  Item remains open.

0605-22:  At the June meeting, NeuStar reported that some protocols are being used by 


provider platforms for traffic communication with the NPAC that are not supported in the requirements for the interface.  NeuStar wants to open up a dialogue to tighten down on the protocols being used.  A firewall for security has been put in place as part of the Linux migration.  Supported protocols are listed in the attached document, e.g. CMIP.  Examples of protocols being used that are not supported in requirements for the interface include Echo protocol on Port 7.  The NeuStar security group has deemed this a risk area that needs to be eliminated.  Implementation of controls is scheduled for the end of 2006 to enable those SPs time to adjust to the change in tightening down on those allowed protocols.  NeuStar wants to open up a dialogue to see if there are any protocols that they have missed so they can be included.  Service Providers and Local System Vendors are to review the document and come prepared in July to discuss.  








[image: image11.emf]NPAC network  protocols v1.0.doc




October meeting update:  Item remains open.

0705-17:  Wireless Service Providers are to work change control efforts for the following 


 
PIMs through their appropriate wireline Account Management teams:


· PIM 32




[image: image12.emf]PIM 32v4.doc




· PIM 42 (reference documents follow)
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· PIM 50




[image: image17.wmf]"PIM 50.doc"





October meeting update:  Item remains open.


0905-12:  At the September 2005 LNPA meeting, David Taylor, SBC, reported observing 


that a service provider opened 5 NXX codes in NPAC over the course of two days and almost immediately ported thousands of numbers to the LRN of the same switch that the NXX codes were assigned to in the LERG.  David will contact that carrier to determine why this was done and report to the LNPA at the October meeting.


October meeting update:  Item remains open.
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NANC – LNPA Working Group
                     
Problem/Issue Identification Document






LNP Problem/Issue Identification and Description Form



Submittal Date (mm/dd/yyyy): 01/17/2005



Company(s) Submitting Issue: Syniverse



Contact(s):  Name: Rob Smith




         Contact Number: 813.273.3319 



         Email Address: Robert.smith@syniverse.com



(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)



1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)



A large number of wire line to wireless ports fail the automated process because they are from large accounts where the customer service record (CSR) is too large to return on a CSR query.  The CSR is needed to complete an LSR.



2. Problem/Issue Description: (Provide detailed description of problem/issue.)



A. Examples & Impacts of Problem/Issue: The automated process for porting from wire line to wireless is dependent on obtaining the customer service record (CSR) that provides additional information needed to complete an LSR.  “CSR too large” is one of the more frequent causes of fall-out for intermodal ports.  It occurs when a number is being ported from a large account such as a hospital, school or large business.  There is a limit to the size of the CSR file that can be returned.  The current systems of wireline providers will return the entire CSR when only a small amount of data is relvant and needed.  Typically a file cannot exceed  1 MB.  Consequently these ports for numbers within large accounts fail and must be worked manually. 



B. Frequency of Occurrence: Between 100 and 200 ports each month



.


C. NPAC Regions Impacted:



 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     



 West Coast___  ALL_x_



D. Rationale why existing process is deficient: These ports must be manually processed and require a lot of time and effort to process.


E. Identify action taken in other committees / forums: 



No other yet.



F. Any other descriptive items: __


__________________________________________________________________________________________________________________________________________________________________________



3. Suggested Resolution: 



Porting systems could be designed within the ILECs so that only information relevant to the particular number being ported is returned in response to a CSR query.  


LNPA WG: (only)



Item Number: 0050



Issue Resolution Referred to: __________


Why Issue Referred:


____________________________________________________________________________________________________________________________________________________________________________



______________________________________________________________________________________
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NANC – LNPA Working Group
                     
Problem/Issue Identification Document






LNP Problem/Issue Identification and Description Form



Submittal Date (mm/dd/yyyy): 7/7/2004



Company(s) Submitting Issue: Syniverse



Contact(s):  Name: Rob Smith 



         Contact Number: 813-273-3319   




         Email Address: robert.smith@syniverse.com 



(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)



1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)



The wireless process for porting based on developing and sending a ‘wireless port request’ (WPR) does not collect and provide all the information that is needed to map to the wire line ‘local service request’ (LSR).  Fields that are required for wire line porting may have no relevance to wireless porting.  Where the information is not available the ports fail. The LSOP committee intentionally made these fields ‘optional’ because of wireless number portability.  Some individual ILEC business rules still require these fields. 



2. Problem/Issue Description: (Provide detailed description of problem/issue.)



A. Examples & Impacts of Problem/Issue: 



 The ‘EU Address’ fields – End User Address on the End User forms



A wireless end user has a billing address but does not have or require an address where service is provided and this information is not necessary to port a number.  The end user service address is used to tell wireline service personnel a location to make installations and repairs.  The wireless billing address does not always map to the wireline service address since bills may be sent to a different address then the service location.  The address ‘25W 450 1/2 SW Camino Ramon Lane NW, Floor 12, Building 2, Suite 23A.’ is used as an example to illustrate the service address fields.




SAPR - Service Address Prefix - ‘25W’




SANO – Service Address Number – ‘450’




SASF – Service Address Suffix – ‘1/2’




SASD – Service Address Street Directional – ‘ SW’




SASN – Service Address Street Name – ‘Camino Ramon’




SAST – Service Address Street Type – ‘LN’




SASS – Service Address Street Directional Suffix – ‘ NW’




LD1 – Location Designator 1 – ‘FL’




LV 1 – Location Value 1 – ‘12’




LD2 – Location Designator 2 – ‘ BLDG.’




LV2 – Location Value 2 – ‘2’




LD3 – Location Designator 3 – ‘STE’




LV3 – Location Value 3 – ‘23A’




AAI – Additional Address Information – ‘Trailer behind gas station’



This information is required on an LSR, but is subject to edit rejection even when taken from a CSR



The TOS fields – Type Of Service on the Local Request form



This field supports 4 different variables.  The first is ‘type’ and has 5 options, which are residential, business, government, coin or home office.  The second is ‘product’ and has 17 options, which include Single line, multi line, Advanced Services, ISDN, Data Voice Shared, CENTRIX, PBX trunk and Not Applicable.  The third is ‘class’ and has 5 options, which are measured rate, flat rate, message, pre-pay overtime, and not applicable.  The forth is ‘characterization’ and includes foreign exchange, Semi-public, Normal, Prison Inmate, RCF, 800 Service, WATS, Hotel/Motel, Hospital and Not applicable.  This information is not available from the WPR.  In cases where these services have not been canceled, these ports are often rejected by ILECs.



A recent FCC ruling in March 2005, Doc. No. 03-251, includes language prohibiting the rejection or delay of ports due to other services being on the line such as DSL.



This information is often required on LSRs.  Some ILECs require that these services be canceled before a port may occur.  End users may inadvertently cancel the phone line service rendering the number no longer portable.



The MI – The Migration Indicator on the Number Portability form



According to LSOG guidelines, the MI field is ‘optional’ when the ACT field is populated with ‘V’ for “Conversion of service to a new LSP” which is always the case when a number is porting.   The options when a number is porting is ‘A’ for “Partial migration converting lines/numbers to a new account”, and ‘B’ for “Full migration converting lines/numbers to a new account”.   This information is required on an LSR and is dependent on an end user’s decision to port one or some numbers on an account or all numbers on an account closing the account. 


B. Frequency of Occurrence:



10 to 100 times daily



C. NPAC Regions Impacted:



 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     



 West Coast___  ALL_x_



D. Rationale why existing process is deficient: The current process causes ports to fail and substantial fall-out and manual processing.



E. Identify action taken in other committees / forums:  This could become moot if PIM 39 is first successful which would be to reduce the number of required validation fields to a small set.  This was be referred to the LSOP and the Intermodal Taskforce under ATIS.  The recommended that since they had already taken action to make these fields ‘optional’ there was noting that they could do.  They recommended that the issue be addressed directly with the ILEC’s who still require these fields. 



F. Any other descriptive items: __



__________________________________________________________________________________________________________________________________________________________________________



3. Suggested Resolution: 



The problem would be resolved if carriers did not require these optional fields identified above to be populated on LSRs for numbers porting from wireline to wireless.



LNPA WG: (only)



Item Number: 0042v2


Issue Resolution Referred to: _________________________________________________________


Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________
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NP Best Practices Matrix 



Major Topic



Compliance to LRN Assignment Practices



Decisions/Recommendations



It has been brought to the attention of the LNPA WG that Service Providers are finding instances where an LRN has been entered on a Ported or Pooled telephone number in the NPAC, but the LRN on that record is not shown in the LERG. This situation is not causing call completion issues, but may cause additional time and work in Trouble resolution and identifying Carrier ownership of the LRN.


The Industry Numbering Committee (INC) has established the "LRN Assignment Practices" to advise Service Providers on how to establish LRN’s and notify the industry of their LRNs. The way the Service Providers notify the industry is detailed in the INC Assignment Practices, and it states, "The LRN will be published in the LERG."


The LNPA WG agrees with the INC guidelines and recommends all Service Providers, to the extent possible based on current Business Integrated Routing and Rating Database Systems (BIRRDS) edits, follow these practices and insure all their LRNs are published in the LERG.


The INC "LRN Assignment Practices" are located on the following website.


http://www.atis.org/inc/docs.asp


Two examples where LRNs missing in the LERG may cause problems:



 1) When the LRN information in the LERG is used to identify the carrier to which to send Access Billing records, without the LRN being populated in the LERG, the records fall out of automated system processing and require manual handling to determine the carrier.



 2) Even though the NPA-NXX is shown in the LERG and open in the network so the call should complete, if a trouble is experienced and a Trouble Ticket is opened, not having the LERG entry correct may lead to increased confusion and more investigation time during the resolution process to determine who the LRN belongs to.
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NPAC SMS/Group Service Provider Certification and Regression Test Plan 




For New Entrants Certification and Existing Service Providers/Vendors Regression Testing up to and including NPAC Release 3.3



September 30, 2005



Release 3.3.0a



Publication History




				NANC FRS/IIS Version



				Test Plan Release Date



				Description







				R3.2.0a



				2/18/03



				This is the first version of a new ‘living’ Group Turn Up Test Plan.  This document contains a matrix of all Turn Up test cases that have been defined per NPAC software release for execution in a ‘multiple Service Provider’ or ‘group’ environment.  All test cases identified in the matrix herein are also included in this document.  Moving forward all test cases defined for a functional release that are to be executed in a group environment will be added to this document.







				R3.2.2a



				1/19/04



				Updated Matrix to include “Group” test cases identified to validate R3.2 functionality, and added respective test cases.







				R3.2.2b



				2/12/04



				Deleted procedures for NANC 323-1 test case due to delay in testing.  These test case procedures will be updated to more appropriately support the unique testing approach required to efficiently test this functionality and will be published in coordination with the actual testing cycle.







				R3.3.0a



				9/30/05



				Updated Matrix to remove functional test cases from previous releases and included functional test cases for NPAC Release 3.3.  Added Test Cases as required corresponding with the updated Matrix.  Incorporated NANC 323 procedures for regression testing.  Added NPA Split regression test cases.
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1.   Preface




1.1 Purpose of this Document




The purpose of this document is to identify the Turn Up Test Cases to be executed by different Service Providers and/or Vendors during the group phase of Turn Up testing.  Chapter 3 contains a Group Test Case Matrix, which contains all test cases written with the purpose of execution in the group environment.  The matrix also indicates the recommended Test Cases for regression testing against the NPAC software in a group environment.




Actual Entrance and Exit criteria for test execution/completion are an agreement between individual Service Providers and NeuStar, Inc.  Regression Testing is required for each new release of Vendor (SOA and/or LSMS) software as well as each new release of NPAC SMS software.




1.2 Group Testing:




In addition to the Test Cases listed in this Individual Service Provider Test Case Matrix in the NPAC SMS/Individual Service Provider Certification and Regression Test Plan, Service Providers are required to participate in group testing.  Group testing consists of two parts and requires the participation of multiple service providers in the test environment.  




The first phase of group testing is called “Round Robin” testing.  Instructions for the “Round Robin” testing are contained in this section. 




The second phase of group testing consists of testing certain NPAC Turn Up Test Cases in the multiple service provider environment, based on the purpose of the testing.  For example, if the purpose of testing is to re-certify an “Experienced Service Provider with Experienced Vendor” (refer to relationship definitions in section 2 of the NPAC SMS/Individual Service Provider Certification and Regression Test Plan) then Group Testing would consist of the round robin phase as well as test cases identified for group testing for the current release of NPAC software for which they are seeking certification.  If the purpose of testing is to certify a “New Service Provider with New Vendor”, then Group Testing may consist of the round robin phase as well as a suite of test cases selected by the lead NPAC test engineer that should be executed in a group environment in order to certify to the NPAC software.  




1.2.1 Round Robin 




Round Robin testing involves porting a TN from SP1, among the other service providers and back to SP1.  It is considered to be one test case with multiple steps and needs to be executed by the service providers and NPAC Personnel as a team.




Note:  Three round robin test cases should be performed – success, partial failure, and failure. 




1.2.1.1 Port TN from SP1 to SP2 - 1st time ported TN. 




As the new service provider, SP2 (SPID2) creates a pending port (newSP-Create) for TN TN1. SP1 (SPID1) concurs with the pending port. Next, SP2 activates the pending port and the NPAC SMS broadcasts an M-Create of the subscriptionVersion object to all LSMSs. 




Note: Since this is a 1st time ported TN, a new NPA-NXX notification  (NPA-NXX for TN1) should be sent to all SOA and LSMSs when the pending port is created. 




NPAC Personnel issues an audit of TN TN1 to all service providers and verifies the results of the audit (TN and GTT data) via the audit report. Also, the service providers verify the port by issuing queries to the NPAC SMS for the active TN. 




1.2.1.2 Port TN from SP2 to SP3 - previously ported TN. 




As the new service provider, SP3 (SPID3) creates a pending port (newSP-Create) for TN TN1. SP2 concurs with the pending port. Next, SP3 activates the pending port and the NPAC SMS broadcasts an M-Create of the subscriptionVersion object to all LSMSs.  




NPAC Personnel issues an audit of TN TN1 to all service providers and verifies the results of the audit (TN and GTT data) via the audit report. Also, the service providers verify the port by issuing queries to the NPAC SMS for the active TN. 




1.2.1.3 Port TN from SP3 to SP4 - previously ported TN.




 As the new service provider, SP4 (SPID4) creates a pending port (newSP-Create) for TN TN1. SP3 concurs with the pending port. Next, SP4 activates the pending port and the NPAC SMS broadcasts an M-Create to the subscriptionVersion object to all LSMSs.  




NPAC Personnel issues an audit of TN TN1 to all service providers and verifies the results of the audit (TN and GTT data) via the audit report. Also, the service providers verify the port by issuing queries to the NPAC SMS for the active TN.




1.2.1.4 Port TN from SP4 to SP1 "port to original" – previously ported TN.




As the new service provider and original owner of the TN, SP1 creates a pending port (newSP-Create) with the "port to original" flag equal to TRUE for TN TN1.  SP4 (SPID1) concurs with the pending port.  Next, SP1 activates the pending port and the NPAC SMS broadcasts an M-Delete for the Subscription Version object to all LSMSs. 




NPAC Personnel issues an audit of TN TN1 to all service providers and verifies the results of the audit (TN and GTT data) via the audit report.  Also, the service providers verify the port by issuing queries to the NPAC SMS for the TN and getting a result equivalent to “No Record Found”.




2.   Related Documents:




Additional information can be found in the following documents:




North American Numbering Council (NANC), Functional Requirements Specification, Number Portability Administration Center (NPAC) Service Management System (SMS), Version 3.3.0e.





NPAC SMS Interoperable Specifications, NANC Version 3.3.0.c.




NPAC Release 3.3 Functional Test Cases, Release 3.3.0c



NPAC SMS Individual Service Provider Certification and Regression Test Plan, Version 3.3.0a




With release 3.1a, the NPAC SMS Individual Service Provider Certification and Regression Test Plan was broken into ‘parts’ since the document size was getting too large for the application to function efficiently.  The following chapters are published with that document under the following file names:




				CHAPTER NAME



				FILE NAME







				Chapter 8 Individual Turn Up Test Scenarios Related to NPAC Release 1.



				Cert & Regression Test Plan Chapter 8 thru 3.3.0







				Chapter 9 Individual Turn Up Test Scenarios Related to NPAC Release 2.



				Cert & Regression Test Plan Chapter 9 thru 3..3.0







				Chapter 10 Individual Turn Up Test Scenarios Related to NPAC Release 3.0.X



				Cert & Regression Test Plan Chapter 10 thru 3.3.0







				Chapter 11 Individual Turn Up Test Scenarios Related to NPAC Release 3.1.X



				Cert & Regression Test Plan Chapter 11 thru 3.3.0







				Chapter 12 Individual Turn Up Test Scenarios Related to NPAC Release 3.2.X



				Cert & Regression Test Plan Chapter 12 thru 3.3.0







				Chapter 13 Individual Turn Up Test Scenarios Related to NPAC Release 3.3.X



				Cert & Regression Test Plan Chapter 13 thru 3.3.0











3.   Group Turn Up Test Case Matrix:




This section contains a matrix of all test cases written and defined for Service Provider Turn Up testing in a multiple service provider environment up to and including Release 3.2.  




				



				New Entrant Test Cases



				Re-gression



				SOA



				LSMS







				Test Case Objective



				New SP w/ New Vendor



				Exp SP w/ New Vendor



				New SP w/ Exp Vendor



				Exp SP w/ Exp Vendor



				



				







				Release 1.0 Test Cases







				3.1 Round Robin Testing







				3. SP2SP Testing



				X



				X



				X



				X



				X



				X







				4. Partner Testing – SP1 with SP2



				X



				X



				X



				X



				X



				X







				5. Partner Testing – SP3 with SP4



				X



				X



				X



				X



				X



				X







				6. Performance Testing 







				6.1 Single TN Volume Testing



				Test case procedures incorporated into test case 1.1 from Release 2.0.







				6.2 TN Range Volume Testing



				Test case procedures incorporated into test case 1.3 from Release 2.0.







				6.3 Stability Testing



				X



				X



				X



				X



				X



				X







				6.4 Stress Testing



				X



				X



				X



				X



				X



				X







				7. Disaster Recovery







				7.1 Scheduled Site Switchover



				











Removed from Group phase.  Maps to test case 8.2.1 in Rel 1.0 Individual Certification.







				7.2  Unscheduled Site Switchover



				











Removed from Group phase.  Maps to test case 8.2.2 in Rel 1.0 Individual Certification.







				7.3 Scheduled Downtime



				











Test Case no longer required.







				8. NPA Splits







				8.5.1 Permissive Dialing Period is Successfully Started - NPAC Personnel User – Success



				



				



				



				X



				X



				X







				8.5.5 Perform Port-to-Original during the Permissive Dialing Period of the NPA Split.– Success



				



				



				



				X



				X



				X







				Release 2.0 Test Cases







				Performance Test Cases







				1.1 Single TN Volume Testing with non-pooled TNs  (TNs that are not part of a 1K Block)



				X



				X



				X



				X



				X



				X







				1.2 Single TN Volume Testing with pooled TNs



				X



				X



				X



				X



				X



				X







				1.3 TN Range Volume Testing with non-pooled TNs  (TNs that are not part of a 1K Block)



				X



				X



				X



				X



				X



				X







				1.4 TN Range Volume Testing with pooled TNs



				X



				X



				X



				X



				X



				X







				Release 2.0 Functional Group Test Cases







				ILL 79 – Group 1 SOA – Service Providers, using their SOA systems, where their SOA Network Data Download Association Function is set to ‘ON’, issue a Network Data and Notification Recovery Request by specifying a Time Range – Success



				Removed from Group phase.  Test case procedures incorporated intotest case 187-4 from Release 3.2 Individual Certification.







				ILL 79 – Group 2 LSMS – Service Providers, using their LSMS systems, where LSMS Network and Subscription Data Download Association Function is set to ‘ON’, issue a Network Data and Notification Recovery Request by specifying a Time Range – Success



				Removed from Group phase.  Test case procedures incorporated into test case 187-1 from Release 3.2 Individual Certification.







				NANC 48 – Group 1 SOA – ‘Associated’ SPID ‘B’ creates an LRN (at least 4 Service Provider’s are configured to operate in this region, 1 ‘Primary’ SPID (‘A’), 2 ‘Associated’ SPIDs (‘B’ and ‘C’) and one other SPID ‘D’ – neither Primary or Associated) SPID ‘B’, and SPID ‘D’ are configured with their SOA Network Data Download Association Function and LSMS Network and Subscription Data Download Association Function set to ‘ON’, SPID ‘A’ and SPID ‘C’ is configured with their SOA Network Data Download Association Function set to ‘OFF’ and their LSMS Network and Subscription Data Download Association Function is set to ‘ON’ - Success



				











Removed from Group phase.  Maps to test case NANC 48-2 in Rel 2.0 Individual Certification.







				NANC 48 – Group 2 NPAC OP GUI – NPAC Personnel create a Service Provider Profile for a New Service Provider in a region where ‘Primary’ and ‘Associated’ Service Providers exist. (At least 4 Service Provider’s are configured to operate in this region, 1 ‘Primary’ SPID (‘A’), 2 ‘Associated’ SPIDs (‘B’ and ‘C’) and one other SPID ‘D’ (neither Primary or Associated).  SPID ‘B’, and SPID ‘D’ are configured with their SOA Network Data Download Association Function set to ‘ON’ and their LSMS Network and Subscription Data Download Association Function set to ‘ON’.  SPID ‘A’ and SPID ‘C’ are configured with their SOA Network Data Download Association Function set to ‘OFF’.  SPID ‘A’s’ LSMS Network and Subscription Data Download Association Function is set to ‘OFF’.  SPID ‘C’s’ LSMS Network and Subscription Data Download Association Function is set to ‘ON’ – Success



				







Removed from Group phase.  Maps to test case NANC 48-3 in Rel 2.0 Individual Certification.







				NANC 48 – Group 3 NPAC OP GUI – NPAC Personal verify that a Service Provider that is functioning properly as neither a Primary nor Associated SPID can function properly as an Associated SPID, be dis-associated from its Primary SPID and again function properly as neither a Primary nor Associated SPID



				







Removed from Group phase.  Maps to test case NANC 48-4 in Rel 2.0 Individual Certification.







				Release 3.0 Test Cases







				3. NPA-NXX-X Information







				3.1 Create NPA-NXX-X Information







				3.1.1 NPAC OP GUI - NPAC Personnel create NPA-NXX-X Information, where the Block Holder SPID is the same as the Code Holder SPID and must be neither a primary or secondary SPID and the NPAC SMS schedules the Number Pool Block create, and the NPAC SMS activates upon scheduled date and time. The following Service Provider configurations are in place:




1 with EDR LSMS and the LSMS NPA-NXX-X Indicator set to TRUE and SOA NPA-NXX-X Indicator set to FALSE with a filter set to receive the download.




1 with EDR LSMS and the LSMS NPA-NXX-X Indicator set to FALSE and SOA NPA-NXX-X Indicator set to TRUE with a filter set to receive the download.




1 with non-EDR LSMS and the LSMS NPA-NXX-X Indicator set to TRUE and SOA NPA-NXX-X Indicator set to FALSE with a filter set to NOT receive the download.




1 with non-EDR LSMS and the LSMS NPA-NXX-X Indicator set to FALSE and SOA NPA-NXX-X Indicator set to TRUE with a filter set to NOT receive the download).




 - Success



				











Removed from Group phase.  Maps to test case 3.1.1 in Rel 3.0 Individual Certification.







				3.1.2 NPAC OP GUI - NPAC Personnel create NPA-NXX-X Information where the NPA-NXX has not had any previous ports and where the Block Holder SPID is the primary SPID and the Code Holder SPID is the associated SPID. The following Service Provider configurations are in place:




1 with LSMS NPA-NXX-X Indicator set to TRUE and SOA NPA-NXX-X Indicator set to FALSE with a filter set to receive the download.




1 with LSMS NPA-NXX-X Indicator set to FALSE and SOA NPA-NXX-X Indicator set to TRUE with a filter set to receive the download.




1 with LSMS NPA-NXX-X Indicator set to TRUE and SOA NPA-NXX-X Indicator set to FALSE with a filter set to NOT receive the download.




1 with LSMS NPA-NXX-X Indicator set to FALSE and SOA NPA-NXX-X Indicator set to TRUE with a filter set to NOT receive the download).




– Success



				











Test Case procedures incorporated into test case 3.1.1 in Rel 3.0 Individual Certification. 







				3.1.3 NPAC OP GUI - NPAC Personnel create NPA-NXX-X Information where the NPA-NXX has not had any previous ports and where the Block Holder SPID is the associated SPID and the Code Holder SPID is the primary SPID. The following Service Provider configurations are in place:




1 with LSMS NPA-NXX-X Indicator set to TRUE and SOA NPA-NXX-X Indicator set to FALSE with a filter set to receive the download.




1 with LSMS NPA-NXX-X Indicator set to TRUE and SOA NPA-NXX-X Indicator set to FALSE with a filter set to NOT receive the download.




1 with LSMS NPA-NXX-X Indicator set to FALSE and SOA NPA-NXX-X Indicator set to TRUE with a filter set to receive the download.




1 with LSMS NPA-NXX-X Indicator set to FALSE and SOA NPA-NXX-X Indicator set to TRUE with a filter set to NOT receive the download).




– Success



				











Removed from Group phase.  Maps to test case 3.1.3 in Rel 3.0 Individual Certification.







				3.2 Modify NPA-NXX-X Information







				3.2.1 NPAC OP GUI - NPAC Personnel modify the Effective Date of the NPA-NXX-X Information - Success



				











Removed from Group phase.  Maps to test case 3.2.1 in Rel 3.0 Individual Certification.







				3.3 Delete NPA-NXX-X Information







				3.3.1 NPAC OP GUI - NPAC Personnel delete NPA-NXX-X Information when subordinate information (Number Pool Block and Subscription Versions) exist, post Effective Date, to 4 LSMSs with the following configurations:




1 with LSMS NPA-NXX-X Indicator set to TRUE and SOA NPA-NXX-X Indicator set to FALSE with a filter set to receive the download.




1 with LSMS NPA-NXX-X Indicator set to TRUE and SOA NPA-NXX-X Indicator set to FALSE with a filter set to NOT receive the download




1 with LSMS NPA-NXX-X Indicator set to FALSE and SOA NPA-NXX-X Indicator set to TRUE with a filter set to receive the download




1 with LSMS NPA-NXX-X Indicator set to FALSE and SOA NPA-NXX-X Indicator set to TRUE with a filter set to NOT receive the download




 - Success



				











Removed from Group phase.  Maps to test case 3.3.1 in Rel 3.0 Individual Certification.







				3.3.5 NPAC OP GUI – NPAC Personnel delete NPA-NXX-X Information to 3 LSMSs (2 EDR and 1 non-EDR – all systems completely fail the request) – Success



				











Removed from Group phase. Maps to test case 3.3.5 in Release 3.0 Individual Certification.







				3.3.6 NPAC OP GUI - NPAC Personnel re-send a failed NPA-NXX-X de-pool request (3 SPIDs on the Failed-SP-List, 2 EDR and 1 non-EDR - resend to only  1 EDR SPID in the Failed-SP-List, the resend is successful to this one system) - Success



				











Removed from Group phase.  Maps to test case 3.3.6 in Rel 3.0 Individual Certification.







				3.3.7 NPAC OP GUI - NPAC Personnel re-send a partially-failed NPA-NXX-X de-pool request (1 Service Provider is in the Failed-SP-List - resend to the only Service Provider (a non-EDR LSMS) in the Failed-SP-List, the resend is successful to this one system) – Success



				











Removed from Group phase.  Maps to test case 3.3.7 in Rel 3.0 Individual Certification.







				4. Block Information







				4.1 Create Block Information







				4.1.1 SOA - Service Provider Personnel create a non-contaminated Number Pool Block – Success.



				











Removed from Group phase.  Maps to test case 4.1.1 in  Release 3.0 Individual Certification.







				4.1.2 NPAC OP GUI - NPAC Personnel schedule a Number Pool Block Create for a contaminated Block to be run at a future date, and the NPAC SMS activates upon scheduled date and time – Success



				







Removed from Group phase.  Maps to test case 4.1.2 in Release 3.0 Individual Certification.







				4.1.5 SOA - Service Provider Personnel attempt to create a Number Pool Block when ‘pending-like, no-active’ Subscription Versions exist – Error



				











Removed from Group phase.  Maps to test case 4.1.5 in Release 3.0 Individual Certification.







				4.1.6 NPAC OP GUI - NPAC Personnel re-schedule a Number Pool Block Create Event to run immediately.  The initial Number Pool Block Create Request that was initiated by the NPA-NXX-X Holder SOA has failed due to ‘pending-like, no active’ Subscription Versions. – Success



				











Removed from Group phase.  Maps to test case 4.1.6 in Rel 3.0 Individual Certification.







				4.1.8 SOA - Service Provider Personnel create a Number Pool Block - (to at least 3 LSMSs – at least 1 EDR and 2 non-EDR) that results in a Full Failure – Success



				











Removed from Group phase.  Maps to test case 4.1.8 in Rel 3.0 Individual Certification.







				4.1.9 NPAC OP GUI - NPAC Personnel re-send a full failure Number Pool Block create to 1 LSMS (1 EDR ) resulting in success (2 non-EDR systems are still on the Failed SP List) – Success



				







Removed from Group phase.  Maps to test case 4.1.9 in Rel 3.0 Individual Certification.







				4.1.10 NPAC OP GUI - NPAC Personnel perform a resend of a previously ‘partial failure’ Number Pool Block to all Service Providers in the Failed SP List (2 non-EDR) – Success



				



Removed from Group phase.  Maps to test case 4.1.10 in Rel 3.0 Individual Certification.







				4.1.11 SOA – Service Provider Personnel create a Number Pool Block (to at least 4 LSMSs - 2 non-EDR and 2 EDR) that results in a Partial Failure - Success



				











Removed from Group phase.  Maps to test case 4.1.11 in Rel 3.0 Individual Certification.







				4.1.13 SOA – Service Provider Personnel create a Number Pool Block (to at least 4 LSMSs - 2 non-EDR and 2 EDR) that results in a Partial Failure (1 non-EDR system fails one TN and 1 EDR system fails) – Success



				











Removed from Group phase.  Maps to test case 4.1.13 in Rel 3.0 Individual Certification.







				4.1.14 SOA – Service Provider Personnel create a Number Pool Block (to at least 4 LSMSs - 2 non-EDR and 2 EDR) that results in a Partial Failure (1 non-EDR system fails one TN and 2 EDR systems fails) – Success



				











Removed from Group phase.  Maps to test case 4.1.14 in Rel 3.0 Individual Certification.







				4.2 Modify Block Information







				4.2.1 SOA- Service Provider Personnel modify an active Number Pool Block with the SOA Origination Indicator set to FALSE (and contains Subscription Versions with LNP Types of ‘POOL’, ‘LISP’ and ‘LSPP’) for at least 4 LSMSs (2 non-EDR and 2 EDR). – Success



				











Removed from Group phase.  Maps to test case 4.2.1 in Release 3.0 Individual Certification.







				4.2.2 SOA – Service Provider Personnel modify the LRN for an active Number Pool Block and broadcast to at least 4 LSMSs (2 EDR and 2 non-EDR systems) resulting in Full Failure – Success



				











Removed from Group phase.  Maps to test case 4.2.2 in Release 3.0 Individual Certification.







				4.2.3 SOA - Service Provider Personnel modify the routing data for an active Number Pool Block and broadcast to at least 4 LSMSs (2 EDR and 2 non-EDR systems) resulting in Partial Failure - Success



				











Removed from Group phase.  Maps to test case 4.2.3 in Release 3.0 Individual Certification.







				4.2.4 NPAC OP GUI - NPAC Personnel re-send a failed Number Pool Block Modify Request for both EDR and non-EDR LSMSs – Success



				







Removed from Group phase.  Maps to test case 4.2.4 in Release 3.0 Individual Certification.







				4.2.9 SOA - Service Provider Personnel modify the routing data for an active Number Pool Block and broadcast to at least 4 LSMSs (1 EDR and 3 non-EDR systems) resulting in Partial Failure (2 non-EDR systems fail two different TNs, the EDR system and one non-EDR system is successful) – Success



				











Removed from Group phase.  Maps to test case 4.2.9 in Release 3.0 Individual Certification.







				4.2.10 SOA - Service Provider Personnel modify the routing data for an active Number Pool Block and broadcast to at least 4 LSMSs (2 EDR and 2 non-EDR systems) resulting in a Partial Failure (1 non-EDR systems fails one TN, and 1 EDR system fails) – Success



				











Removed from Group phase.   Maps to test case 4.2.10 in Release 3.0 Individual Certification.







				4.2.11 SOA - Service Provider Personnel modify the routing data for an active Number Pool Block and broadcast to at least 4 LSMSs (2 EDR and 2 non-EDR systems) resulting in a Partial Failure (1 non-EDR systems fails one TN, and 2 EDR systems fail) – Success



				











Removed from Group phase.  Maps to test case 4.2.11 in Release 3.0 Individual Certification Testing.







				5. Mass Updates







				5.1 NPAC OP GUI - NPAC Personnel submit a Mass Update request to update the LRN, specifying no restriction on LNP Type, and a TN range of 10,000 numbers that contains: 




one complete Number Pool Block owned by the requesting Service Provider with Subscription Versions of LNP Type ‘POOL’, as well as ‘LISP’ and ‘LSPP’ Subscription Versions  for another Service Provider




one complete Number Pool Block owned by the requesting Service Provider with Subscription Versions of LNP Type ‘POOL’ only.




one complete Number Pool Block which is not owned by the requesting Service Provider with Subscription Versions of LNP Type ‘POOL’, as well as ‘LISP’ and ‘LSPP’  Subscription Versions for the requesting Service Provider




Subscription Versions owned by both the requesting Service Provider and another Service Provider that are in neither Number Pool Block. 




– Success 



				











Removed from Group phase.  Maps to test case 5.1 in Release 3.0 Individual Certification.







				5.2 NPAC OP GUI - NPAC Personnel submit a Mass Update request to update the CNAM DPC and SSN values, specifying no restriction on LNP Type, and a TN range that encompasses one complete block, using the Old NPA-NXX that is part of an NPA Split currently in Permissive Dialing Period (PDP). – Error



				Removed from Group phase.  Maps to test case 5.2 in Release 3.0 Individual Certification.



















				5.5 NPAC OP GUI – NPAC Personnel submit a Mass Update request to update the CLASS DPC and SSN values, specifying no restriction on LNP Type, and a TN range that completely includes a Number Pool Block as well as Subscription Versions outside of the 1K Block, that are owned by the requesting Service Provider. – Success



				Removed from Group phase.  Maps to test case 5.5 in Release 3.0 Individual Certification.



















				5.6 NPAC OP GUI – NPAC Personnel submit a Mass Update request to update the ISVM DPC and SSN values, specifying an LNP Type of ‘POOL’, and a TN range that completely includes a Number Pool Block, at least one but not all EDR LSMS(s) fail the request. – Success



				Removed from Group phase.  Maps to test case 5.6 in Release 3.0 Individual Certification.



















				5.7 NPAC OP GUI – NPAC Personnel submit a Mass Update request to update the LIDB DPC and SSN values, specifying an LNP Type of ‘POOL’, and a TN range that completely includes a Number Pool Block that is owned by the requesting Service Provider as well as intersects a subset of another Number Pool Block that is not owned by the requesting Service Provider.  – Success



				Removed from Group phase.  Maps to test case 5.7 in Release 3.0 Individual Certification.



















				6. Subscription Version Management







				6.2 Subscription Version Create Test Cases







				6.2.10 SOA - Service Provider Personnel submit an Activate request for a ‘pending’ Intra-Service Provider Subscription Version by the Code Holder, prior to the NPA-NXX-X Effective Date – Success



				











Removed from Group phase.  Maps to test case 6.2.10 in Release 3.0 Individual Certification.







				6.2.11 SOA - Service Provider Personnel submit an Inter-Service Provider, Port-to-Original Activate request, after the Block existence – Success



				Removed from Group phase.  Maps to test case 6.2.11 in Release 3.0 Individual Certification.



















				6.2.12 SOA - Service Provider Personnel submit an Activate request for a ‘pending’, Inter-Service Provider, Port-to-Original Subscription Version, one or more of the LSMSs that are accepting downloads for that NPA-NXX do not respond resulting in a partial failure – Success



				Removed from Group phase.  Maps to test case 6.2.12 in Release 3.0 Individual Certification.



















				6.2.13 NPAC OP GUI - NPAC Personnel submit a resend for a ‘failed’ Port-to-Original Activate request and all LSMSs process the re-send – Success



				Removed from Group phase.  Maps to test case 6.2.13 in Release 3.0 Individual Certification.















				6.2.15 NPAC OP GUI - NPAC Personnel create an Inter-Service Provider Subscription Version for the New Service Provider, where the currently active SV exists for another Service Provider, after the NPA-NXX-X Creation and prior to the NPA-NXX-X Effective Date – Success



				Removed from Group phase.  Maps to test case 6.2.15 in Release 3.0 Individual Certification.















				6.2.16 SOA – Service Provider Personnel submit an Activate request for a ‘pending’, Inter-Service Provider, Port-to-Original Subscription Version, none of the LSMSs that are accepting downloads for that NPA-NXX respond resulting in a failure – Success



				Removed from Group phase.  Maps to test case 6.2.16 in Release 3.0 Individual Certification.



















				6.5 Subscription Version Disconnect Test Cases







				6.5.1 SOA - Service Provider Personnel submit a Subscription Version Immediate Disconnect request for a TN that is part of a 1K Block, where the Subscription Version LNP Type is set to ‘LISP’, after the Block existence – Success



				











Removed from Group phase.  Maps to test case 6.5.1 in Release 3.0 Individual Certification.







				6.5.2 SOA - Service Provider Personnel submit a Subscription Version Deferred Disconnect request for a TN that is part of a 1K Block, where the Subscription Version LNP Type is set to ‘LSPP’, after the Block existence, and the NPAC SMS disconnects upon scheduled date and time – Success



				Removed from Group phase.  Maps to test case 6.5.2 in Release 3.0 Individual Certification.



















				6.5.3 SOA - Service Provider Personnel submit a Subscription Version Deferred Disconnect request for a TN that is part of a 1K Block, one or more of the LSMSs that are accepting downloads for that NPA-NXX do not respond resulting in a partial failure – Success



				Removed from Group phase.  Maps to test case 6.5.3 in Release 3.0 Individual Certification.



















				6.5.5 NPAC OP GUI - NPAC Personnel resend a ‘partial failure’ disconnect request and all LSMSs respond – Success



				Removed from Group phase.  Maps to test case 6.5.5 in Release 3.0 Individual Certification.















				6.5.6 SOA - Service Provider Personnel submit a Subscription Version Immediate Disconnect request for a TN that is part of a 1K Block, after the Block Activation Date, none of the LSMSs that are accepting downloads for that NPA-NXX respond resulting in a failure – Success



				Removed from Group phase.  Maps to test case 6.5.6 in Release 3.0 Individual Certification.



















				8. Resynchronization







				8.1 LSMS – Service Provider Personnel for an EDR LSMS submit a resynchronization request for Network Data, Block Data, SV Data and Notification Data by time range, over the LSMS to NPAC SMS Interface, with the Service Provider’s NPAC Customer LSMS NPA-NXX-X Indicator set to TRUE.  – Success



				Removed from Group phase.  Test case procedures incorporated into test case 187-1 from Release 3.2 Individual Certification.







				8.2 LSMS - Service Provider Personnel for a non-EDR LSMS submit a resynchronization request for Network Data, Block Data, SV Data and Notification Data by time range, over the LSMS to NPAC SMS Interface, with the Service Provider’s NPAC Customer LSMS NPA-NXX-X Indicator set to TRUE.  – Success



				Removed from Group phase.  Test case procedures incorporated into test case 187-1 from Release 3.2.







				8.3 SOA - Service Provider Personnel submit a resynchronization request for Network Data and Notification Data by time range, over the SOA to NPAC SMS Interface, with the Service Provider’s NPAC Customer SOA NPA-NXX-X Indicator set to TRUE. - Success



				Removed from Group phase.  Test case procedures incorporated into test case 187-4 from Release 3.2.







				9. Audits







				9.1 SOA - Service Provider Personnel initiate a full audit for a single TN, with LNP Type = POOL, for all Service Providers, no discrepancies exist. - Success



				Removed from Group phase.  Maps to test case 9.1 in Release 3.0 Individual Certification.



















				9.2 NPAC OP GUI - NPAC Personnel initiate a full audit for a single TN, with LNP Type = POOL, for all Service Providers, discrepancies exist. - Success



				







Removed from Group phase.  Maps to test case 9.2 in Release 3.0 Individual Certification.







				9.3 SOA - Service Provider Personnel initiate a full audit for a range of TNs, with LNP Type = POOL, LISP and LSPP, for all Service Providers, no discrepancies exist. - Success



				Removed from Group phase.  Maps to test case 9.3 in Release 3.0 Individual Certification.



















				9.4 SOA - Service Provider Personnel initiate a full audit for a range TNs, with LNP Type = POOL, LISP, and LSPP, for all Service Providers, discrepancies exist. - Success



				Removed from Group phase.  Maps to test case 9.4 in Release 3.0 Individual Certification.



















				9.5 SOA - Service Provider Personnel initiate a full audit based on TN range for all Service Providers, (a block indicated by the TN Range entry has a status of ‘sending’), no discrepancies exist. - Success



				Removed from Group phase.  Maps to test case 9.5 in Release 3.0 Individual Certification.



















				Release 3.1 Test Cases







				Release 3.1 Performance Test Cases - Refer to section number 6.1.5 within Chapter 6 of this document







				1.
5000 New Service Provider Creates, submitted as 5 ranges of 1000 TNs each, if possible, otherwise submitted in the most efficient, fastest manner possible.








				X



				X



				X



				X



				X



				







				2.
5000 Old Service Providers Creates on the same TNs as used in Item 1, submitted as 5 ranges of 1000 TNs each, if possible, otherwise submitted in the most efficient, fastest manner possible. 








				X



				X



				X



				X



				X



				







				3.
Modification of 5000 existing “pending” subscription versions (the subscription versions created in Item 1 f, first bullet, of the Testing Approach section).  Each Service Provider (Old and New) should modify half of the subscription versions (2500 each).  They should each submit the modify requests as 2 ranges of 1000 and 1 range of 500, if possible, otherwise submitted in the most efficient, fastest manner possible.








				X



				X



				X



				X



				X



				







				4.
Activation of 5000 existing “pending” subscription versions (the subscription versions created in Item 1 f, second bullet, of the Testing Approach section), submitted as 5 ranges of 1000 TNs each, if possible, otherwise submitted in the most efficient, fastest manner possible.








				X



				X



				X



				X



				X



				X







				Release 3.1 Functional Group Test Cases







				7.1 SOA - Old SP Personnel create a range of Inter-Service Provider subscription versions. Their Customer TN Range Notification Indicator is set to the value they will use in production. New SP does not submit their create request. Initial and Final Concurrence Windows Expire. – Success



				







Removed from Group phase.  Maps to test case 2.1 in Release 3.1 Individual Certification.







				7.2 SOA – Service Provider Personnel activate a range of 1000 Inter-Service Provider subscription versions. Their Customer TN Range Notification Indicator is set to production value. In the pre-requisite create process the range is submitted as two smaller ranges, each with unique DPC/SSN data but the TNs used in the ranges are contiguous and the SVIDs assigned by the NPAC SMS are contiguous. The activate request is submitted as one range. At least one LSMS does not respond to the activate request, resulting in a partial failure. The re-send is successful. – Success



				











Removed from Group phase.  Maps to test case 2.6 in Release 3.1 Individual Certification.







				7.3 SOA – Service Provider Personnel activate a range of 500 SVs. Their Customer TN Range Notification Indicator is set to production value. In the prerequisite SV create process the range is submitted as two smaller ranges. The TNs used in the ranges are contiguous and have the same feature data but other create activities are submitted between the range create requests to ensure that the SVIDs for the TNs in the ranges are not contiguous. The activate request is submitted as one range. The activate request results in one notification containing a list of the SVIDs. – Success



				











Removed from Group phase.  Maps to test case 2.9 in Release 3.1 Individual Certification.







				7.4 SOA – Service Provider Personnel perform an immediate disconnect of a range of 500 active SVs. Their Customer TN Range Notification Indicator is set to production value. In the pre-requisite SV create process the range was submitted as two smaller range creates, each with the same feature data and, the SVIDs are contiguous within each range create. The immediate disconnect request is submitted as one range. The immediate disconnect request results in one notification containing a list of the SVIDs. – Success



				











Removed from Group phase.  Maps to test case 2.16 in Release 3.1 Individual Certification.







				7.5 SOA – Current Service Provider Personnel issue a deferred disconnect for a range of 100 ‘active’ subscription versions. Their Customer TN Range Notification Indicator is set to production value. In the prerequisite create process the range is submitted as two smaller ranges. The TNs used in the ranges are contiguous and have the same feature data but other create activities are submitted between the range create requests to ensure that the SVIDs for the TNs in the ranges are not contiguous. The deferred disconnect request is submitted as one range. The disconnect-pending request results in one notification containing a list of the SVIDs. – Success



				











Removed from Group phase.  Maps to test case 2.23 in Release 3.1 Individual Certification.







				7.6 SOA – New Service Provider Personnel cancel a range of 5000 Inter-Service Provider subscription versions for which the Old Service Provider has not yet concurred to. Their Customer TN Range Notification Indicator is set to production value. In the prerequisite create process the range is submitted as two smaller ranges. The TNs used in the ranges are contiguous and have the same feature data but other create activities are submitted between the range create requests to ensure that the SVIDs for the TNs in the ranges are not contiguous. The cancel request is submitted as one range. The cancel request results in one notification containing a list SVIDs. – Success



				







Removed from Group phase.  Maps to test case 2.26 in Release 3.1 Individual Certification.







				7.7 SOA – Old Service Provider Personnel modify a range of 1000 ‘pending’ Inter-Service Provider subscription versions to change the authorization flag from TRUE to FALSE. Their Customer TN Range Notification Indicator is set to production value. In the prerequisite create process the range is submitted as two smaller ranges. The TNs used in the ranges are contiguous and have the same feature data but other create activities are submitted between the range create requests to ensure that the SVIDs for the TNs in the ranges are not contiguous. The modify request is submitted as one range. The modify request results in one notifications containing a list of the SVIDs. – Success



				











Removed from Group phase.  Maps to test case 2.29 in Release 3.1 Individual Certification.







				7.8 SOA – Service Providers set their Customer TN Range Notification Indicator to the value they will use in production and perform a series of activities simultaneously, that emulate a period of time (15 – 30 minutes) in an actual production environment. NPAC SMS manages notifications accordingly. – Success



				Removed from Group phase.  Maps to test case 2.41 in Release 3.1 Individual Certification.



















				7.9 NPAC and SOA – Service Providers have NPAC Personnel modify their notification priorities to ensure that they have notifications with the three different priorities (LOW, MEDIUM, and HIGH). The Service Providers verify that they receive the notifications according to the priorities listed in their SP Profile. – Success



				







Removed from Group phase.  Maps to test case 2.41 in Release 3.1 Individual Certification.







				Release 3.2 Test Cases







				NANC 323-1 NPAC OP GUI – NPAC Personnel submit a request for a Partial SPID migration via Mass Update, where NPA-NXX, LRN, Subscription Version, NPA-NXX-X and Block Information exist for the migrating away from SPID.  Verification steps are performed to ensure the Service Provider system is now in synch with the NPAC SMS. – Success







				X



				X



				X



				X



				X



				X







				NANC 187-1 LSMS – Service Provider Personnel for either an EDR or non-EDR LSMS submit a resynchronization request for Service Provider Data, Network Data, Block Data, Subscription Version Data and Notification Data by time range, over the LSMS to NPAC SMS Interface, with the Service Provider’s Local SMS Linked Replies Indicator set to their production setting.  The recovery response includes a number of Service Provider objects, Network Data objects, Number Pool Block objects, Notifications and Subscription Versions less than or equal to their respective Linked Replies Blocking Factors. – Success



				











Removed from Group phase.  Maps to test case NANC 187-1 in Rel 3.2 Individual Certification.







				NANC 187-2 LSMS – Service Provider Personnel for either an EDR or non-EDR LSMS submit a resynchronization request for Service Provider Data, Network Data, and Subscription Version Data by time range, over the LSMS to NPAC SMS Interface, with the Service Provider’s Local SMS Linked Replies Indicator set to their production setting.  The recovery response includes a number of Network Data objects greater than the Service Provider and Network Data Linked Replies Blocking Factor and less than the Service Provider and Network Data Maximum Linked Recovered Objects as well as a number of Subscription Version objects greater than the Subscription Data Linked Replies Blocking Factor and less than the Subscription Data Maximum Linked Recovered Objects. – Success



				







Removed from Group phase.  Maps to test case 187-2 in Rel 3.2 Individual Certificaiton.







				NANC 187-4 SOA – Service Provider Personnel submit a resynchronization request for Service Provider Data, Network Data and Notification Data by time range, over the SOA to NPAC SMS Interface, with the Service Provider’s SOA Linked Replies Indicator set to their production setting.  The recovery response includes a number of Service Provider Data objects and Network Data objects less than or equal to the Service Provider and Network Data Linked Replies Blocking Factor and a number of Notifications less than or equal to the Notification Data Linked Replies Blocking Factor. - Success



				







Removed from Group phase.  Maps to test case 187-4 in Rel 3.2 Individual Certification.







				Release 3.3 Functional Group Test Cases







				NANC 385 - Timer Calculation – Maintenance Window Time Behavior







				NANC 385-1  SOA – NPAC personnel use the Timer-Update-Tool to update timer expiration by 10 minutes, SP systems under test handle the impacted timers for their adjusted expiration time – Success



Prerequisites should include activities that create short and long initial and final concurrence timers, and short and long initial and final cancellation concurrence timers that are scheduled to expire on the same day as test after the maintenance window enactment in this test case.



				X



				X



				



				



				X



				







				TOTALS



				15



				15



				14



				16



				17



				13











4.   Group Turn Up Test Scenarios Related to NPAC Release 1.




This section contains all test cases written for group Service Provider Turn Up testing of Release 1.X of the NPAC software.  




This section was duplicated from the SP to SP Coordinated Testing document dated 9/9/97.




4.1   Introduction




The following outlines a proposed set of scenarios that are to be executed by the Service Providers that are participating in the SP to SP phase of testing of the NPAC LNP Turn-up process. Section 1 identifies some preparatory steps that must be executed before SP to SP testing can begin.  Section 2 describes the details of creating a recommended test set of network data to be used in the scenarios to follow.  Section 3 describes the beginning of the SP to SP testing period, and provides the details for an initial scenario called the "Round Robin" that is intended to insure successful basic interoperability of all SP's participating in the test. It is estimated that sections 1 – 3 will be completed by Close of Business on the first day of testing.   Sections 4 and 5 will be executed concurrently and are scheduled to begin on the second day of testing.  They describe the details of a series of scenarios to be executed by service provider "pairs", with section 4 applying to the SP1/SP2 pair, and section 5 applying to the SP3/SP4 pair.  Should a test case propose that a Service Provider perform a test with functionality that they do not support, or that they would not perform in a normal business process, they may either defer the test case, or perform it however they would in a normal business environment.  This should be coordinated with the NPAC testers involved with that pair of Service Providers.




A Service Provider is expected to use their natural GTT and/or LRN data.  Once the initial network data has been created and is known by all parties, the individual service provider pairs are expected to agree upon specific TN's and other test data as required in the pair testing scenarios.




4.2   Service Provider Involvement in SP to SP Testing




This test plan addresses all testing necessary for a new entrant into a region. This testing is expected to take 14 days to complete.   Service providers who have successfully completed SP to SP testing in other regions are only expected to do Round Robin testing and Fail over testing.  Performance testing for a service provider is optional.  Requirements for execution of performance tests are left to the region to determine.




1. Clean Up



In preparation for the SP2SP testing, the following activities must be performed.




delete all TNs, NPA-NXXs and LRNs previously being used in the turn-up testing




move all service providers who are not participating in the SP2SP testing to the Lockheed Martin NPAC Test Bed and delete their profiles from the database




update the profile of all spids not participating in the SP2SP testing to be "SOA only" 




remove all filters




-      System tunables will be set to the minimum required time.




2. Set up Network Data



To begin SP2SP testing, the following Network Data (NPA-NXXs and LRNs) must be provisioned.




Note: The service providers must decide the method of adding the NPA-NXXs and LRNs. It is preferred that service providers vary the input of the network data. The SOA interface, the LSMS interface, the




Operational GUI and the LTI should be used across the 4 service providers to add the network data. Each service provider must notify Lockheed Martin of their plan for adding network data 2 days prior to the




start of SP2SP testing.




2.1 Create NPA-NXX Data




Add each service provider's NPA-NXXs(M-Create of serviceProvNPA-NXXobject) to be used for SP2SP testing.  The current date/time should be used for the date in which the NPA-NXX will be open for portability in the network so that we can perform activation on the same day that the NPA-NXX




is open for portability.




2.1.1 SP1 (SPID1) NPA-NXX Data





NPA-NXX1





NPA-NXX2





NPA-NXX3





NPA-NXX4





NPA-NXX5





NPA-NXX6




2.1.1.1 NPAC Personnel Open SP1 NPA-NXX 




NPAC Personnel open NPA-NXX1, NPA-NXX5 and NPA-NXX6 for portability with an open effective date equal to the current date.




2.1.1.2 SP1 Open NPA-NXX via SOA Mechanized Interface  




SP1 opens NPA-NXX2 for portability with an open effective date equal to the current date using their SOA.




2.1.1.3 SP1 Open NPA-NXX via LSMS Mechanized Interface 




SP1 opens NPA-NXX3 for portability with an open effective date equal to the current date using their LSMS.




2.1.1.4 SP1 Open NPA-NXX via LTI 




SP1 opens NPA-NXX4 for portability with an open effective date equal to the current date using the LTI.




2.1.2 SP2(SPID2) NPA-NXX Data





NPA-NXX7





NPA-NXX8





NPA-NXX9





NPA-NXX10





NPA-NXX11





NPA-NXX12




2.1.2.1 NPAC Personnel Open SP2 NPA-NXX 




NPAC Personnel open NPA-NXX7, NPA-NXX11, and NPA-NXX12 for portability with an open effective date equal to the current date.




2.1.2.2 SP2 Open NPA-NXX via SOA Mechanized Interface 




SP2 opens NPA-NXX8 and NPA-NXX9 for portability with an open effective date equal to the current date using their SOA.




2.1.2.3 SP2 Open NPA-NXX via LTI 




SP2 opens NPA-NXX10 for portability with an open effective date equal to the current date using the LTI.




2.1.3 SP3 (SPID3) NPA-NXX Data





NPA-NXX13





NPA-NXX14





NPA-NXX15





NPA-NXX16





NPA-NXX17





NPA-NXX18





NPA-NXX19




2.1.3.1 NPAC Personnel Open SP3 NPA-NXX 




NPAC Personnel open NPA-NXX13 and NPA-NXX14 for portability with an open effective date equal to the current date.




2.1.3.2 SP3 Open NPA-NXX via SOA Mechanized Interface  




SP3 opens NPA-NXX15, NPA-NXX16, NPA-NXX17, NPA-NXX18 and NPA-NXX19 for portability with an open effective date equal to the current date using their SOA.




2.1.4 SP4(SPID4) NPA-NXX Data





NPA-NXX20





NPA-NXX21





NPA-NXX22





NPA-NXX23





NPA-NXX24





NPA-NXX25





NPA-NXX26




2.1.4.1 NPAC Personnel Open SP4 NPA-NXX 




NPAC Personnel open NPA-NXX20 for portability with an open effective date equal to the current date.




2.1.4.2 SP4 Open NPA-NXX via SOA Mechanized Interface  




SP4 opens NPA-NXX21 and NPA-NXX22 for portability with an open effective date equal to the current date using their SOA.




2.1.4.3 SP4 Open NPA-NXX via LSMS Mechanized Interface




SP4 opens NPA-NXX23 and NPA-NXX24 for portability with an open effective date equal to the current date using their LSMS.




2.1.4.4 SP4 Open NPA-NXX via LTI 




SP4 opens NPA-NXX25 and NPA-NXX26 for portability with an open effective date equal to the current date using the LTI.




2.2 Create LRN Data




Add each service provider's LRNs(M-Create of serviceProvLRN object) to be used for SP2SP testing. 




2.1.1 SP1(SPID1) LRN Data





LRN1-0000





LRN2-0000





LRN3-0000





LRN4-0000





LRN5-0000





LRN6-0000




2.1.1.1 NPAC Personnel Creates SP1 LRN




NPAC Personnel creates LRN1-0000, LRN5-0000, LRN6-0000.




2.1.1.2 SP1 Creates LRN via SOA Mechanized Interface  




SP1 creates LRN2-0000 using their SOA.




2.1.1.3 SP1 Creates LRN via LSMS Mechanized Interface 




SP1 creates LRN3-0000 using their LSMS.




2.1.1.4 SP1 Creates LRN via LTI 




SP1 creates LRN4-0000 using the LTI.




2.1.2 SP2(SPID2) LRN Data





LRN7-0000





LRN8-0000





LRN9-0000





LRN10-0000





LRN11-0000





LRN12-0000




2.1.2.1 NPAC Personnel Creates SP2 LRN 




NPAC Personnel creates NPA-NXX7-0000, LRN11-0000, LRN12-0000




2.1.2.2 SP2 Creates LRN via SOA Mechanized Interface 




SP2 creates LRN8-0000 and LRN9-0000 using their SOA.




2.1.2.3 SP2 Creates LRN via LTI 




SP2 creates LRN10-0000 using the LTI.




2.1.3 SP3(SPID3) LRN Data





LRN13-0000





LRN14-0000





LRN15-0000





LRN16-0000





LRN17-0000





LRN18-0000





LRN19-0000




2.1.3.1 NPAC Personnel Creates SP3 LRN 




NPAC Personnel creates LRN13-0000 and LRN14-0000.




2.1.3.2 SP3 Creates LRN via SOA Mechanized Interface  




SP3 creates LRN15-0000, LRN16-0000 and LRN17-0000 using their SOA.




2.1.3.3 SP3 Creates LRN via LSMS Mechanized Interface 




SP3 creates LRN18-0000 and LRN19-0000 using their LSMS.




2.1.4 SP4(SPID4) LRN Data





LRN20-0000





LRN21-0000





LRN22-0000





LRN23-0000





LRN24-0000





LRN25-0000





LRN26-0000




2.1.4.1 NPAC Personnel Creates SP4 LRN 




NPAC Personnel creates LRN20-0000.




2.1.4.2 SP4 Creates LRN via SOA Mechanized Interface  




SP4 creates LRN21-0000 and LRN22-0000 using their SOA.




2.1.4.3 SP4 Creates LRN via LSMS Mechanized Interface




SP4 creates LRN23-0000 and LRN24-0000 using their LSMS.




2.1.4.4 SP4 Creates LRN via LTI 




SP4 creates LRN25-0000 and LRN26-0000 using the LTI.




3. SP2SP Testing




The SP2SP Testing consists of 2 phases. The first phase is a round robin scenario where a TN is ported from the Incumbent service provider to the other service providers and back to Incumbent service provider. The second phase consists of the service providers dividing up into pairs and porting TNs between them. The SOA activity of porting a TN is exercised between the pairs of service providers and the LSMS broadcast activity is exercised by all LSMSs' simultaneously.




The GTT data to be used by each service provider during the SP2SP testing is as follows:




SP1 - SPID1





CLASS DPC: CLASS DPC1   CLASS SSN:CLASS SSN1





 LIDB DPC: LICB DPC1    LIDB SSN:LICB SSN1





 CNAM DPC: CNAM DPC1    CNAM SSN:CNAM SSN1





 ISVM DPC: ISVM DPC1    ISVM SSN:ISVM SSN1





BillingId: BillingID1




SP2 - SPID2





CLASS DPC: CLASS DPC2   CLASS SSN:CLASS SSN2





 LIDB DPC: LICB DPC2   LIDB SSN:LICB SSN2





 CNAM DPC: CNAM DPC2    CNAM SSN:CNAM SSN2





 ISVM DPC: ISVM DPC2    ISVM SSN:ISVM SSN2





BillingId: BillingID2




SP3 - SPID3





CLASS DPC: CLASS DPC3   CLASS SSN:CLASS SSN3





 LIDB DPC: LICB DPC3    LIDB SSN:LICB SSN3





 CNAM DPC: CNAM DPC3    CNAM SSN:CNAM SSN3





 ISVM DPC: ISVM DPC3    ISVM SSN:ISVM SSN3





BillingId: BillingID3




SP4 - SPID4





CLASS DPC: CLASS DPC4   CLASS SSN:CLASS SSN4





 LIDB DPC: LICB DPC4    LIDB SSN:LICB SSN4





 CNAM DPC: CNAM DPC4    CNAM SSN:CNAM SSN4





 ISVM DPC: ISVM DPC4    ISVM SSN:ISVM SSN4





BillingId: BillingID4




3.1 Round Robin Testing




The Round Robin testing involves porting a TN from SP1, among the other service providers and back to SP1. This testing is used as a sanity/stability check to verify that everyone is ready for SP2SP testing. It is considered to be one test case with multiple steps and needs to be executed by the service providers and NPAC personnel as a team.




Note: In the future, it is recommended that this test case be executed immediately following a new load of NPAC SMS software.




Due to the limited amount of time for SP2SP testing, service providers use the current date for the newSP-duedate and oldSP-duedate values. The following outlines the activity and the flow of the round robin testing.




3.1.1 Port TN from SP1 to SP3 - 1st time ported TN. As the new service provider, SP3(SPID3) creates a pending port(newSP-Create) for TN TN1. SP1(SPID1) concurs with the pending port. Next, SP3 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 




Note: since this is a 1st time ported TN, an NewNPA-NXX notification (NPA-NXX for TN1) should be sent to all SOA and LSMSs when the pending port is created. 




NPAC Personnel issues an audit of TN TN1 to all service providers and verifies the results of the audit(TN and GTT data) via the audit report. Also, the service providers verify the port by issuing queries to the NPAC SMS for the active TN. 




3.1.2 Port TN from SP3 to SP2 - previously ported TN. As the new service provider, SP2(SPID2) creates a pending port(newSP-Create) for TN TN1. SP3 concurs with the pending port. Next, SP2 activates the pending port and the NPAC SMS broadcasts an M-Create of the subscriptionVersion object to all LSMSs.  




NPAC Personnel issues an audit of TN TN1 to all service providers and verifies the results of the audit(TN and GTT data) via the audit report. Also, the service providers verify the port by issuing queries to the NPAC SMS for the active TN. 




3.1.3 Port TN from SP2I to SP4 - previously ported TN.




 As the new service provider, SP4(SPID4) creates a pending port(newSP-Create) for TN TN1. SP2 concurs with the pending port. Next, SP4 activates the pending port and the NPAC SMS broadcasts an M-Create to the subscriptionVersion object to all LSMSs.  




NPAC Personnel issues an audit of TN TN1 to all service providers and verifies the results of the audit(TN and GTT data) via the audit report. Also, the service providers verify the port by issuing queries to the NPAC SMS for the active TN.




3.1.4 Port TN from SP4 to SP1 "back to original" – previously ported TN.




As the new service provider and original owner of the TN, SP1 creates a pending port(newSP-Create) with the "port to original" flag equal to TRUE for TN TN1. SP4(SPID1) concurs with the pending port. Next, SP1 activates the pending port and the NPAC SMS broadcasts M-Delete the subscriptionVersion object to all LSMSs. 




NPAC Personnel issues an audit of TN TN1 to all service providers and verifies the results of the audit(TN and GTT data) via the audit report. Also, the service providers verify the port by issuing queries to the NPAC SMS for the active TN.




4. Partner Testing – SP1 with SP2



4.1 Port TN from SP1 to SP2 - 1st ported TN  (create pending port, modify pending, activate, modify active, port to original)




1. As the new service provider, SP2(SPID2) creates a pending port(newSP-Create - LSPP) for a TN range (1st ported number for NPA-NXX ?). SP1(SPID1) concurs with the pending port (oldSPCreate, authorization = True). 




2. SP2 modifies the LRN value for the pending port via the SOA interface. SP1 modifies the oldSP-duedate value for the pending port via the SOA interface. 




3. SP2 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 




4. NPAC Personnel and/or service provider perform audit of the single TN.




5. SP2 modifies LIDB DPC and SSN values for the ported TN (active) via the SOA interface. 




6. As the old service provider, SP2(SPID2) creates a pending port(oldSP-Create - LSPP) for the TN. SP1(SPID1) concurs with the pending port (newSPCreate) with the "port to original" flag set to Yes/True. 




7. SP2 modifies the oldSP-duedate for the pending port via the SOA interface. SP1 modifies the newSP-duedate value for the pending port via the SOA interface. 




8. SP1 activates the pending port and the NPAC SMS broadcast an M-Delete of the subscriptionVersion object to all LSMSs. 




9.  NPAC Personnel and/or service provider perform audit of the single TN.




4.2 Port TN Range from SP2 to SP1 - 1st ported TN 




(create pending port, modify pending, activate, mass update, port to original)




1. As the new service provider, SP1(SPID1) creates a pending port(newSP-Create - LSPP) for a TN range (1st ported TN for NPA-NXX ?). SP2(SPID2) concurs with the pending ports (oldSPCreate, authorization = True). 




2. SP1 modifies the LRN value for the pending ports via the SOA interface. SP2 modifies the oldSP-duedate value for the pending ports via the SOA interface. 




3. SP1 activates the pending ports and the NPAC SMS broadcasts an M-Action of the subscriptionVersion objects to all LSMSs. 




4. SP1 contacts NPAC Personnel to perform a mass update on the LRN value of the TN range.




5.  NPAC Personnel and/or service provider perform audit of the TN range.




6. As the old service provider, SP1(SPID1) creates a pending port(oldSP-Create - LSPP) for the TN range. SP2(SPID2) concurs with the pending port (newSPCreate) with the "port to original" flag set to Yes/True. 




7. SP1 modifies the oldSP-duedate for the pending ports via the SOA interface. SP2 modifies the newSP-duedate value for the pending ports via the SOA interface. 




8. SP2 activates the pending ports and the NPAC SMS broadcasts a scope/filter M-Delete of the subscriptionVersion objects to all LSMSs. 




9. NPAC Personnel and/or service provider perform audit of the single TN.




4.3 Port TN from SP2 to SP2 - 1st ported TN  (create pending port, modify pending, activate, modify active, disconnect...port to original not supported for LISP)




1. As the new service provider, SP2(SPID2) creates a pending port(newSP-Create - LISP) for a single TN (1st ported number for NPA-NXX ?). 




2. SP2 modifies the Billing ID value for the pending port via the SOA interface. 




3. SP2 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 




4. SP2 modifies End User Location Value for the ported TN (active) via the SOA interface. 




5. NPAC Personnel and/or service provider perform audit of the single TN.




6. As the new service provider, SP1(SPID1) creates a pending port(newSP-Create - LSPP) for a single TN. SP2 concurs with the pending port.




7. SP1 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 




8. SP1 disconnects the ported TN via the SOA interface.




9. NPAC Personnel and/or service provider perform audit of the single TN.




4.4 Port TN Range from SP2 to SP2 - 1st ported TN  (create pending port, modify pending, activate, mass update, disconnect...port to original not supported for LISP)




1. As the new service provider, SP2(SPID2) creates a pending port(newSP-Create - LISP) for a TN range (1st ported TN for NPA-NXX ?)...newSP-duedate is a future date.




2. SP2 modifies the newSP-duedate values for the pending ports via the SOA interface...set newSP-duedate to current date. 




3. SP2 activates the pending port and the NPAC SMS broadcast an M-Action of the subscriptionVersion objects to all LSMSs. 




4. SP2 contacts NPAC Personnel to perform a mass update on the ISVM DPC and SSN values of the TN range.




5. SP2 disconnects the ported TN via the SOA interface.




6. NPAC Personnel and/or service provider perform audit of the TN range.




4.5 Port TN from SP1 to SP1  - 1st ported TN  (create pending port, modify pending, activate, modify active, disconnect...port to original not supported for LISP)




1. As the new service provider, SP1(SPID1) creates a pending port(newSP-Create - LISP) for a single TN (1st ported number for NPA-NXX ?). 




2. SP1 modifies the newSP-duedate value for the pending port via the SOA interface. 




3. SP1 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 




4. SP1 modifies CNAM DPC and SSN values for the ported TN (active) via the SOA interface. 




5. NPAC Personnel and/or service provider perform audit of the single TN.




6. SP1 disconnects the ported TN via the SOA interface.




4.6 Port TN Range from SP1 to SP1 - 1st ported TN (create pending port, modify pending, activate, mass update, disconnect...port to original not supported for LISP)




1. As the new service provider, SP1(SPID1) creates a pending port(newSP-Create - LISP) for a TN range (1st ported TN for 804-?)...future date.




2. SP1 modifies the newSP-duedate values for the pending ports via the SOA interface...set to current date. 




3. SP1 activates the pending port and the NPAC SMS broadcast an M-Action of the subscriptionVersion objects to all LSMSs. 




4. SP1 contacts NPAC Personnel to perform a mass update on the ISVM DPC and SSN values of the TN range.




5. NPAC Personnel and/or service provider perform audit of the TN range.




6. As the new service provider, SP2(SPID2) creates a pending port(newSP-Create - LSPP) for a single TN. SP1 concurs with the pending port.




7. SP2 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 




8. SP2 disconnects the ported TN via the SOA interface.




9. NPAC Personnel and/or service provider perform audit of the single TN.




4.7 Port TN from SP1 to SP2




(new create pending port, oldSP-CreateRequest notification, concurrence, activate, disconnect)




1. As the new service provider, SP2(SPID2) creates a pending port(newSP-Create - LSPP) for single TN. SP1(SPID1) does not concur. 




2. The initial concurrence window expires and the oldSP-CreateRequest notification is sent to SP1. 




3. SP1 concurs with the pending port (oldSPCreate, authorization=True). 




4. SP2 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 




5. NPAC Personnel and/or service provider perform audit of the single TN.




6. SP2 disconnects the ported TN via the SOA interface.




4.8 Port TN from SP2 to SP1




(new create pending port, initial concurrence window expiration, oldSP-CreateRequest notification, final concurrence window expiration, activate, disconnect)




1. As the new service provider, SP1(SPID1) creates a pending port(newSP-Create - LSPP) for a single TN. SP2(SPID2) does not concur. 




2. The initial concurrence window expires and the oldSP-CreateRequest notification is sent to SP2. 




3. The final concurrence window expires.




4. SP1 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 




5. NPAC Personnel and/or service provider perform audit of the single TN.




6. SP1 disconnects the ported TN via the SOA interface.




4.9 Port TN from SP1 to SP2 and back while experiencing conflict (create pending port, set into conflict, modify conflict, remove from conflict, activate)




1. As the new service provider, SP2(SPID2) creates a pending port(newSP-Create - LSPP) for a single TN with a future date. SP1(SPID1) concurs with the pending port (oldSPCreate, authorization=False, cause code is duedate mismatch) and the status of the pending port is set to conflict. 




2. SP2 modifies the newSP-duedate by setting it to the current date.




3. SP1 removes the pending port from conflict (within the conflict




window).




4. SP2 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion objects to all LSMSs. 




5. NPAC Personnel and/or service provider perform audit of single TN.




6. As the new service provider, SP1(SPID1) creates a pending port(newSP-Create - LSPP) for the single TN with a future date. SP2 concurs with the pending port (oldSPCreate, authorization = True). Note that this is not a "port to original" request.




7. SP2 modifies the pending port setting the authorization = False and the cause code FOC not received. The status of the pending port is updated to conflict. 




8. SP1 modifies the newSP-duedate by setting it to the current date. SP2 modifies the oldSP-duedate by setting it to the current date.




9. SP2 removes the pending port from conflict (within the conflict window).




10. SP1 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion objects to all LSMSs. 




11. NPAC Personnel and/or service provider perform audit of single TN.




4.10 Cancel Pending Port by new - no concurrence by new (create pending port by new, cancel by new, create by old, no concurrence by new)




1. As the new service provider, SP2(SPID2) creates a pending port(newSP-Create - LSPP) for TN.  No concurrence from SP1.




2. SP2 cancels the pending port and the status of the pending port is set to cancelled.




3. As the old service provider, SP1 creates a pending port(oldSP-Create - LSPP) for TN 703-?.  No concurrence from SP2.




4. Initial concurrence window expires and NewSP-CreateRequest is sent to SP2 asking for its concurrence.




5. Final concurrence window expires.  The subscription version will remain in a status of pending based on the Pending Subscription Retention tunable.  After the duration of the tunable has passed the  status of the port is set to cancelled.




4.11 Cancel Pending Port by old - no concurrence new




(create pending port by old, cancel by old, create by new, no concurrence by old, activate)




1. As the old service provider, SP1 creates a pending port(oldSP-Create - LSPP) for a single TN.  No concurrence from SP2.




2. SP1 cancels the pending port and the status of the pending port is set to cancelled.




3. As the new service provider, SP2 creates a pending port(newSP-Create - LSPP) for a single TN.  No concurrence from SP1.




4. Initial concurrence window expires and OldSP-CreateRequest is sent to SP1 asking for its concurrence.




5. Final concurrence window expires.




6. SP2 activates the pending port.




7. Audit performed by NPAC Personnel and/or service provider whose SOA supports audits.




4.12 Cancel Pending Port by new - no concurrence old




(create pending port, concurrence, cancel by new, acknowledge cancel)




1. As the new service provider, SP2(SPID2) creates a pending port(newSP-Create – LSPP) for a single TN. SP1(SPID1) concurs with the pending port (oldSPCreate, authorization = True). 




2. SP2 cancels the pending port and the status is updated to cancel pending. 




3. SP1 acknowledges the cancel and the status is updated to cancelled.




4.13 Cancel Pending Port by new - concurred pending port




(create pending port, concurrence, cancel by new, initial cancel window expires, acknowledge cancel)




1. As the new service provider, SP1(SPID1) creates a pending port(newSP-Create - LSPP) for a single TN. SP2(SPID2) concurs with the pending port (oldSPCreate, authorization=True). 




2. SP1 cancels the pending port and the status is updated to cancel pending. 




3. The initial cancellation window expires and the CancellationAcknowledgeRequest notification is sent to SP2. 




4. SP2 acknowledges the cancel and the status is updated to cancelled.




4.14 Cancel Pending Port by old - concurred pending port




 (create pending port, concurrence, cancel by old, acknowledge cancel by new)




1. As the new service provider, SP2(SPID2) creates a pending port(newSP-Create - LSPP) for a single TN. SP1(SPID1) concurs with the pending port (oldSPCreate, authorization=True). 




2. SP1 cancels the pending port and the status is updated to cancel pending. 




3. SP2 acknowledges the cancel and the status is updated to cancelled.




4.15 Cancel Pending Port by old - concurred pending port 




(create pending port, concurrence, cancel by old, initial cancel window expires, final cancel window expires, conflict)




1. As the new service provider, SP1(SPID1) creates a pending port(newSP-Create - LSPP) for a single TN. SP2(SPID2) concurs with the pending port (oldSPCreate, authorization=True). 




2. SP2 cancels the pending port and the status is updated to cancel pending. 




3. The initial cancellation window expires and the CancellationAcknowledgeRequest notification is sent to SP1. 




4. The final cancellation window expires and the status of the pending port is updated to conflict.




4.16 Cancel Pending Port by new - concurred pending port




(create pending port, concurrence, cancel by new, initial cancel window




expires, final concurrence window expires)




1. As the new service provider, SP2(SPID2) creates a pending port(newSP-Create - LSPP) for a single TN. SP1(SPID1) concurs with the pending port (oldSPCreate, authorization = True). 




2. SP2 cancels the pending port and the status is updated to cancel pending. 




3. The initial cancellation window expires and the CancellationAcknowledgeRequest notification is sent to SP1. 




4. The final cancellation window expires and the status of the pending port is updated to cancelled.












4.17 Delete NPA-NXX open for portability.




1. SP1 deletes an NPA-NXX via their SOA interface




2. SP1 deletes an NPA-NXX via their LSMS interface




3. SP2 deletes an NPA-NXX via their SOA interface




4.18 Delete LRN.




1. SP1 deletes LRN via their SOA interface




2. SP1 deletes LRN via their LSMS interface




3. SP2 deletes LRN via their SOA interface




5. Partner Testing – SP3 with SP4



5.1 Port TN from SP3 to SP4 - 1st ported TN  (create pending port, modify pending, activate, modify active, port to original)




1. As the new service provider, SP4(SPID4) creates a pending port(newSP-Create - LSPP) for a TN range (1st ported number for NPA-NXX ?). SP3(SPID3) concurs with the pending port (oldSPCreate, authorization = True). 




2. SP4 modifies the LRN value for the pending port via the SOA interface. SP3 modifies the oldSP-duedate value for the pending port via the SOA interface. 




3. SP4 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 




4. NPAC Personnel and/or service provider perform audit of the single TN.




5. SP4 modifies LIDB DPC and SSN values for the ported TN (active) via the SOA interface. 




6. As the old service provider, SP4(SPID4) creates a pending port(oldSP-Create - LSPP) for the TN. SP3(SPID3) concurs with the pending port (newSPCreate) with the "port to original" flag set to Yes/True. 




7. SP4 modifies the oldSP-duedate for the pending port via the SOA interface. SP3 modifies the newSP-duedate value for the pending port via the SOA interface. 




8. SP3 activates the pending port and the NPAC SMS broadcast an M-Delete of the subscriptionVersion object to all LSMSs. 




9.  NPAC Personnel and/or service provider perform audit of the single TN.




5.2 Port TN Range from SP4 to SP3 - 1st ported TN 




(create pending port, modify pending, activate, mass update, port to original)




1. As the new service provider, SP3(SPID3) creates a pending port(newSP-Create - LSPP) for a TN range (1st ported TN for NPA-NXX ?). SP4(SPID4) concurs with the pending ports (oldSPCreate, authorization = True). 




2. SP3 modifies the LRN value for the pending ports via the SOA interface. SP4 modifies the oldSP-duedate value for the pending ports via the SOA interface. 




3. SP3 activates the pending ports and the NPAC SMS broadcasts an M-Action of the subscriptionVersion objects to all LSMSs. 




4. SP3 contacts NPAC Personnel to perform a mass update on the LRN value of the TN range.




5.  NPAC Personnel and/or service provider perform audit of the TN range.




6. As the old service provider, SP3(SPID3) creates a pending port(oldSP-Create - LSPP) for the TN range. SP4(SPID4) concurs with the pending port (newSPCreate) with the "port to original" flag set to Yes/True. 




7. SP3 modifies the oldSP-duedate for the pending ports via the SOA interface. SP4 modifies the newSP-duedate value for the pending ports via the SOA interface. 




8. SP4 activates the pending ports and the NPAC SMS broadcasts a scope/filter M-Delete of the subscriptionVersion objects to all LSMSs. 




9. NPAC Personnel and/or service provider perform audit of the single TN.




5.3 Port TN from SP4 to SP4 - 1st ported TN  (create pending port, modify pending, activate, modify active, disconnect...port to original not supported for LISP)




1. As the new service provider, SP4(SPID4) creates a pending port(newSP-Create - LISP) for a single TN (1st ported number for NPA-NXX ?). 




2. SP4 modifies the Billing ID value for the pending port via the SOA interface. 




3. SP4 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 




4. SP4 modifies End User Location Value for the ported TN (active) via the SOA interface. 




5. NPAC Personnel and/or service provider perform audit of the single TN.




6. As the new service provider, SP3(SPID3) creates a pending port(newSP-Create - LSPP) for a single TN. SP4 concurs with the pending port.




7. SP3 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 




8. SP3 disconnects the ported TN via the SOA interface.




9. NPAC Personnel and/or service provider perform audit of the single TN.




5.4 Port TN Range from SP4 to SP4 - 1st ported TN  (create pending port, modify pending, activate, mass update, disconnect...port to original not supported for LISP)




1. As the new service provider, SP4(SPID4) creates a pending port(newSP-Create - LISP) for a TN range (1st ported TN for NPA-NXX ?)...newSP-duedate is a future date.




2. SP4 modifies the newSP-duedate values for the pending ports via the SOA interface...set newSP-duedate to current date. 




3. SP4 activates the pending port and the NPAC SMS broadcast an M-Action of the subscriptionVersion objects to all LSMSs. 




4. SP4 contacts NPAC Personnel to perform a mass update on the ISVM DPC and SSN values of the TN range.




5. SP4 disconnects the ported TN via the SOA interface.




6. NPAC Personnel and/or service provider perform audit of the TN range.




5.5 Port TN from SP3 to SP3  - 1st ported TN  (create pending port, modify pending, activate, modify active, disconnect...port to original not supported for LISP)




*** Note, at this time SP3 does not support LISP porting. If desired, NPAC personnel will perform the steps described below for this test case, and case 5.6.




1. As the new service provider, SP3(SPID3) creates a pending port(newSP-Create - LISP) for a single TN (1st ported number for NPA-NXX ?). 




2. SP3 modifies the newSP-duedate value for the pending port via the SOA interface. 




3. SP3 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 




4. SP3 modifies CNAM DPC and SSN values for the ported TN (active) via the SOA interface. 




5. NPAC Personnel and/or service provider perform audit of the single TN.




6. SP3 disconnects the ported TN via the SOA interface.




5.6 Port TN Range from SP3 to SP3 - 1st ported TN (create pending port, modify pending, activate, mass update, disconnect...port to original not supported for LISP)




1. As the new service provider, SP3(SPID3) creates a pending port(newSP-Create - LISP) for a TN range (1st ported TN for 804-?)...future date.




2. SP3 modifies the newSP-duedate values for the pending ports via the SOA interface...set to current date. 




3. SP3 activates the pending port and the NPAC SMS broadcast an M-Action of the subscriptionVersion objects to all LSMSs. 




4. SP3 contacts NPAC Personnel to perform a mass update on the ISVM DPC and SSN values of the TN range.




5. NPAC Personnel and/or service provider perform audit of the TN range.




6. As the new service provider, SP4(SPID4) creates a pending port(newSP-Create - LSPP) for a single TN. SP3 concurs with the pending port.




7. SP4 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 




8. SP4 disconnects the ported TN via the SOA interface.




9. NPAC Personnel and/or service provider perform audit of the single TN.




5.7 Port TN from SP3 to SP4




(new create pending port, oldSP-CreateRequest notification, concurrence, activate, disconnect)




1. As the new service provider, SP4(SPID4) creates a pending port(newSP-Create - LSPP) for single TN. SP3(SPID3) does not concur. 




2. The initial concurrence window expires and the oldSP-CreateRequest notification is sent to SP3. 




3. SP3 concurs with the pending port (oldSPCreate, authorization=True). 




4. SP4 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 




5. NPAC Personnel and/or service provider perform audit of the single TN.




6. SP4 disconnects the ported TN via the SOA interface.




5.8 Port TN from SP4 to SP3




(new create pending port, initial concurrence window expiration, oldSP-CreateRequest notification, final concurrence window expiration, activate, disconnect)




1. As the new service provider, SP3(SPID3) creates a pending port(newSP-Create - LSPP) for a single TN. SP4(SPID4) does not concur. 




2. The initial concurrence window expires and the oldSP-CreateRequest notification is sent to SP4. 




3. The final concurrence window expires.




4. SP3 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 




5. NPAC Personnel and/or service provider perform audit of the single TN.




6. SP3 disconnects the ported TN via the SOA interface.




5.9 Port TN from SP3 to SP4 and back while experiencing conflict (create pending port, set into conflict, modify conflict, remove from conflict, activate)




1. As the new service provider, SP4(SPID4) creates a pending port(newSP-Create - LSPP) for a single TN with a future date. SP3(SPID3) concurs with the pending port (oldSPCreate, authorization=False, cause code is duedate mismatch) and the status of the pending port is set to conflict. 




2. SP4 modifies the newSP-duedate by setting it to the current date.




3. SP3 removes the pending port from conflict (within the conflict




window).




4. SP4 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion objects to all LSMSs. 




5. NPAC Personnel and/or service provider perform audit of single TN.




6. As the new service provider, SP3(SPID3) creates a pending port(newSP-Create - LSPP) for the single TN with a future date. SP4 concurs with the pending port (oldSPCreate, authorization = True). Note that this is not a "port to original" request.




7. SP4 modifies the pending port setting the authorization = False and the cause code FOC not received. The status of the pending port is updated to conflict. 




8. SP3 modifies the newSP-duedate by setting it to the current date. SP4 modifies the oldSP-duedate by setting it to the current date.




9. SP3 removes the pending port from conflict (following the expiration of the conflict window).




10. SP3 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion objects to all LSMSs. 




11. NPAC Personnel and/or service provider perform audit of single TN.




5.10 Cancel Pending Port by new - no concurrence by new (create pending port by new, cancel by new, create by old, no concurrence by new)




1. As the new service provider, SP4(SPID4) creates a pending port(newSP-Create - LSPP) for TN.  No concurrence from SP3.




2. SP4 cancels the pending port and the status of the pending port is set to cancelled.




3. As the old service provider, SP3 creates a pending port(oldSP-Create - LSPP) for TN 703-?.  No concurrence from SP4.




4. Initial concurrence window expires and NewSP-CreateRequest is sent to SP4 asking for its concurrence.




5. Final concurrence window expires and status of the pending port is set to cancelled.




5.11 Cancel Pending Port by old - no concurrence new




(create pending port by old, cancel by old, create by new, no concurrence by old, activate)




1. As the old service provider, SP3 creates a pending port(oldSP-Create - LSPP) for a single TN.  No concurrence from SP4.




2. SP3 cancels the pending port and the status of the pending port is set to cancelled.




3. As the new service provider, SP4 creates a pending port(newSP-Create - LSPP) for a single TN.  No concurrence from SP3.




4. Initial concurrence window expires and OldSP-CreateRequest is sent to SP3 asking for its concurrence.




5. Final concurrence window expires.




6. SP4 activates the pending port.




7. Audit performed by NPAC Personnel and/or service provider whose SOA supports audits.




5.12 Cancel Pending Port by new - no concurrence old




(create pending port, concurrence, cancel by new, acknowledge cancel)




1. As the new service provider, SP4(SPID4) creates a pending port(newSP-Create – LSPP) for a single TN. SP3(SPID3) concurs with the pending port (oldSPCreate, authorization = True). 




2. SP4 cancels the pending port and the status is updated to cancel pending. 




3. SP3 acknowledges the cancel and the status is updated to cancelled.




5.13 Cancel Pending Port by new - concurred pending port




(create pending port, concurrence, cancel by new, initial cancel window expires, acknowledge cancel)




1. As the new service provider, SP3(SPID3) creates a pending port(newSP-Create - LSPP) for a single TN. SP4(SPID4) concurs with the pending port (oldSPCreate, authorization=True). 




2. SP3 cancels the pending port and the status is updated to cancel pending. 




3. The initial cancellation window expires and the CancellationAcknowledgeRequest notification is sent to SP4. 




4. SP4 acknowledges the cancel and the status is updated to cancelled.




5.14 Cancel Pending Port by old - concurred pending port




 (create pending port, concurrence, cancel by old, acknowledge cancel by new)




1. As the new service provider, SP4(SPID4) creates a pending port(newSP-Create - LSPP) for a single TN. SP3(SPID3) concurs with the pending port (oldSPCreate, authorization=True). 




2. SP3 cancels the pending port and the status is updated to cancel pending. 




3. SP4 acknowledges the cancel and the status is updated to cancelled.




5.15 Cancel Pending Port by old - concurred pending port 




(create pending port, concurrence, cancel by old, initial cancel window expires, final cancel window expires, conflict)




1. As the new service provider, SP3(SPID3) creates a pending port(newSP-Create - LSPP) for a single TN. SP4(SPID4) concurs with the pending port (oldSPCreate, authorization=True). 




2. SP4 cancels the pending port and the status is updated to cancel pending. 




3. The initial cancellation window expires and the CancellationAcknowledgeRequest notification is sent to SP3. 




4. The final cancellation window expires and the status of the pending port is updated to conflict.




5.16 Cancel Pending Port by new - concurred pending port




(create pending port, concurrence, cancel by new, initial cancel window




expires, final concurrence window expires)




1. As the new service provider, SP4(SPID4) creates a pending port(newSP-Create - LSPP) for a single TN. SP3(SPID3) concurs with the pending port (oldSPCreate, authorization = True). 




2. SP4 cancels the pending port and the status is updated to cancel pending. 




3. The initial cancellation window expires and the CancellationAcknowledgeRequest notification is sent to SP3. 




4. The final cancellation window expires and the status of the pending port is updated to cancelled.












5.17 Delete NPA-NXX open for portability.




1. SP3 deletes an NPA-NXX via their SOA interface




2. SP3 deletes an NPA-NXX via their LSMS interface




3. SP4 deletes an NPA-NXX via their SOA interface




4. SP4 deletes an NPA-NXX via their LSMS interface.




5.18 Delete LRN.




1. SP3 deletes an LRN via their SOA interface




2. SP3 deletes an LRN via their LSMS interface




3. SP4 deletes an LRN via their SOA interface




4. SP4 deletes an LRN via their LSMS interface




6. Performance Testing 



6.1 Single TN Volume Testing




Test case procedures incorporated into test case 1.1 from Release 2.0.




6.2 TN Range Volume Testing




Test case procedures incorporated into test case 1.3 from Release 2.0.




6.3  Stability Testing




1. Each Service Provider participating in the SP to SP test phase should have their normal mechanized interface associations established with the NPAC.




2.  The Service Provider pairs will agree upon two groups of TNs to be used for this test step, the first group to be used for single SV activities, the second to be used for "range of 10" SV activities.




3.  At the agreed upon starting time, each SP will act as the "new" SP and will create 10 individual Subscription Versions from the agreed upon range.  Each SP will then create a single range of 10 Subscription versions from the agreed upon TN group.




4. At starting time plus 15 minutes, each SP will act as the "old" SP and will concur with the 10 individual Subscription Versions and the range of 10 Subscriptions created by the "new" SP in the previous step.




5.  At starting time plus 30 minutes, each SP will act as the "new" SP  and will activate the 10 individual Subscription Versions and the range of 10 Subscriptions that were concurred with in the previous step.  




6.  At starting time plus 45 minutes, each SP will act as the "new" SP and will disconnect the 10 individual Subscription Versions and the range of 10 Subscriptions that were activated in the previous step.




7.  The starting station number of the TNs in the agreed upon ranges are increased by 20.




8.  Repeat steps 3 through 7 for the desired stability testing periods.  12 hours, 24 hours, and 48 hours have been suggested.




6.4 Stress Testing




1.  As an optional stress testing phase, repeat the scenario described above in 6.3, except that all steps will be executed as quickly as possible with no delay periods between steps.  Continue for a 1 hour period.




4.3   NPA Split Testing



				8.5.1 Permissive Dialing Period is Successfully Started - NPAC Personnel User – Success 







				Purpose:



				Confirm that the NPAC Personnel user can successfully split NPAs. Subscriptions that are in the sending state and associated with the NPA being split will not be modified. Only acceptable characters can be used in text fields.  The Permissive Dialing Period is successfully started.  The sending Subscription Versions will be updated at the start of Permissive Dialing Period.  







				Requirements:



				R-1, R-3, R-7, R-13, R-15, R-22, R-23, R-24, R-27, R-28, R-30, R-31, R-32, RN3-1, RN3-3, RN3-2







				Prerequisites:



				1)   NPAC Personnel establish the NPA Split on the NPAC SMS.




2)   All data entered for the NPA Split is valid.  




The following data is required:




The Service Provider ID




The old and new NPA




The affected NXX(s)




The start date of the permissive dialing period




The end date of the permissive dialing period




3)   The end date of permissive dialing should be greater than the start date.




4)   The owner of the old NPA-NXX matches the owner of the new NPA-NXX for each NXX.




5)   The old NPA-NXX must exist.




6)   The new NPA-NXX must not exist.




7)   No active, failed, partial failed, disconnect-pending or sending subscriptions exist in the new NPA-NXX.




8)   At least one NPA-NXX-X exists respective to the Old NPA-NXX specified in the NPA Split.




9)   At least one Number Pool Block exists respective to an Old NPA-NXX(X) specified in the NPA Split.




10)  Active Subscription Versions exist respective to an Old NPA-NXX specified in the NPA Split.




11)  The Service Provider performs Subscription Version (SV) activates, modifies and disconnects before, during and after the Permissive Dialing Period.




12)  The Service Provider performs additional Number Pool Block (NPB) activates, and modifies before, during and after the Permissive Dialing Period.




13)  NPAC Personnel create, modify and depool NPA-NXX-Xs involved in the NPA Split before, during and after the Permissive Dialing Period.




14)  There are active subscriptions associated with the NPA-NXX(s) being split.




15)  All required fields for the split are entered.




16)  Create new subscriptions for the old and new NPAs during the permissive dialing period.







				Expected Results:



				RESULT 1: The NPA Split is established on the NPAC SMS.




RESULT 2: The New NPA-NXX associated with the NPA Split is created on the NPAC SMS and broadcast to all SOAs/LSMSs that support network data downloads and are accepting broadcasts for the NPA-NXX.  The Effective Date for the new NPA-NXX equals the start of PDP.




RESULT 3: Service Provider systems successfully submit SV create, modify and disconnect requests prior to PDP start, during PDP and after PDP ends.




-  When SV requests are made prior to PDP start, requests with the New NPA-NXX will be rejected, and requests for the Old NPA-NXX are accepted/processed by the NPAC SMS.




-  When SV requests are made during PDP start, requests with the New and/or Old NPA-NXX will be accepted/processed by the NPAC SMS.  The response from the NPAC SMS will only contain the New NPA-NXX.




-  When SV requests are made after PDP ends, requests with the Old NPA-NXX will be rejected by the NPAC SMS.  Requests using the New NPA-NXX are accepted/processed by the NPAC SMS.




RESULT 4: Service Provider systems successfully submit NPB activates and, modifies prior to PDP start, during PDP and after PDP ends.




-  When NPB requests are made prior to PDP start, requests with the New NPA-NXX will be rejected, and requests for the Old NPA-NXX are accepted/processed by the NPAC SMS.




-  When NPB requests are made during PDP start, requests with the New and/or Old NPA-NXX will be accepted/processed by the NPAC SMS.  The response from the NPAC SMS will only contain the New NPA-NXX.




-  When NPB requests are made after PDP ends, requests with the Old NPA-NXX will be rejected by the NPAC SMS.  Requests using the New NPA-NXX are accepted/processed by the NPAC SMS.




RESULT 5: NPAC Personnel successfully create, modify and de-pool NPA-NXX-Xs before, during and after PDP.




-  For NPA-NXX-X requests made prior to PDP start, requests with the New NPA-NXX will be rejected, and requests for the Old NPA-NXX are accepted/processed by the NPAC SMS.  The NPAC SMS will automatically broadcast NPA-NXX-X creates for both the Old and New NPA-NXX involved in the NPA Split to all Service Provider systems supporting broadcasts for these NPA-NXXs.  The Effective Date for the New NPA-NXX-X will equal the later of start of PDP or the same Effective Date as the Old NPA-NXX-X.




- For NPA-NXX-X requests made during PDP, requests with the New and/or Old NPA-NXX will be accepted/processed by the NPAC SMS.  The response from the NPAC SMS will only contain the New NPA-NXX.  When an NPA-NXX-X is created during PDP, that is impacted by an NPA Split, the equivalent Old/New NPA-NXX-X will also be automatically created/broadcast with the same Effective Date as the original request.  




-  For NPA-NXX-X requests made after PDP has ended, requests with the Old NPA-NXX will be rejected by the NPAC SMS.  Requests using the New NPA-NXX are accepted/processed by the NPAC SMS.




RESULT6: The Subscription Version Ids of the subscriptions will be retained.




RESULT 7: The LRN information will not be changed.




RESULT 8: Upon the end of PDP, the NPAC SMS automatically deletes the Old NPA-NXX involved in the NPA Split.  The NPAC SMS will broadcast the NPA-NXX delete to all SOAs/LSMSs that support network data downloads and are accepting broadcasts for the NPA-NXX.  All subtending records (NPA-NXX-X, NPB and SVs) are updated to reflect only the New NPA-NXX value.












				Actual Results:



				











				8.5.5 Perform Port-to-Original during the Permissive Dialing Period of the NPA Split.– Success 







				Purpose:



				Perform Port-to-Original during the Permissive Dialing Period of the NPA Split using the SOA – Success







				Requirements:



				







				Prerequisites:



				1. A NPA split has been established by NPAC Personnel on the NPAC SMS and is in Permissive Dialing Period.




2. The same NPA split has been established by Service Provider on their local system(s) and is in Permissive Dialing Period.




3. The SOA and LSMS are registered with the NPAC SMS.




4. The Port-to-Original request must be made from the Service Provider's SOA during Permissive Dialing Period.




5. All data entered for the Port-to-Original request is valid.




6. All required fields for the Port-to-Original request are entered.







				Expected Results:



				RESULT 1: A Port-to-Original Subscription Version is created by the service provider for the new NPA-NXX in the NPA Split during Permissive Dialing Period. 




RESULT 2: The Port-to-Original Subscription Version is created in the NPAC with the status of ‘pending’ for the new NPA-NXX.




RESULT 3: The service provider is able to activate the Port-to-Original Subscription Version.




RESULT 4: The Subscription Version exists on the NPAC with the status of ‘old’.







				Actual Results:



				











5.   Group Turn Up Test Scenarios Related to NPAC Release 2.




This section contains all test cases written for group Service Provider Turn Up testing of Release 2.0 of the NPAC software.  




5.1   Performance Testing




From the NPAC Release 2.0 Group Test Plan, version 0.2, 6/4/1999




1.1
Single TN Volume Testing with non-pooled TNs  (TNs that are not part of a 1K Block)




Each Service Provider participating in the SP to SP test phase should have their normal mechanized interface associations established with the NPAC.





The Service Provider pairs will agree upon a range of 100 TNs to be used for this test step.




The Service Providers acting as the "new" SPs will begin creating Subscription Versions for the agreed upon range, one at a time, proceeding as quickly as is practical until all 100 SVs have been created.




After a 3-minute delay, the Service Providers acting as the "old" SPs will begin concurring with the newly created Subscription Versions, again, proceeding as quickly as is practical, until all 100 SVs have been concurred.




As soon as is practical, the SPs acting as the "new" SPs will begin activating the 100 SVs, one at a time, as quickly as possible until all 100 have been activated.




As soon as possible, the SPs acting as the "new" SPs will begin disconnecting the 100 SVs, one at a time, as quickly as possible until all 100 have been disconnected.



1.2
Single TN Volume Testing with pooled TNs




Each Service Provider participating in the SP to SP test phase should have their normal mechanized interface associations established with the NPAC.





The Service Provider pairs will agree upon a range of 100 pooled ported TNs to be used for this test step.




NPAC Personnel creates the block holder information and the Subscription Versions with LNP type “POOL”.




The Service Providers acting as the "new" SPs will begin creating Subscription Versions for the agreed upon range, one at a time, proceeding as quickly as is practical until all 100 SVs have been created.




After a 3-minute delay, the Service Providers acting as the "old" SPs will begin concurring with the newly created Subscription Versions, again, proceeding as quickly as is practical, until all 100 SVs have been concurred.




As soon as is practical, the SPs acting as the "new" SPs will begin activating the 100 SVs, one at a time, as quickly as possible until all 100 have been activated.




As soon as possible, the SPs acting as the "new" SPs will begin disconnecting the 100 SVs, one at a time, as quickly as possible until all 100 have been disconnected.




1.3
TN Range Volume Testing with non-pooled TNs  (TNs that are not part of a 1K Block)




Each Service Provider participating in the SP to SP test phase should have their normal mechanized interface associations established with the NPAC.





The Service Provider pairs will agree upon a range of 10 ranges of 100 pooled ported TNs to be used for this test step.




The Service Providers acting as the "new" SPs will begin creating Subscription Versions for the agreed upon range, one range at a time, proceeding as quickly as is practical until all 1000 SVs have been created.




After a 3 minute delay, the Service Providers acting as the "old" SPs will begin concurring with the newly created Subscription Versions, submitting each of the 10 TN ranges of 100 as quickly as is practical, until all 1000 SVs have been concurred.




As soon as is practical, the SPs acting as the "new" SPs will begin activating the 1000 SVs, one range of 100 at a time, as quickly as possible until all 1000 have been activated.




As soon as possible, the SPs acting as the "new" SPs will begin disconnecting the 1000 SVs, one range of 100 at a time, as quickly as possible until all 1000 have been disconnected.




1.4
TN Range Volume Testing with pooled TNs




Each Service Provider participating in the SP to SP test phase should have their normal mechanized interface associations established with the NPAC.





The Service Provider pairs will agree upon a range of 10 ranges of 100 pooled ported TNs to be used for this test step.




NPAC Personnel creates the block holder information and the Subscription Versions with LNP type “POOL”.




The Service Providers acting as the "new" SPs will begin creating Subscription Versions for the agreed upon range, one range at a time, proceeding as quickly as is practical until all 1000 SVs have been created.




After a 3 minute delay, the Service Providers acting as the "old" SPs will begin concurring with the newly created Subscription Versions, submitting each of the 10 TN ranges of 100 as quickly as is practical, until all 1000 SVs have been concurred.




As soon as is practical, the SPs acting as the "new" SPs will begin activating the 1000 SVs, one range of 100 at a time, as quickly as possible until all 1000 have been activated.




As soon as possible, the SPs acting as the "new" SPs will begin disconnecting the 1000 SVs, one range of 100 at a time, as quickly as possible until all 1000 have been disconnected.




6.   Group Turn Up Test Scenarios related to NPAC Release 3.1.












6.1   Performance Testing related to NPAC Release 3.1




The following section comes from the “NPAC Release 3.1 Performance and Volume Test Plan, FINAL, Version 1.1” dated October 15, 2001.




6.1.1   Purpose




The purpose of this document is to provide a guideline for the performance and volume testing of the NPAC SMS Release 3.1.  This performance and volume testing effort is specific for the NPAC SMS Release 3.1 and is different from the performance testing that Service Providers have performed in a group testing environment in the past.  This performance and volume testing is designed to specifically test the SOA-NPAC Interface issues that surfaced with the deployment of NPAC SMS Release 3.0 in the Northeast region.  The improved performance of NPAC SMS Release 3.0 and the faster hardware platform that this software is running on is resulting in transactions being processed for broadcast to the industry quicker than the SOA-NPAC Interface can transmit them.  During peak periods the interface cannot support the volumes of notifications that the NPAC SMS is generating, thus there is a long delay in notification delivery that results in operational issues.  At the current time it is the ILEC that is primarily affected by this problem because the ILEC receives the largest volume of SOA notifications but the problem has the potential of affecting any Service Provider.




NPAC SMS Release 3.1 is being developed as a short-term solution to the problem described above.  The testing described in this test plan will actually focus on the functionality that is contained in Change Order NANC 179, one of the five change orders incorporated into the NPAC SMS Release 3.1.  Change Order NANC 179 is perceived as being the key to alleviating throughput problems since the implementation of this change order in both the NPAC SMS and the Service Provider SOAs will result in fewer messages being sent over the interface.




6.1.2   Test Plan Approach




The SOA Throughput Analysis that was presented to the LNPA WG during its June 2001 meeting was used to help develop the activities that are necessary for this performance and volume testing.  The SOA Throughput Analysis was based on notification and request messages that were sent over the SOA-NPAC interface in a 24 hour period, 4/24/01 00:00 UTC – 4/23/01 23:59 UTC.  The data collected and analyzed indicated that, for the ILEC, there were two peak periods in the 24-hour period and that each lasted approximately two hours.  Activities in the remaining 20 hours of the analysis period was fairly low and for the most part, within the SOA-NPAC interfaces specifications.  For this performance and volume testing it was concluded that a volume of activity sufficient to generate in excess of 5000 messages to a particular SOA would be needed to recreate the SOA-NPAC Interface problem.




6.1.3   Testing Approach




The performance and volume testing will be performed in a group-testing environment using this test plan.  Service Providers will be assigned to work in pairs, one as the Old Service Provider and the other as the New Service Provider.  The Service Providers will work together for the complete testing cycle.  In the pairing of Service Providers, it is preferable that at least one Service Provider in the pair has a system that supports the new NPAC SMS Release 3.1 features and functionality.  Also one of the Service Providers needs to be able to create, modify, and activate subscription versions in ranges.  It is suggested that only two pairs of Service Providers perform this testing simultaneously.




All phases of this testing will be in the NPAC SMS Release 3.1 test environment.  The testing activities will first be executed with the Release 3.1 features and functionality turned OFF in the Service Provider SOAs and in their Service Provider Profile on the NPAC SMS.  The purpose of this is to recreate the problem being experienced in the Northeast production environment where NPAC SMS Release 3.0 has been deployed.  The testing activities will be executed a second time with the Release 3.1 features and functionality in the Service Provider SOAs and in their Service Provider Profile on the NPAC SMS turned ON.  The improvements seen in the second round of testing are the improvements that a Service Provider should expect in the production environment utilizing the Release 3.1 features and functionality.



Service Providers will submit large ranges of TNs (1000 at a time) when submitting requests to the NPAC SMS in order to generate large volumes of notifications.  If a Service Provider’s SOA system prevents them from submitting range requests to the NPAC SMS it has to be recognized that this Service Provider may not be able to build the notification queue necessary for this testing.  To build their queue, they will have to depend on notifications being sent to them as a result of activities involving them being generated by another Service Provider.  Also, if they can only enter their data into their SOA system on a single TN basis they may have to spend some time off hours doing setup so as to not impede testing.




A certain amount of planning and coordination will need to be done by the NPAC test engineer and all involved Service Providers in order to pair the participating Service Providers and prepare the data required.  Once test execution begins all activities need to be completed as efficiently and quickly as possible.  To that end, some of the activities that need to be done in advance consist of, but are not limited to:




1.  The NPAC test engineer needs to be identified in advance of the testing start date and this person needs to take the lead role in the testing preparations.  Some of the tasks that the NPAC test engineer needs to do in advance of the testing start date are:




a)  analyze the activities to be performed and determine the data and setup that is required for these activities




b)  ensure that the Service Provider pair assignments are made based on Service Provider system functionality (at least one Service Provider in the pair has a system that supports the new NPAC SMS Release 3.1 features and functionality and at least one of the Service Provider in the pair is able to create, modify, and activate subscription versions in ranges




c)  assign testing days for each group of 2 pairs of Service Providers




d)  ensure accurate set up of Service Provider’s Profile on the NPAC SMS




e)  ensure advance set up of the appropriate NPA-NXXs and LRNs
 by the respective Service Providers




f)  ensure SVs exist in the appropriate state for each pair of Service Providers for each run of the testing activities:




-     5000 “pending” subscription versions to be used for the ‘modify pending’ activities listed in item 3 of the Testing Activities section (both Service Providers have done their creates)




-     5000 “pending” subscription versions that are ready for activation listed in item 4 of the Testing Activities section. (either both T1 & T2 timers have expired or the Old Service Provider has concurred)




Note:  This is the prerequisite data setup required for each run of testing activities for items 3 and 4 listed in the Testing Activities section.  See the testing activities to determine the total set up required.



g)  an LSMS is available for successful activation of subscription versions




h)  appropriate filters have been set for the activation of the subscription versions




i)  ensure that Service Provider test engineers understand their roles in the testing activities, what testing scenarios will be executed, and in what order




j)  ensure that there is adequate NPAC support to monitor queues, logs, etc.




2.  Service Provider test engineers need to verify that they have the prerequisite test data in their system before the test run begins.




3.  Service Provider test engineers need to understand their role in the activities and be available for the complete testing period.




6.1.4   Test Execution




After all the testing prerequisites referenced in the Testing Approach section have been completed the Service Provider pairs should commence testing.  Ideally there will be three runs of the testing activities, divided into two parts.  Part one will be a trial run where each of the 4 activities listed below are executed sequentially.  Part two will consist of two runs, one with the 4 activities executed concurrently and a second with the same 4 activities executed concurrently but with the Service Provider roles reversed.  All activities should be executed as quickly as possible.  These three runs of the testing activities are to be executed using the NPAC Release 3.1 software with the Release 3.1 features and functionality turned OFF in the Service Providers’ SOAs to obtain baseline information and again using the NPAC Release 3.1 software with the Release 3.1 features and functionality turned ON in the Service Providers’ SOAs to measure the improvements.  There will be a total of six runs.  The following table lists the testing runs:




				



				Release 3.1 Features & Functionality







				



				OFF



				ON







				Both Service Providers participating



				Trial Run – Testing Activities executed sequentially



				Trial Run – Testing Activities executed sequentially







				SP A = New SP




SP B = Old SP



				Run Two



				Run Two







				SP A = Old SP




SP B = New SP




(Roles reversed)



				Run Three



				Run Three











During the baseline testing it is expected that overload may become apparent and/or aborts occur.  Overload is defined as the Service Provider SOA system waiting excessive amounts of time (more than 30 minutes) to receive a notification that is associated with a previously submitted request from the NPAC SMS.  An example would be waiting more than 30 minutes for an M-EVENT REPORT subscriptionVersionStatusAttributeValueChange notification associated with a subscription version create.  A SOA system abort could be the result of a CMIP departure time in excess of 5 minutes or not responding to a message within the retry timer tunable parameter (1 X 15 minutes) due to an overload condition.




6.1.5   Testing Activities




The testing activity needs to be of sufficient volume to ensure that requests will be queued at the NPAC SMS, waiting to be transmitted over the SOA-NPAC Interface when none of the NPAC SMS Release 3.1 features and functionality are being utilized by the Service Provider SOAs.  During the performance of all testing activities, NPAC SMS queues will need to be monitored to ensure that the size of the queues expand and contract according to the activity that is taking place.  Service Providers need to monitor their systems and note average response times or excessive waits for responses as well as issues/problems with congestion resulting from the volume of messages being transmitted.




The following activities are to be performed by each pair of Service Providers.  




1.
5000 New Service Provider Creates, submitted as 5 ranges of 1000 TNs each, if possible, otherwise submitted in the most efficient, fastest manner possible.




2.
5000 Old Service Providers Creates on the same TNs as used in Item 1, submitted as 5 ranges of 1000 TNs each, if possible, otherwise submitted in the most efficient, fastest manner possible. 




3.
Modification of 5000 existing “pending” subscription versions (the subscription versions created in Item 1 f, first bullet, of the Testing Approach section).  Each Service Provider (Old and New) should modify half of the subscription versions (2500 each).  They should each submit the modify requests as 2 ranges of 1000 and 1 range of 500, if possible, otherwise submitted in the most efficient, fastest manner possible.




4.
Activation of 5000 existing “pending” subscription versions (the subscription versions created in Item 1 f, second bullet, of the Testing Approach section), submitted as 5 ranges of 1000 TNs each, if possible, otherwise submitted in the most efficient, fastest manner possible.




6.1.6   Test Results Evaluation




Evaluation of the test results will primarily be a measurement of processing time of all testing activities.  This processing time will start when the Service Providers commence sending their requests to the NPAC SMS and end when they receive all responses from the NPAC SMS.  NPAC has tools that it can use to monitor queues and report times.  In addition to the NPAC tools, Service Providers should monitor their systems for response times, errors, congestion, and aborts.  It is expected that a Service Provider using a SOA system that has implemented the Release 3.1 features and functionality would see a significant improvement in overall end-to-end processing over the Release 3.1 baseline without the use of the Release 3.1 features and functionality.




It is anticipated that at some point during the baseline testing, using NPAC Release 3.1 software with the Release 3.1 features and functionality turned OFF in the Service Providers’ SOAs, overload and/or aborts will occur.  The point at which this becomes apparent during the baseline testing should be recorded with details.  If a Service Provider’s SOA system experiences overload or aborts during the trial run (the testing activities are being executed sequentially), using NPAC Release 3.1 software with the Release 3.1 features and functionality turned OFF, testing can be terminated for this phase.  A Service Provider that is in production, porting small volumes of TNs and not experiencing overload and/or aborts, but has it happen during this phase of the testing should be aware that it is expected behavior.




It is expected that during the phase two testing, using NPAC Release 3.1 software with the Release 3.1 features and functionality turned ON in the Service Provider’s SOA, considerable improvement will be seen over the Release 3.1 baseline without the use of the Release 3.1 features and functionality.




7.   Group Turn Up Test Scenarios related to NPAC Release 3.2.




Service Provider ID (SPID) Migration)




				A.



				TEST IDENTITY



				







				



				Test Case Number:



				NANC 323-1



				SUT Priority:



				SOA 



				Required







				



				



				



				



				LSMS



				Required







				



				Objective:








				NPAC OP GUI – NPAC Personnel submit a request for a SPID migration, where NPA-NXX, LRN, Subscription Version, NPA-NXX-X and Block Information exist for the migrating away from SPID.  Verification steps are performed to ensure the Service Provider system is now in synch with the NPAC SMS. – Success







				



				



				







				B.



				REFERENCES



				







				 



				NANC Change Order Revision Number:



				



				Change Order Number(s):



				NANC 323 







				



				NANC FRS Version Number:



				3.2.0



				Relevant Requirement(s):



				RR3-255, RR3-256, RR3-257, RR3-258, RR3-259, RR3-260, RR3-261, RR3-262, RR3-263, RR3-264, RR3-265, RR3-266, RR3-267, RR3-268, RR3-269, RR3-270, RR3-271, RR3-272, RR3-273, RR3-274, RR3-276, RR3-277







				



				NANC IIS Version Number:



				3.2.0



				Relevant Flow(s):



				







				



				



				







				C.



				PREREQUISITE



				







				



				Prerequisite Test Cases:



				







				



				Prerequisite NPAC Setup:



				While all SOAs/LSMSs are associated with the NPAC SMS, create test data that includes an NPA-NXX, LRN and NPA-NXX-X for a “Migrating Away From SPID”:




a)    Create a new NPA-NXX for the ‘Migrating Away From’ SPID. (NPA-NXX a1 )




b)    Create a new LRN for the ‘Migrating Away From’ SPID, that would logically be associated with the NPA-NXX created in (a) above. (LRN b1)




c)    Create a new NPA-NXX-X for the ‘Migrating Away From’ SPID respective that uses the LRN that was created in (b) above. (NPA-NXX-X c1)




d)    Activate a Number Pool Block for the NPA-NXX-X created in (c) above.  Verify this NPB has a status of ‘Active’ (NPB group d1) (SV group d1).







e)    Create and Activate a range of at least 10 TNs that use the LRN created in (b) above.  (SV group f1).  Verify this range of Subscription Version has a status of ‘Active’.




f)    Initiate a Deferred Disconnect for a range of 2 TNs respective to SV group f2 above.  Verify this range of Subscription Versions has a status of ‘Disconnect-Pending’.  (SV group g)




g)    Immediately Disconnect one of  the TNs that was activated in (f) above, (SV group f1).  Verify this Subscription Versions has a status of ‘Old’. (SV group h)
















				



				Prerequisite SP Setup:



				Systems are disassociated while they update their local databases using the SIC-SMURF files from the NPAC SMS.







				



				



				







				D.



				TEST STEPS and EXPECTED RESULTS







				Row #



				NPAC or SP



				Test Step







				NPAC or SP



				Expected Result











				1.



				NPAC



				



















NPAC Personnel generate Selection Input Criteria SPID Mass Update (SIC-SMURF) Files based on SPID Migration prerequisite data.



				NPAC



				The SIC-SMURF files are generated and made available on the Service Provider FTP sites.











				2.



				SP



				Service Provider Personnel receive the SIC-SMURF files, take their systems ‘off-line’ from the NPAC SMS, and load the files into their LSMS system.



				SP



				Using the SOA/LSMS system, verify as applicable:




NPA-NXX a1was updated to reflect the ‘Migrating to’ SPID




LRN b1 was updated to reflect the ‘Migrating to’ SPID




NPA-NXX-X c1 was updated to reflect the ‘Migrating to’ SPID




NPB group d1 was updated to reflect the ‘Migrating to’ SPID




SV group d1, SV group e1, SV group f, and SV group g* were updated to reflect the ‘Migrating to’ SPID




· SV group h exists on the NPAC SMS with a status of ‘Old’ so verify on the local system as capable.







				3.



				NPAC



				At the same time as row 2 above, NPAC Personnel update the NPAC SMS database using the SIC-SMURF files.



				NPAC



				Verify the following on the NPAC SMS:




NPA-NXX a1 was updated to reflect the ‘Migrating to’ SPID




LRN b1 was updated to reflect the ‘Migrating to’ SPID




NPA-NXX-X c1 was updated to reflect the ‘Migrating to’ SPID




NPB group d1 was updated to reflect the ‘Migrating to’ SPID




SV group d1, SV group e1, SV group f, and SV group gwere updated to reflect the ‘Migrating to’ SPID







				4.



				SP



				After both the NPAC and Service Provider Personnel have successfully loaded the SIC-SMURF files into their respective databases, Service Provider Personnel re-associate their local systems with the NPAC SMS.



				SP



				The Service Provider local systems are associated with the NPAC SMS.







				5.



				SP



				Service Provider Personnel perform subscription version and number pool block queries for the migrated data.



				SP/NPAC



				Verify that the records reflect the appropriate Old and New Service Providers based on the SPID Migration data.







				



				



				



				



				



















				E.



				Pass/Fail Analysis, NANC 323-1







				Pass



				Fail



				NPAC Personnel performed the test case as written.







				Pass



				Fail



				Service Provider Personnel performed the test case as written.












				Pass



				Fail



				Service Provider Personnel were able to successfully process the SIC-SMURF file updates with their local databases in a timely fashion.















8.   Group Turn Up Test Scenarios related to NPAC Release 3.3.




NANC 385 - Timer Calculation – Maintenance Window Time Behavior




				A.



				TEST IDENTITY



				







				



				Test Case Number:



				NANC 385-1



				SUT Priority:



				SOA 



				Required







				



				



				



				



				LSMS



				N/A







				



				Objective:








				SOA – NPAC personnel use the Timer-Update-Tool to update timer expiration by 10 minutes, SP systems under test handle the impacted timers for their adjusted expiration time – Success




Prerequisites should include activities that create short and long initial and final concurrence timers, and short and long initial and final cancellation concurrence timers that are scheduled to expire on the same day as test after the maintenance window enactment in this test case.







				



				



				







				B.



				REFERENCES



				







				 



				NANC Change Order Revision Number:



				



				Change Order Number(s):



				NANC 385







				



				NANC FRS Version Number:



				



				Relevant Requirement(s):



				RR6-187, RR6-188







				



				NANC IIS Version Number:



				



				Relevant Flow(s):



				B.5.1.6.2, B.5.1.6.3, B.5.1.6.4, B.5.1.6.5, B.5.3.2







				



				



				







				C.



				PREREQUISITE



				







				



				Prerequisite Test Cases:



				







				



				Prerequisite NPAC Setup:



				As this TC is going to be executed in the group phase of testing, each provider in the group should have their own set of TNs a and c or TNs b and d.




The following steps identify porting scenarios with both short and long timers.  Depending on the Timer Type that the Service Provider under test supports, only those respective porting scenarios may be created.  For example, a Service Provider that supports Long Timers is not required/able to create porting scenarios that result in the use of Short Timers.  Please create porting scenarios based on the Timer Type supported by the Service Provider under test.




1.  Set the following timers to values that will expedite this feature testing:




Long Initial Concurrence Timer set to ______ (default 9 hr)




Short Initial Concurrence Timer set to ______ (default 1 hr)




Long Final Concurrence Timer set to _______ (default 9 hr)




Short Final Concurrence Timer set to ​​​​_______ (default 1 hr)




Long Cancellation-Initial Concurrence Window set to _____ (default 9 hr)




Short Cancellation-Initial Concurrence Window set to _____ (default 9 hr)




Long Cancellation-Final Concurrence Timer set to _____ (default 9 hr)




Short Cancellation-Final Concurrence Timer set to _____ (default 9 hr)




2.  Prior to simulated maintenance period establish the following porting scenarios:




a.  New SP Create where SP under test is Old SP (using Short timers) (TN a __________).




b.  Old SP Create where SP under test is New SP (using Long timers) (TN b ___________).




c.  Work with Service Provider under test to create/concur to an Inter-SP Subscription Version (using Short timers) (TN c _________________).




d.  Work with the Service Provider under test to create/concur to an Inter-SP Subscription Version (using Long timers) (TN d______________).




3.  Verify that the following Subscription Versions exist:




a.  TN a exists with a status of Pending and only the NPAC acting as the New SP has issued a create request for this TN.  The SV is using short timers.




b.  TN b exists with a status of Pending and only the NPAC acting as the New SP has issued a create request for this TN.  The SV is using long timers.




c.  TN c exists with a status of Cancel-Pending.  The Service Provider under test issued the cancel request for the TN and the SV is using short timers.




d.  TN d exists with a status of Cancel-Pending.  The Service Provider under test issued the cancel request for the TN and the SV is using long timers. 







				



				Prerequisite SP Setup:



				1.  Prior to simulated maintenance period work with NPAC personnel to establish porting scenarios that will result in the timers listed in NPAC Prerequisites step 1 to expire.




a.  Do not concur to TN a.




b.  Do not concur to TN b.




c.  Concur to the create for TN c.  Then issue a cancel request for TN c.




d.  Concur to the create for TN d.  Then issue a cancel request for TN d.







				



				



				







				D.



				TEST STEPS and EXPECTED RESULTS







				Row #



				NPAC or SP



				Test Step








				NPAC or SP



				Expected Result












				1.



				NPAC



				NPAC Maintenance Window starts.



				



				







				2.



				NPAC 



				NPAC personnel use the Timer Update Tool to specify the start and end time of the maintenance window.



				NPAC



				NPAC uses the start and end Maintenance Window times to determine at what time the timers should expire/notifications should be sent to respective service provider systems.







				3.



				NPAC



				NPAC SMS issues the following notifications based on the Timer Update Tool adjustments:




If the Service Provider’s TN Range Indicator is set to TRUE, the NPAC SMS will send:




1. M-EVENT-REPORT subscriptionVersionRangeOldSP-ConcurrenceRequest upon expiration of the Short Initial Concurrence Timer for TN a.




2. M-EVENT-REPORT subscriptionVersionRangeOldSPFinalConcurrenceWindowExpiration upon expiration of the Short Final Concurrence Timer for TN a.




3. M-EVENT-REPORT subscriptionVersionRangeNewSP-CreateRequest upon the expiration of the Long Initial Concurrence Timer for TN b.




4. M-EVENT-REPORT subscriptionVersionRangeNewSP-FinalCreateWindowExpiration upon the expiration of the Long Final Concurrence Timer for TN b.




5. M-EVENT-REPORT subscriptionVersionRangeCancellationAcknowledgeRequest upon expiration of the Short Cancellation-Initial Concurrence Window for TN c.




6. M-EVENT-REPORT subscriptionVersionRangeStatusAttributeValueChange indicating the status is now Conflict upon expiration of the Short Cancellation-Final Concurrence Window for TN c.




7. M-EVENT-REPORT subscriptionVersionRangeCancellationAcknowledgeRequest upon expiration of the Long Cancellation-Initial Concurrence Window for TN d.




8. M-EVENT-REPORT subscriptionVersionRangeStatusAttributeValueChange indicating the status is now Conflict upon expiration of the Long Cancellation-Initial Concurrence Window for TN d.




If the Service Provider’s TN Range Indicator is set to FALSE, the NPAC SMS will send:




1. M-EVENT-REPORT subscriptionVersionOldSP-ConcurrenceRequest upon expiration of the Short Initial Concurrence Timer for TN a.




2. M-EVENT-REPORT subscriptionVersionOldSPFinalConcurrenceWindowExpiration upon expiration of the Short Final Concurrence Timer for TN a.




3. M-EVENT-REPORT subscriptionVersionNewSP-CreateRequest upon the expiration of the Long Initial Concurrence Timer for TN b.




4. M-EVENT-REPORT subscriptionVersionNewSP-FinalCreateWindowExpiration upon the expiration of the Long Final Concurrence Timer for TN b.




5. M-EVENT-REPORT subscriptionVersionCancellationAcknowledgeRequest upon expiration of the Short Cancellation-Initial Concurrence Window for TN c.




6. M-EVENT-REPORT subscriptionVersionStatusAttributeValueChange indicating the status is now Conflict upon expiration of the Short Cancellation-Final Concurrence Window for TN c.




7. M-EVENT-REPORT subscriptionVersionCancellationAcknowledgeRequest upon expiration of the Long Cancellation-Initial Concurrence Window for TN d.




8. M-EVENT-REPORT subscriptionVersionStatusAttributeValueChange indicating the status is now Conflict upon expiration of the Long Cancellation-Initial Concurrence Window for TN d.



				SP



				The Service Provider SOA(s) receive the M-EVENT-REPORTs from the NPAC SMS based on the adjustments made by NPAC personnel using the Timer Update Tool.







				4.



				NPAC



				NPAC personnel view logs to verify that that the notifications indicated in step 3 were issued at time frames adjusted by the time entered in the Timer Update Tool. 



				NPAC



				The notifications were issued based on the time entered in the Timer Update tool.







				E.



				Pass/Fail Analysis, NANC 385-1







				Pass



				Fail



				NPAC personnel performed the test case as written.







				Pass



				Fail



				Service Provider personnel performed the test case as written.











End of Document
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Contribution to the October 2005 LNPA Working Group                        Version 2.0 dated October 13, 2005






VERIZON COMMUNICATIONS’ CONTRIBUTION FOR PROPOSED TEXT TO THE LNPA’S NP BEST PRACTICES DOCUMENT ADDRESSING THE SIGNALING OF THE INCORRECT ISUP JURISDICTION INFORMATION PARAMETER (JIP)


The ISUP Jurisdiction Information Parameter (JIP) is a 6-digit parameter in the format of NPA-NXX that is signaled in the Initial Address Message (IAM) by the originating switch.  The JIP is used by carriers downstream in the call path to identify the originating switch for billing settlement purposes.  Verizon Communications has identified several cases where carriers are signaling the incorrect JIP.  In these cases, the carriers are signaling an NPA-NXX in the JIP that is LERG-assigned to another carrier.


Verizon Communications proposes that this issue be added to the LNPA’s NP Best Practices document with the following text to be added under the Decisions/Recommendations:



The ISUP Jurisdiction Information Parameter (JIP) is a 6-digit parameter in the format of NPA-NXX that is signaled in the Initial Address Message (IAM) by the originating switch.  The JIP is used by carriers downstream in the call path to identify the originating switch for billing settlement purposes.  When carriers signal an incorrect JIP to another carrier, e.g., signaling an NPA-NXX in the JIP that is LERG-assigned to another carrier, this will result in improper identification of the originating switch.



The LNPA WG supports and reiterates the following signaling requirements for JIP as documented in ATIS’ industry standard for Local Number Portability – Technical Requirement on Number Portability Switching Systems (T1.TRQ.2-2001):


Page 6, Assumption 19:  


“An NPA-NXX used as a JIP is a LERG-assigned code on the switch.” 



Page 50, cites from REQ-03300:  



“The ISUP JIP parameter shall be included in the IAM for all line and private trunk call originations.”


“The JIP identifies the switch from which the call originates, and can be recorded to identify that switch.”


1


1


This contribution includes proposals which were prepared to assist the LNPA Working Group. This document is submitted for discussion only, and is not to be construed as binding on Verizon.  Subsequent study may lead to a revision of this document, both in numerical value and/or form, and, after continuing study and analysis, Verizon specifically reserves the right to change the contents of this contribution



* CONTACT: Gary Sacra; email: gary.m.sacra@verizon.com; Tel: 410-736-7756
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LNPA WG POSITION PAPER





October 18, 2005


TOPIC:



LNPA WG Position on Service Providers Requiring Evidence of Authorization* Before Confirming a Port Request or Returning Requested Customer Information


Decisions/Recommendations



Prior to placing orders on behalf of the end user, the New Local Service Provider is responsible for obtaining and having in its possession evidence of authorization.  


Evidence of authorization shall consist of verification of the end user’s selection and authorization adequate to document the end user’s selection of the New Local Service Provider.



The evidence of authorization needs to be obtained and maintained as required by applicable federal and state regulation, e.g., CFR 64.1150, FCC Order 99-223,


as amended from time to time.



It is the LNPA WG’s position that Firm Order Confirmation (FOC) of a port request, or return of requested customer information, e.g., Customer Service Record (CSR), shall not be predicated on the Old Local Service Provider obtaining a physical copy of the evidence of authorization from the New Local Service Provider.  In the event of an end user allegation of an unauthorized change, the New Local Service Provider shall, upon request and in accordance with all applicable laws and rules, provide the evidence of authorization to the Old Local Service Provider.


The LNPA WG respectfully requests that the North American Numbering Council (NANC) confirm and endorse its position on this issue.  The LNPA WG will place this issue and its position in its Number Portability Best Practices document.


* Note: Evidence of authorization may consist of a Letter of Authorization (LOA) to review the end user’s account and port his number, which may include a written contract with the end user or electronic signature, Proof of Authorization (POA), 3rd party verification, a voice recording verifying the end user’s request to switch local carriers, oral authorization with a unique identifier given by the end user, etc.


PAGE  
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ISSUE 2802 RESPONSE SUMMARY


			Field Name			LSR FORM LSOG 10 Usage						Req. Type C Edits Verizon West			Req. Type C Edits Verizon East			Req. Type C Edits QWEST			Req. Type C Edits SBC			Req. Type C Edits Bell South			Req. Type C Edits Sprint
GUI			Req. Type C Edits Sprint Vendor FTP			Req. Type C Edits ATT


			TOS			C						R			R			R			P			R			R			R			R


			MI			C						O			O			C			?			R									R


						EU FORM LSOG 10						Verizon East			Verizon West			QWEST			SBC			Bell South			Sprint			Sprint Vendor			ATT


			SANO			C						O			O			C			C			C			R			R			C


			SASN			C						O			R			C			C			R			R			R			C


			CITY (END USER)			R						O			R			O			C			R			R			R			C


			STATE (END USER)			C						R			R			O			C			R			R			R			C


			ZIP (END USER)			R						O			R			O			C			R			R			R			C


			SAPR			O						O			O			C			C			NS									C


			SASF			C						O			O			O			C			C			O			O			C


			SASD			O						O			O			O			C			C			O			O			C


			SATH			O						O			O			O			C			C			O			O			C


			SASS			O						O			O			O			C			C			O			O			C


			LD1			O						O			O			O			C			C									C


			LV1			C						C			C			O			C			C			O			O			C


			LD2			O						O			C			O			C			C									C


			LV2			C						C			C			O			C			C			O			O			C


			LD3			O						O			C			O			C			C									C


			LV3			C						C			C			O			C			C			O			O			C


			AAI			O						P			O			NA			C			C									N/A
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1. Overview



As a part of the recent technology migration to the Linux Blade architecture, a firewall was added to the NeuStar network between the NPAC and all provider systems that connect to the NPAC. This firewall was put in place for 2 purposes:



· To perform Network Address Translation (NAT) on messages between the NPAC and service providers systems eliminating the need for providers to keep up with multiple IP addresses for each NPAC region. 



· To increase the security of the NPAC and the NeuStar network by restricting messages between the NPAC and provider systems to only those protocols that are required to satisfy the requirements documented in the NANC LNP industry specifications.



2. Supported Protocols



Based on the requirements in Interoperability Interface Specification (IIS) and the Functional Requirements Specification (FRS) for the NPAC system, NeuStar shall support the following network protocols over service provider circuits:


· CMIP and associated protocols defined in the IIS on TCP port number 102.



· HTTP for LTI GUI access on TCP port 80.


· HTTPS for LTI GUI access on TCP port 443.


· FTP on TCP port number 20 and 21 only to the NPAC FTP server.



· SFTP (Secure FTP) on TCP port number 22 only to the NPAC FTP server.



· ICMP ping.



3. Current Network Usage



As a part of the Linux port rollout, analysis of all network traffic has been done and protocols other than those listed above are being used. For example, some providers systems are sending echo requests on TCP port 7 to verify network connectivity.


4. Schedule



The usage of network protocols other than those specified in the industry documentation has been identified as a security concern. As a result, NeuStar will be tightening firewall controls to eliminate this traffic. To allow ample time for providers to adjust to these firewall changes, the current schedule for placing these controls into production is the end of 2006. Providers and vendors need to plan accordingly.
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PIM 42 


Suggested Wireless Company Account Management Approach


Based on the response to OBF Action Items for OBF Issue 2801 and 2802 and the associated closure of OBF Issue 2802, Wireless ILEC Account Management support should be considered for achieving ILEC Change Management Business Rule changes for the following LSOG Fields (data elements):



· LSR Form: 



· TOS
 = 
Type of Service 



· MI 

= 
Migration Indicator



· End User Form: 


· SANO
=
Service Address Number


· SASN
=
Service Address Street Name



· CITY
=
Service Address City



· STATE
=
Service Address State



· ZIP
=
Service Address Zip   



LSR Form: TOS (Type of Service ): 


The following ILECs implemented the TOS field as “REQUIRED” for REQTYP “C”, Number Portability, which is in conflict with the LSOG Usage Rule. 



· Bell South



· SBC



· Verizon East



· Verizon West



· Qwest



· AT&T



· Sprint LTD (Reflects the TOS field as “Required” in User Documentation but actually derives the first two positions from the TN entered with the service order)


ILECs should implement the LSOG Business Rules for the TOS (Type of Service) field   vs. ILEC specific rules. 


For Intermodal Porting (Wireline to Wireless) the LSR should reflect:



· ACT = “V” 



· REQTYP = ‘C” = Number Portability



· TOS = OPTIONAL when ACT = “V” and REQTYP = “C”.


· LTOS = NA, This field does not appear on the LSR Forms used for Number Portability. 




LSOG 10 TOS Field Usage Rules:



			USAGE:


			This field is conditional.








			NOTE 1:


			Required when the ACT field is “N”, “C”, “T”, “V” or “W” and the first position of the REQTYP field is “E”, “F”, “M” or “Q” and the LTOS field on the service specific form is not populated, otherwise optional.








LSR Form: MI (Migration Indicator):


The following ILECs implemented the MI field as “Required” for REQTYP “C”, Number Portability, which is in conflict with the LSOG Usage Rule.  


· Qwest



ILECs should implement the LSOG Business Rules for the LSR Form MI (Migration Indicator) field vs. ILEC specific rules. 


 For Intermodal Porting (Wireline to Wireless) the LSR should reflect:



· ACT = “V” 



· REQTYP = ‘C” = Number Portability



· MI =   “OPTIONAL” when ACT = “V” (no association to REQTYP)


LSOG 10 MI Field Usage Rules:



			USAGE:


			This field is conditional.








			NOTE 1:


			Optional when the ACT field is “V” or “W”, otherwise prohibited.








End User Form: SANO (Service Address Street Number)



The following ILEC implemented the SASN field as “Required” for REQTYP “C”, Number Portability, which is in conflict with the LSOG Usage Rule.    



· Sprint LTD 




ILEC should implement the LSOG Business Rules for the SASN field vs. ILEC specific rules. 



For Intermodal Porting (Wireline to Wireless) the LSR should reflect:



· ACT = “V” 



· REQTYP = ‘C” = (Number Portability)



· AFT = OPTIONAL (Address Format)


· SANO =  OPTIOANL when AFT is not “C”.  



LSOG 10 SANO Field Usage


			USAGE:


			This field is conditional.








			NOTE 1:


			Required when the AFT field is “C”, otherwise optional.








End User Form: SASN, (Service Address Street Name)  


The following ILECs implemented the SASN field as “Required” for REQTYP “C”, Number Portability, which is in conflict with the LSOG Usage Rule.    



· Bell South



· Verizon West



· Sprint LTD 




ILECs should implement the LSOG Business Rules for the SASN field vs. ILEC specific rules. 



For Intermodal Porting (Wireline to Wireless) the LSR should reflect:



· ACT = “V” 



· REQTYP = ‘C” = (Number Portability)


· NPDI = “C” (Wireline to Wireless)


· SLI = PROHIBITED when ACT = “V” and REQTYP = “C”


· SASN = OPTIONAL when NPDI = “C” 



LSOG 10 NPDI Field Usage Rules.



			USAGE:


			This field is conditional.








			NOTE 1:


			Optional when NPDI field on the LSR Form is populated with an “A” or “C”.





			


			





			NOTE 2:


			Optional when the SLI field on the LSR Form is “A”.





			


			





			NOTE 3:


			Otherwise required.








End User Form: CITY (End User Service Address City)


The following ILECs implemented the CITY field as “Required” for REQTYP “C”, Number Portability, which is in conflict with the LSOG Usage Rule.



· Bell South



· Verizon West



· Sprint LTD



The ILECs should implement the LSOG Business Rules for the State/Province field vs. ILEC specific business rules. 


For Intermodal Porting (Wireline to Wireless) the LSR should reflect:



· ACT = “V” 



· REQTYP = ‘C” = Number Portability



· STREET: = OPTIONAL


· CITY: PROHIBITED, When STREET is not populated.


LSOG 10 CITY Field Usage Rules. 


			USAGE:


			This field is conditional.








			NOTE 1:


			Required when the ESTREET field is populated, otherwise prohibited








End User Form: STATE - State/Province (End User Service Address State)


The following ILECs implemented The STATE field as “Required” for REQTYP “C” Number Portability, which is in conflict with the LSOG Usage Rule.



· Bell South



· Verizon East



· Verizon West



· Sprint LTD 


ILECs should implement the LSOG Business Rules for the State/Province field vs. ILEC specific business rules. 


For Intermodal Porting (Wireline to Wireless) the LSR should reflect:



· ACT = “V” 



· REQTYP = ‘C” = Number Portability



· NPDI = “C” (Wireline to Wireless)


· SLI = PROHIBITED when ACT = “V” and REQTYP = “C”



· STATE =  OPTIONAL When NPDI = C


LSOG 10 STATE Field Usage Rules  


			USAGE:


			This field is conditional.








			NOTE 1:


			Optional when NPDI field on the LSR Form is populated with an “A” or “C”.





			


			





			NOTE 2:


			Optional when the SLI field on the LSR Form is “A”.





			


			





			NOTE 3:


			Otherwise required.








End User Form: ZIP (End User Service Address Zip)   


The following ILECs implemented the ZIP field as “Required” for REQTYP “C” Number Portability, which is in conflict with the above LSOG Usage Rule.  


· Bell South



· Verizon East



· Verizon West



· Sprint LTD


ILECs should implement the LSOG Business Rules for the ZIP field vs. ILEC specific business rules. 


For Intermodal Porting (Wireline to Wireless) the LSR should reflect:



· ACT = “V” 



· REQTYP = ‘C” = Number Portability



· NPDI = “C” (Wireline to Wireless)


· SLI = PROHIBITED when ACT = “V” and REQTYP = “C”



· ZIP = OPTIONAL when NPDI
= “C”


LSOG 10 ZIP Field Usage Rules



			USAGE:


			This field is conditional.








			NOTE 1:


			Optional when NPDI field on the LSR Form is populated with an “A” or “C”.





			


			





			NOTE 2:


			Optional when the SLI field on the LSR Form is “A”.





			


			





			NOTE 3:


			Otherwise required.
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NANC – LNPA Working Group
                     
Problem/Issue Identification Document






LNP Problem/Issue Identification and Description Form



Submittal Date (mm/dd/yyyy): 02/27/2004



Company(s) Submitting Issue: TSI



Contact(s):  Name: Rob Smith 



         Contact Number: 813-273-3319   




         Email Address: rsmith@tsiconnections.com 



(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)



1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)



Wireless carriers are not receiving customer service records (CSRs) from all wire line network service providers when a reseller is the local service provider.  Wireless port requests do not collect the needed information to complete a wire line local service request (LSR).  The CSR is a primary source of information needed to complete the LSR and port the number.


2. Problem/Issue Description: (Provide detailed description of problem/issue.)



A. Examples & Impacts of Problem/Issue: 



The current NANC flows suggest that when a number is porting from a reseller, the port request should be issued to the network service provider.



Developing a local service request (LSR) from a wireless port request (WPR) requires a customer service record (CSR) provided by the old network service provider (OSP).  When the OSP is a reseller and the number is porting from an old network service provider, the CSR is not always provided by the wire line network service provider and there is not enough information to complete the LSR.  



About half of the larger wire line carriers do provide the CSR on reseller numbers and the ports occur without incident.  The others wire line carriers simply reject the CSR request because it is not their customer and the port fails and is nearly impossible to resolve.


B. Frequency of Occurrence:



These problems may occur multiple times a day.



C. NPAC Regions Impacted:



 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     



 West Coast___  ALL_x_



D. Rationale why existing process is deficient: 



For old network service providers that do not provide CSRs, the ports fail.



E. Identify action taken in other committees / forums: 



No other action has been taken by other groups.



F. Any other descriptive items: __



__________________________________________________________________________________________________________________________________________________________________________



3. Suggested Resolution: 



Wire line network service providers should provide the customer service record on porting reseller numbers.  The response message to the CSR query should include a statement that the number being requested is a reseller number.



LNPA WG: (only)



Item Number: 0032v4




Issue Resolution Referred to: _________________________________________________________


Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________



1


1
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NANC – LNPA Working Group
                     
Problem/Issue Identification Document






LNP Problem/Issue Identification and Description Form



Submittal Date (mm/dd/yyyy): 07/21/2004



Company(s) Submitting Issue: T-Mobile, Sprint, Verizon Wireless, Nextel, Cingular, US Cellular



Contact(s):  Name: Paula Jordan, Sue Tiffany, Debbie Stevens, Rosemary Emmers, Elton Allan, Chris Toomey




         Contact Number: 925-325-3325; 913-762-8024; 425-603-2282; 301-399-4332; 404-236-6447; 773-845-9070




         Email Address: : Paula.Jordan@T-Mobile.com; Sue.T.Tiffany@mail.sprint.com; Deborah.Stephens@verizonwireless.com; rosemary.emmer@nextel.com; elton.allen@cingular.com; Chris.Toomey@uscellular.com



(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)



1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)



Wire line carriers rules for developing a local service request (LSR) in order to port a number are unique to each carrier, dynamic and complex requiring dozens of different fields.  Each carrier can set their own rules and requirements for porting numbers from them.  Each field may be required to match exactly to the information as it appears in validation fields for both wire line and wireless ports.  Any difference, even slight, can result in a port request being rejected.   The number of validation fields for wire line LSR porting process makes it very difficult and costly to port numbers from wire line carriers.  Porting to these complex requirements takes a great deal of time and typically requires manual intervention, which inhibits and discourages porting and the automation of the porting process.



2. Problem/Issue Description: (Provide detailed description of problem/issue.)



A. Examples & Impacts of Problem/Issue: 



Wireless carriers rules for porting are uniform, constant, simple and relatively fast and inexpensive.  Only a few key fields are required to match customer records in order to validate and port a number.  Wireless experience has proven that when two or three key validation fields match the old service provider records there is no risk of inadvertent ports.  



Wireless processes do not collect the data or have access to data as wire line carriers may require on an LSR.  For example wireless carriers collect all address information for a street address within a single field.  Wire line collects the same address information in 5 or more distinct fields.  The one address field in wireless does not map to the 5 or more fields in wire line. If wire less does not provide the ‘FLOOR’ number or the ‘ROOM/MAIL STOP’ in these specific fields, a wire line carrier may reject the port request.  Wireless processes do not validate on the street address field because it is nearly impossible to correctly match this information and it has been determined to have no bearing on whether a port would be inadvertent if it does not match provided other key fields match.



While data requirements to complete an LSR are often extensive and complex, wire line carriers will provide much of the needed information to complete their LSR by providing a customer service record (CSR) in response to a query provided a minimal amount of customer information.  Since a minimal amount of customer information is needed to obtain the CSR it should stand to reason that the port could take place with the same minimal amount of information, and that transferring data from the carrier’s CSR to the carrier’s LSR is in fact an exercise that only increases complexity without really adding value.  It is after all only returning the wire line carrier’s own information back to them.   Wireless experience has proven that inadvertent ports do not occur when only two or three key fields of information are presented and match the old service provider’s records.  



B. Frequency of Occurrence:



100s of time each day.



C. NPAC Regions Impacted:



 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     



 West Coast___  ALL_x_



D. Rationale why existing process is deficient: 



The current process results in needles and excessive cost, time, error and fall-out to complete a port.



E. Identify action taken in other committees / forums: 



The LNPA WG felt that this issue should be referred to OBF ITF.



F. Any other descriptive items: __


__________________________________________________________________________________________________________________________________________________________________________



3. Suggested Resolution: 



Wire line port request can be validated with very minimal risk of inadvertent ports when the following fields correctly match the old service provider records:



  1) The telephone number being ported



  2) The old service provider account number from the EAN field



  3) The porting customer’s billing ZIP code



Other customer and field information should be provided to the extent that it is possible, but should not be used to reject a port request if it fails to match exactly.



Information that might be needed to complete the disconnection processes can be obtained by the wire line service provider’s own customer service records.  


LNPA WG: (only)



Item Number: 0044




Issue Resolution Referred to: _OBF Interspecies Taskforce______________________


Why Issue Referred: _____LSOG expertise and responsibility is at this committee_______ ____________________________________________________________________________________________________________________________________________________________________________



1


3
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NANC – LNPA Working Group
                     
Problem/Issue Identification Document






LNP Problem/Issue Identification and Description Form



Submittal Date (mm/dd/yyyy): 02/27/2004



Company(s) Submitting Issue: TSI



Contact(s):  Name: Rob Smith 



         Contact Number: 813-273-3319   




         Email Address: rsmith@tsiconnections.com 



(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)



1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)



Wireless carriers are not receiving customer service records (CSRs) from all wire line network service providers when a reseller is the local service provider.  Wireless port requests do not collect the needed information to complete a wire line local service request (LSR).  The CSR is required to complete the LSR and the port the number.


2. Problem/Issue Description: (Provide detailed description of problem/issue.)



A. Examples & Impacts of Problem/Issue: 



The current NANC flows suggest that when a number is porting from a reseller, the port request should be issued to the network service provider.



Developing a local service request (LSR) from a wireless port request (WPR) requires a customer service record (CSR) provided by the old network service provider (OSP).  When the OSP is a reseller and the number is porting from an old network service provider, the CSR is not always provided by the wire line network service provider and there is not enough information to complete the LSR.  



About half of the larger wire line carriers do provide the CSR on reseller numbers and the ports occur without incident.  The others wire line carriers simply reject the CSR request because it is not their customer and the port fails and is nearly impossible to resolve.


B. Frequency of Occurrence:



These problems may occur multiple times a day.



C. NPAC Regions Impacted:



 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     



 West Coast___  ALL_x_



D. Rationale why existing process is deficient: 



For old network service providers that do not provide CSRs, the ports fail.



E. Identify action taken in other committees / forums: 



No other action has been taken by other groups.



F. Any other descriptive items: __



__________________________________________________________________________________________________________________________________________________________________________



3. Suggested Resolution: 



Wire line network service providers should provide the customer service record on porting reseller numbers.  The response message to the CSR query should include a statement that the number being requested is a reseller number.



LNPA WG: (only)



Item Number: 0032 v3




Issue Resolution Referred to: _________________________________________________________


Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________



1


2
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NANC – LNPA Working Group
                     
Problem/Issue Identification Document






LNP Problem/Issue Identification and Description Form



Submittal Date (mm/dd/yyyy): 7/7/2004



Company(s) Submitting Issue: Syniverse



Contact(s):  Name: Rob Smith 



         Contact Number: 813-273-3319   




         Email Address: robert.smith@syniverse.com 



(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)



1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)



The wireless process for porting based on developing and sending a ‘wireless port request’ (WPR) does not provide all the information that is needed to map to the wire line ‘local service request’ (LSR).  Fields that are relevant to wire line porting may have no relevance to wireless porting but may be required by wire line trading partners before allowing a port.  Where the information is not available or does not apply, the ports fail.



2. Problem/Issue Description: (Provide detailed description of problem/issue.)



A. Examples & Impacts of Problem/Issue: 



 The ‘EU Address’ fields – End User Address on the End User forms



A wireless end user has a billing address but does not always have or require an address where service is provided.  Mapping these fields is problematic since wireless has a single field for an address and wire line has 5 or more fields for an address.  The one field is difficult to map to the 5+ fields



The TOS fields – Type Of Service on the Local Request form



This field requires 4 different variables.  The first is ‘type’ and has 5 options, which are residential, business, government, coin or home office.  The second is ‘product’ and has 17 options, which include Single line, multi line, CENTRIX, PBX trunk and Not Applicable.  The third is ‘class’ and has 5 options, which are measured rate, flat rate, message, pre-pay overtime, and not applicable.  The forth is ‘characterization’ and includes foreign exchange, Semi-public, Normal, Prison/Inmate, and Not applicable.  This information is not available from the WPR and can only be assumed or guessed when creating an LSR.



The MI – The Migration Indicator on the Number Portability form



According to LSOG guidelines, the MI field is ‘optional’ when the ACT field is populated with ‘V’ for “Conversion of service to a new LSP”.    Some carriers are requiring the MI field, which is difficult for wireless to populate.  Since this is an optional field wire line carriers should not require the MI field on intermodal ports when the ACT field is populated with “V”.



The CCNA field and the Bill Section of the LSR form



The wireless process does not support special ports that are billable back to the new service provider.  As an example wire line carriers might require a charge to the new service provider for an expedite port request.  The WPR does not support the ability to request an expedited port. 



B. Frequency of Occurrence:



10 to 100 times daily



C. NPAC Regions Impacted:



 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     



 West Coast___  ALL_x_



D. Rationale why existing process is deficient: The current process causes ports to fail and substantial fall-out and manual processing.



E. Identify action taken in other committees / forums:  This could become moot if PIM 39 is first successful which would be to reduce the number of required validation fields to a small set.  This may be referred to the LSOP or the Interspecies Taskforce under ATIS 



F. Any other descriptive items: __



__________________________________________________________________________________________________________________________________________________________________________



3. Suggested Resolution: 



The problem would be resolved if carriers did not require the fields and sections identified above to be populated on LSRs for numbers porting from wire line to wireless.



LNPA WG: (only)



Item Number: 0042




Issue Resolution Referred to: _________________________________________________________


Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________



1


1
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Problem/Issue Identification Document




LNP Problem/Issue Identification and Description Form


Submittal Date (mm/dd/yyyy): 
11/15/2005

Company(s) Submitting Issue: 
Sprint Nextel

Contact(s):  Name: 
Jeff Adrian, Sue Tiffany, Cyndi Jones, Lavinia Rotaru, Rosemary Emmer

Contact Number: 


407-889-6356, 913-315-6923, 913-345-7881   


Email Address: 
Jeff.M.Adrian@Sprint.com, Sue.T.Tiffany@Sprint.com, Cyndi.C.Jones@Sprint.com .
 


(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)


1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)


Carriers are receiving blocks in which the Intra-Service Provider ports (ISPs) have not been completed by the donor provider prior to being donated to the pool.  These blocks should be considered unusable due to the issues and rippling effects caused when the receiving service provider begins to assign customers out of the block.  

2. Problem/Issue Description: (Provide detailed description of problem/issue.)


A. Examples & Impacts of Problem/Issue: 


The receiving service provider begins to assign the block after successful testing which may result in dual assignment where an existing customer of the donor service provider has the same number as a newly assigned customer of the receiving service provider.  Calls are either routed to the donor provider’s customer handset or the receiving provider’s customer handset depending on where the call is originated so that neither customer is receiving all of their calls.  Incorrect voicemail routing will similarly occur causing one customer to receive the messages meant for the other.

Both the receiving service provider and the donor service provider will likely receive trouble reports from their respective customers.  The receiving service provider incurs expenses related to time and resources spent resolving trouble tickets, acquiring new blocks from the PA, on calls with donor service providers, and concessions to frustrated customers.  There is also the impact of delay to market if a new block has to be ordered to meet customer demand in a particular geographic area.

B. Frequency of Occurrence:


These problems may occur ___ per month.

C. NPAC Regions Impacted:


 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     


 West Coast___  ALL_x_


D. Rationale why existing process is deficient: 


There is no consequence to the donor for not performing their ISPs prior to donation as they expect to continue to use the block without regard to the rippling effects to the receiving service provider and its customers.

E. Identify action taken in other committees / forums: 


F. Any other descriptive items: __


__________________________________________________________________________________________________________________________________________________________________________


3. Suggested Resolution: 


We are seeking a Best Practice inclusion which sets donor expectations.

Recommendation:  


Important:  Before implementing this recommendation, both providers should negotiate with each other and their customers to determine what is best for all customers involved.


Blocks in which the Intra-Service Provider ports (ISPs) have not been completed by the donor provider prior to being donated to the pool, should remain with the receiving provider and the receiving provider keeps the dual assigned telephone numbers.  The other telephone numbers assigned by the donor get ported back to the donor. 

This encourages the donor provider to go back internally and tighten up their processes and M&Ps to eliminate the disruption to customers.  


Additional Suggestion:


The Receiving Provider should allow 5 business days whenever possible between activating the block at NPAC and assigning the first customer on the receiving provider’s network.  This would allow the donor provider’s customers time to contact their provider and should prevent the majority of the dual assignments.

Examples:


Scenario 1:  

A provider= donor, B provider= receiver, there are 100 of A’s customers assigned to the block donated to B, and now B has assigned 5 customers to different TNs in the same block.  No dual assignment.

Result:  B keeps block, 100 TNs ported to A.


Scenario 2:  

A provider= donor, B provider= receiver, there are 100 of A’s customers assigned to the block donated to B, and now B has assigned 5 customers to the same block and same TNs as A.  Dual assignment.


Result:  B keeps block, B keeps the 5 dual assigned TNs, 95 TNs not dual assigned are ported to A.


**Exception:  Only under special circumstances such as when a high profile customer from the donor network as emergency services or a hospital, etc is involved should the dual assigned numbers remain with the donor provider.  


Scenario 3:  A provider= donor, B provider= receiver, there are 100 of A’s customers assigned to the block donated to B, and now B has assigned 5 customers to the same block and same TNs as A.  Dual assignment, but A has completed all ISPs properly and all 100 TNs have accurate NPAC records.  

Result:  B keeps block, A keeps the 5 dual assigned TNs and the other 95 TNs.


LNPA WG: (only)


Item Number:



Issue Resolution Referred to: _________________________________________________________

Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________


1

3
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1. Executive Summary

On August 29, 2005, Hurricane Katrina slammed into the Louisiana, Mississippi, and Alabama Gulf Coast leaving extensive damage in its wake.  Millions of customers were out of service, and there was extensive damage to both wireline and wireless switching centers, facilities, cell sites, and to 9-1-1 call centers.

With many switching centers damaged or totally destroyed by extreme winds and/or flooding, service providers explored ways to expeditiously move telephone numbers into working switches.  The Federal Communications Commission (FCC) temporarily relaxed numbering rules facilitating service providers to move numbers to remote locations without regard to Toll Message Rate Center or Local Access Transport Area (LATA) restrictions.  Service providers began using Local Number Portability (LNP) and/or Number Pooling to move numbers from the non-working switches into working switches in other locations.

Moving numbers to working switches was typically more advantageous for wireless subscribers than for wireline subscribers.  When the wireless subscribers were moved to working switches, they had originating service and some terminating service.  With wireline service, no originating or terminating service is possible as there is no facility to the subscriber.  If a wireline number is moved to a working switch, remote call forwarding can be used to route terminating calls to other subscriber locations or to voice mail.


The edit in the NPAC that prevents assignment of out of LATA Location Routing Numbers (LRN) to a ported number or a pooled block was suspended thereby allowing numbers to be ported or pooled across LATA boundaries.  This allowed wireless subscribers to have originating service and some level of terminating service.  It would allow wireline subscribers to forward some terminating calls to other locations or voice mail.  Many calls would not complete because Regional Bell Operating Companies (RBOC) cannot deliver calls across LATA boundaries.  Other calls fail because of trunk group overloading as the groups were not sized to handle the increased loads.

The Local Number Portability Administration (LNPA) Working Group considers the actions taken by the North American Numbering Council (NANC) and the FCC to temporarily relax numbering rules to be appropriate, thereby allowing telecommunications service providers to immediately act to restore service to the extent possible.  Moving numbers, even across LATA boundaries, is a viable alternative, especially for wireless carriers, to restore service.  However, the Working Group believes that many carriers moved numbers across LATA boundaries after Hurricane Katrina without a full understanding of the consequences.  


This document describes situations encountered, lists pros and cons for consideration when moving numbers, and provides a guideline for service provider consideration when making decisions about service restoration in the face of a disaster.  


2. Background


On Monday, August 29, 2005, Hurricane Katrina struck the Gulf Coast causing extensive damage in Louisiana, Mississippi, and Alabama.  In addition to the damage caused by hurricane force winds, extensive flooding occurred especially in the vicinity of New Orleans, Louisiana.  The flooding in and around New Orleans was exacerbated by failure of the levies in areas of the city that are actually below sea level.

The destruction caused by Hurricane Katrina put more than 3 million telephone lines out of service in the three states.  There was extensive damage to wireline switching centers and interconnection trunks.  Thirty-eight 9-1-1 call centers were out of service.  The wireless network also sustained considerable damage with more than 1000 cell sites out of service.
  Wireless switching centers were damaged as well.  

Immediately after the hurricane subsided, telecommunications employees began extraordinary efforts to restore service.  Many of these employees had suffered personal losses themselves, but continued to work to restore overall service.  In the tradition of the telecommunications industry, the workers looked for ways to reinstate service as expeditiously as possible.  To that end, number porting and pooling techniques were used to rapidly move subscribers from non-working switches to working switches.  This report analyzes the benefits and drawbacks of such action.

Subsequent to Hurricane Katrina inflicting catastrophic damage to the Louisiana, Mississippi, and Alabama coast lines, Hurricanes Rita and Wilma have hit the Texas-Louisiana coast and southern Florida respectively.  While both caused significant damage, neither was as devastating as Katrina.  This report will concentrate on events associated with Katrina realizing that lessons learned will apply in other disastrous situations.

2.1. Situation

In the aftermath of Katrina, both wireless and wireline telecommunications companies were working to restore service.  Wireline companies had facilities damaged or destroyed by high winds and flooding.  Wireless carriers had cell towers destroyed, and facilities connecting switches to towers destroyed.  Both wireless and wireline carriers had switches that were either damaged or totally destroyed by the hurricane.

Many service providers moved their customers’ telephone numbers from the switches that were out of service to working switches in other locations.  Depending on the type of service provider (wireless or wireline) and the location of the “ported-to” switch, varying service levels were restored using number porting or pooling functionality.    

2.2. Federal Communications Commission Order Suspending Numbering Rules

The FCC adopted and released an order on September 1, 2005, that suspended many numbering rules for a period of 90 days (August 27 to November 27, 2005).  The Commission recognized “that telecommunications service must be restored to the hurricane victims as quickly as possible and we find that waiver of the Commission’s local number portability and number assignment rules is a reasonable and practical means for doing so.” 
 

The Commission waived the rules to the extent necessary to permit carriers to port numbers from the hurricane affected area to remote locations on a temporary basis.  This waiver applied to carriers providing service in the states of Louisiana, Mississippi, and Alabama.  The waiver also applies to the numbering administrators to the extent necessary to support carriers in the affected areas.


3. Actions Taken

3.1. Service Provider Actions


With the temporary suspension of porting and pooling location rules, some service providers used LNP or number pooling to move telephone numbers from non-working switches to working switches in other locations.  Effects of moving the numbers will vary depending on whether the numbers are moved within rate center boundaries, across rate center boundaries, or across LATA boundaries.  Effects also depend on the type network attempting to originate calls to these ported or pooled numbers.  

Moving numbers to a working switch within a rate center boundary has no negative effects on call routing or rating.  Current LNP rules allow movement within the rate center.


Moving numbers to a switch outside the rate center may affect terminating call rating and billing.  Calls will be routed to the number based on the LRN of the new switch.  However, terminating calls will be rated as if the number were still in the original rate center.  

If the telephone numbers are moved outside the LATA, routing and billing problems may be encountered.  In normal circumstances, the NPAC has a software edit that prohibits a service provider from porting a number to an LRN that is outside the LATA.  Section 4 of this document contains a discussion of the issues associated with porting outside the LATA.    

3.2. Changes to the NPAC

The only change made to the NPAC database was to suspend the edit that prevents a service provider from assigning an out of LATA LRN to a ported number or pooled block.  The North American Portability Management (NAPM) LLC approved suspension of the NPAC edit in the Southeast NPAC Region
 on August 31, 2005.  The edit will be restored on November 27, 2005, matching the period of suspension of numbering rules ordered by the FCC.

3.3. Numbers Ported or Pooled Out of LATA to Provide Temporary Service

In the Southeast NPAC Region, approximately 2000 telephone numbers were ported across LATA boundaries after Hurricane Katrina.  Additionally, about 300 blocks of existing numbers (1000 per block) were moved across LATA boundaries using number pooling.  

4. Impacts of Porting or Pooling Numbers Outside the LATA

Porting and pooling numbers outside the LATA to restore service has mixed results.  Depending on the type of carrier, some level of customer service can be restored.  This section describes the effects of porting and pooling out of LATA and the resulting problems encountered in the aftermath of Hurricane Katrina.  Appendix A provides a summary of the pros and cons in matrix format for easy reference.

As stated previously, there were many numbers ported or pooled outside the serving LATAs after Hurricane Katrina.  For example, many numbers were moved from the New Orleans LATA to the Houston LATA.  Due to differences in technology and service, the benefits are much more pronounced for wireless subscribers than for wireline subscribers, but full service is not restored in either case.  It is important for service providers to be aware of all the impacts.

4.1. Wireless Service

If a wireless subscriber’s home switch is out of service but the Home Location Register (HLR) is still in service, that subscriber can originate calls as a roamer/traveler if within range of a working cell tower, but cannot receive calls since terminating calls route through the home switch.  If the HLR is out of service, the subscriber will not have originating or terminating service since there would be no way to register elsewhere as a valid user.
  Porting or pooling a wireless number to a working switch in another LATA gives the customer originating service and some terminating service.  Moving the number creates a new home location, and the subscriber can be served from that switch or register as a roamer/traveler in another area.  Terminating calls will route through the “new” home switch.

When a wireless number is moved to another LATA, the subscriber will have originating telephone service and some degree of terminating service.  Calls from many locations and carriers will complete, however, calls from wireline subscribers in the affected LATA
 that are served by the RBOC will not complete normally.  RBOCs are prohibited from carrying traffic across LATA boundaries.  Calls to these numbers appear to be local, but querying the LNP database will return an out of LATA LRN.  RBOC switch generics are coded to block this type of call or to hand them off to an Inter-exchange carrier (IXC).  

Calls from locations outside the affected LATA to the ported or pooled numbers
 will complete if the calls are queried by the originating carrier or the IXC (N-1 query) and routed to the new switch.  Calls from locations outside the affected LATA that are default routed to the RBOC in the affected LATA will fail.  When such a call reaches the RBOC tandem in the affected LATA, a query is made and an out of LATA LRN is returned.  The RBOC switch is not capable of routing the call across LATA boundaries.  

The inability of RBOC switches to route these calls caused many customer trouble reports after Katrina.  Complaints were received by both the RBOC carrier and the carriers who ported out of LATA.  Not only would calls originated by RBOC customers fail, but any calls to the ported out of LATA numbers that were default routed to the RBOC would fail as well.  In situations where calls are routed to IXCs, billing records are generated for calls that should be routed as local.  This has caused billing confusion and disputes that are still being resolved.  

RBOC switches treat the blocked calls as switching errors and log the failures.  In the case of one switch type, parts of the switch network may be turned down when thresholds are exceeded as the switch logic “believes” that internal problems exist.  

Telecommunications trunk routes are sized to handle forecasted loads.  Moving large quantities of telephone numbers out of LATA suddenly routes large volumes of calls over trunk groups that were not sized to handle such loads.  Many customers received “all circuits busy” indications.

There should not be any problems with 9-1-1 call originating service for wireless numbers ported or pooled out of LATA.  However, the NENA representative participating in the study indicated that in some cases call backs failed due to the RBOC inability to route calls across LATA boundaries.  

4.2. Wireline Service

Porting or pooling wireline telephone numbers out of LATA does not offer as many advantages as with wireless numbers.  When a number is moved to a working switch, there is no originating or terminating service as there is no facility to a wireline set.  However, when the number is placed in another switch, remote call forwarding can be used to route the call to another customer location not affected by the disaster, or to a voice messaging system.

If wireline numbers are ported out of LATA, the same routing problems are incurred as with the wireless numbers.  If a number is ported out of LATA, and then remote call forwarded to another location, calls from RBOC customers in the affected LATA will not complete or will be handed off to an IXC.  Many trouble reports were received with the customers complaining that calls to these numbers cannot be completed.  Billing confusion and disputes occur for these local calls that are completed through an IXC.


As with wireless numbers ported or pooled out of LATA, calls from locations outside the affected LATA will complete and be forwarded as long as they are originating or N-1 queried.  Default routed calls to the RBOC switch will fail.


Moving large volumes of numbers to other LATAs would have the same effects on inter-LATA trunk routes as with wireless numbers.  Trunk groups may be overloaded and many calls will receive “all circuits busy” indication.


Failed calls indicate switching errors, and, as described in the previous section, can cause some switch types to remove network elements when thresholds are exceeded.

There was no RBOC porting or pooling out of LATA in the Southeast NPAC Region.


4.3. Administration and Cleanup

After restoration of switches, towers, and facilities, numbers must be moved back to switches in the correct LATA and rate center.  It is imperative that good records of the numbers moved outside the LATA be kept to facilitate prompt restoration in the correct LATA.  Restoration is currently in progress in the Southeast NPAC Region.

5. Lessons Learned from Porting or Pooling Out of LATA

The carrier representatives involved in generating this report compiled their observations as to “lessons learned.”  These observations are listed below:

1. Due to regulatory restrictions and switch design to comply with those restrictions, inbound calls from RBOC subscribers will fail or be routed through an inter-exchange carrier.


2. Calls routed through an IXC will generate toll charges for local calls and create confusion and billing disputes.


3. Large volumes of customer trouble tickets were generated due to calls from the RBOC failing to complete.


4. More service provider education and/or industry communication is needed to insure that all participants are aware of the benefits and short comings of actions taken.


5. More customer education is needed to explain the impacts of porting their numbers out of LATA and what level of service restoration they can expect in this situation.

6. The time frame to move subscribers to the out of LATA switches was longer than anticipated due to maximum nightly porting/pooling limitations established by the industry.


7. Carriers have experienced problems when porting/pooling the numbers back, and it is taking longer than porting/pooling them out.  (For example, voicemail platform issues, new trunk install issues, facility testing issues, internal system delays, etc.)  

8. Moving large volumes of telephone numbers to another location overloads trunking facilities that were designed for smaller forecasted loads.


9. Accurate record keeping is a must for moving numbers back to the correct locations as service is restored.


Moving numbers to working switches even if out of LATA is a viable method to restore partial service.  However, carriers should be aware of the consequences associated with such action and that full service is not restored.  Other alternatives should be considered before automatically moving numbers across LATA boundaries.  As discussed, many calls will not be delivered due to the design of RBOC switches that cannot carry calls across LATA boundaries.  It is also very significant that trunk groups sized for lesser volumes will be overloaded, and many calls that are routed across the LATA boundary will not be delivered due to unavailability of a trunk facility.

6. Future Steps and Recommendations


The LNPA Working Group recommends that service providers carefully consider alternatives and consequences before porting or pooling numbers out of the serving LATA as a service restoration method.  In general, porting or pooling out of LATA is more advantageous for wireless carriers than for wireline carriers.  Before moving the numbers out of LATA, alternatives such as porting to working switches inside the LATA, or assigning new telephone numbers should be considered.  

Porting or pooling out of LATA allowed service providers to move numbers to working switches on an expedited basis. As a lesson learned from the Katrina experience, continuing evaluation of impacts and alternatives would be advisable before suspension of the NPAC edit in the future.  Suspension of the LATA edit in an NPAC region allows numbers to be ported out of LATA erroneously in other parts of the region not affected by the disaster.  The edit was developed and implemented to stop this troublesome problem.   Some lessons learned comments from providers have indicated that moving the numbers out of LATA was not as easy to do or as much of a cure as they had initially believed it would be.

If porting or pooling numbers out of LATA appears to be advantageous, then it should be done selectively, and records kept for expeditious return to the correct switch.  In such cases, the service providers should make best effort attempts to educate consumers as to expectations.


6.1. Issues for NANC or FCC Consideration

Under the circumstances, the LNPA Working Group believes that the NANC and FCC took appropriate action in relaxing numbering rules and allowing industry bodies and individual carriers to take emergency actions to restore service.  This prompt action allowed service providers to respond quickly.  Relaxing the rules gave the Pooling Administrator, the North American Numbering Plan Administrator, and the North American Portability Management LLC the freedom needed during the disaster recovery.

The LNPA Working Group recommends that the FCC and the NANC assist in educating service providers and consumers in such situations.  Endorsement by the NANC and the FCC of LNPA Working Group recommendations would help to communicate the issues to all service providers.


 Appendix A:  Porting/Pooling Outside the LATA for Disaster Relief “Pros & Cons”


Porting/Pooling Outside the LATA for Disaster Relief


“Pros & Cons”


After Hurricane Katrina, number portability and/or number pooling were felt to be effective means of restoring service to customers in the affected areas.  Accordingly, the NPAC edit that prevents porting across LATA boundaries was temporarily suspended.  Some level of service can be restored in some scenarios, but other problems can be introduced.  These problems can be especially pronounced if the numbers are ported across a LATA boundary.  Some of the pros and cons that should be considered are enumerated in this document.

Wireless Service Providers


		Pros

		· Wireless Customer has originating service at new location if ported to a working switch.  Assumption is that former switch and HLR is no longer in service.


· 9-1-1 access will still function properly for the wireless ported subscriber.


· Customer has partial terminating service at new location.


· Calls from the same wireless carriers will complete.


· Many calls from other wireless carriers will complete.


· Many calls from wireline carriers outside the affected LATA will complete.



		Cons

		· Cannot receive calls from wireline subscribers in the affected LATA.


· 9-1-1 callbacks may not complete.


· Trouble reports from customers complaining about failed calls.


· Billing confusion and disputes (locals calls billed as toll calls).


· Possible Trunk route overloading in areas where customers are ported to.


· Default routed calls from non-affected LATAs won’t complete to the customer.  If IXC does not query, LATA tandem in affected LATA will query and receive an LRN that it cannot route out on.


· Potential adverse wireline switch effects.  (Some switch types will automatically take corrective action when call failure thresholds are reached.)


· Administrative recordkeeping and required cleanup.





Wireline Service Providers


		Pros

		· Can possibly use remote call forwarding from “ported-in” switch to route terminating calls to another customer location and working number or voice mail.  Preference would be to port the customer to a working switch within the affected LATA.



		Cons

		· No originating service (no facility to customer location).


· Cannot receive calls from wireline subscribers in the affected LATA.


· 9-1-1 access may or may not work.  Delivery of the caller’s location/address and phone number to the PSAP may not be possible.


· Trouble reports from customers complaining about failed calls.


· Billing errors (locals calls billed as toll calls).


· Possible Trunk route overloading.


· Default routed calls from non-affected LATAs won’t complete.

· Potential adverse wireline switch effects.  (Some switch types will automatically take corrective action when call failure thresholds are reached.)

· Administrative recordkeeping and required cleanup.





Appendix B:  Glossary


Glossary

AIN

Advanced Intelligent Network


FCC

Federal Communications Commission


HLR

Home Location Register


ILEC

Incumbent Local Exchange Carrier


IXC

Inter-exchange Carrier


LATA

Local Access Transport Area


LATA ID
LATA Identification


LNP

Local Number Portability


LNPA

Local Number Portability Administration


LRN

Location Routing Number


NANC

North American Numbering Council


NENA

National Emergency Number Association


NAPM LLC
North American Portability Management Limited Liability Company


NPAC

Number Portability Administration Center


RBOC

Regional Bell Operating Company


TN

Telephone Number

� Written statement of Kenneth P. Moran, Director, Office of Homeland Security Enforcement Bureau, Federal Communications Commission.  Hearing on Ensuring Operability during Catastrophic Events before the Committee on Homeland Security Subcommittee on Emergency Preparedness, Science, and Technology, US House of Representatives, October 26, 2005.



� FCC Order 05-161, September 1, 2005.



� FCC Order 05-161, September 1, 2005, paragraph 3.







� The NAPM also approved suspension of the LATA edit in the Southwest NPAC Region in connection with Hurricane Rita.  The LATA edit was restored in the Southwest Region on November 7th and is scheduled to be restored in the Southeast region on November 27th.



� The subscriber will still have 9-1-1 access if within range of a working cell tower even if not registered.



� The affected LATA is the LATA where the disaster occurred.  



� As an example, consider that a New Orleans number ports out of LATA to Houston.  If a caller in Nashville were to dial the number, it would be recognized as an inter-LATA call and handed off to an IXC.  The IXC should query the call, receive an LRN for Houston and deliver the call.
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Issue Statement/Business Need:


The Thousands-Block Number Pooling Administration Guidelines (TBPAG) Appendix 7 was revised as a result of INC Issue 364; however, the  revised Appendix 7 was never posted on the ATIS website because the PA generated PA Change Order #24.  


Since the FCC did not approve PA Change Order #24, the TBPAG Appendix 7 Final Document dated 3/2/02 should be removed since the PA is unable to implement the processes outlined within this document.  


As a result, the PA is submitting a new issue to address text changes to the Central Office Code Assignment Guidelines (COCAG) Appendix C Final Document dated 2/18/05 to capture the process the PA and NANPA will follow when handling pooled NXX returns.

Suggested Solution:


Remove the TBPAG Appendix 7 Final Document, dated 3/2/02, and modify the COCAG Appendix C Final Document, dated 2/18/05, in order to capture the process the PA and NANPA will follow when handling pooled NXX returns.

Resolution Statement:

INC agreed to delete the TBPAG Appendix 7 from all active files and note in the TBPAG table of contents its discontinuation and its replacement by the COCAG Appendix C.


Further, TBPAG Section 9.1.1 was edited as follows:




9.1
LERG Assignee/Block Holder Responsibility


9.1.1  If the LERG Assignee no longer provides service  in the rate area associated with the NXX code, they must notify the PA. SPs should not change routing information in appropriate databases until the PA has processed the application and responded with a Part 3. Appendix C of the Central Office Code (NXX) Assignment Guidelines outlines the process to be followed. 


INC agreed to add the definition of LERG Assignee (as written in the TBPAG Glossary) to the COCAG Glossary.


And finally, the following text changes were made to the COCAG Appendix C:


Procedures for Code Holder Exit/LERG Assignee Exit

1.0
Purpose


This appendix describes the responsibilities of NANPA and service providers in situations when a service provider (SP) is returning or abandoning NXX codes that contain ported telephone numbers and a new code holder/LERG assignee must be selected with minimal impact on ported customers.  The specific circumstances addressed cover:


· Voluntary Return of Non-Pooled NXX Codes Containing Ported Numbers


· Voluntary Return of Pooled NXX Codes Containing Assigned Blocks/Ported Numbers


· Abandoned Non-Pooled NXX Codes Containing Ported Numbers


· Abandoned Pooled NXX Codes Containing Assigned Blocks/Ported Numbers


2.0
Assumptions


2.1
Reasonable efforts should be taken to re-establish a code holder/LERG assignee in order to maintain default routing.  Should the code holder/LERG assignee vacate their responsibilities, calls to the donor switch will not be processed.


2.2 The SP returning an NXX code will coordinate with NANPA to ensure that the code is not removed from the LERG Routing Guide as an active code until the Part 3 with the effective date of the disconnect is received.  This is to prevent an adverse effect on ported-out customers.


2.3 A code holder/LERG assignee must be LNP capable, may put the code on any switch in the rate center, and should already be providing service in the rate center.  This should eliminate any potential problems with facilities readiness.


2.4 NANPA shall work closely with regulatory authorities to obtain timely information about SPs abandoning service.  Such circumstances are under the direction of a regulatory authority or court.


2.5 When an NXX code is re-allocated to another SP, the NXX code is considered to be re-allocated rather than re-assigned; therefore, the SP does not have to meet the MTE and utilization criteria for this NXX code.


2.6 A SP has the option to refuse a NXX code re-allocation. Refusal will not adversely impact any pending NXX code/block assignment request because it is unrelated to the re-allocation. 


2.7 These guidelines also apply in jeopardy/rationing situations.


2.8 It is the responsibility of each SP to provide an accurate E911 record for each of its customers to the E911 Service Provider.  It is essential that the outgoing SP unlock its E911 records in the regional E911 database, and the new SP must transition the affected customers’ records to its own company ID in the E911 database.


2.9 It is the responsibility of the new code holder/LERG assignee to notify Telcordia™ to update the AOCN responsibility in BIRRDS for the reallocated NXX code (s).


2.10 The SP returning the NXX code has the responsibility to assure that affected parties, especially any end-users, are notified consistent with state or regulatory requirements.


2.11 When an NXX code is re-allocated and there are no active or pending ported numbers in the NPAC, the NPAC, via receipt of the LNP NXX LERG Assignee Transfer Form, should ensure that any existing NXX records of the code are deleted from its database on the effective date of the reallocation.


2.12 The new code holder/LERG assignee and the old code holder/LERG assignee (when operational) should work together to discuss whether it is more appropriate to transfer the code using the Coordinated Industry Effort Process, the LNP NANC 323 SPID Migration Process, or the LNP CO Code Reallocation Process. (For descriptions of these processes and recommendations on when to use them, see Section 3 below). This decision should be based on the quantity and type of customers involved, and the agreement of the involved SPs that would have to coordinate the change.


2.13 If there are no active or pending ports on the returned NXX code pending disconnect, the NPAC will use the Part 3 disconnect information received via email from the NANPA to remove the capability to port numbers from the returned NXX code 15 business days prior to the effective date of the disconnect.  This removal will cause any new port attempts against the returned NXX code to fail at the user interface, thus avoiding additional impediments to the code return process.

2.14 It is the responsibility of the new code holder/LERG assignee to notify NECA to update the NECA Tariff FCC No. 4 database with the new OCN for the reallocated NXX code(s). NECA currently requires a copy of the new Part 3 form.

3.0       Notification Procedures for Returned NXX Codes


NANPA will request that the NPAC produce an ad hoc report, generated during off-peak hours, that identifies the SPs and associated quantities of ported TNs in a returned NXX code.  This information will assist NANPA in re-allocating the NXX code.  The NPAC will charge NANPA for the ad hoc report per the existing contract.  The reports are to be provided to the NANPA pursuant to a non-disclosure agreement. The NANPA may use these reports to provide each potential code holder/LERG assignee with the total number of ported TNs it has, number of SPs with ported TNs, and the total number of ported TNs overall.


NANPA is required to post the effective dates of pending NXX code disconnects on the NANPA website in order for SPs to be aware of approved NXX code disconnects.  In addition, NANPA should periodically (every six months) send an electronic reminder to code holders/LERG assignees of their responsibility, per the Central Office Code Assignment Guidelines, to submit a Part 1 form to NANPA to return a non-pooled NXX code and to the PA to return a pooled NXX.  Code holders/LERG assignees should notify the appropriate numbering administrator if they are no longer able to perform default routing functions (e.g., the SP is no longer providing service in the area served by that NXX code).  NANPA must inform the outgoing code holder/LERG assignee of their responsibility to update the appropriate routing databases upon receipt of the Part 3.


The new code holder/LERG assignee and the old code holder/LERG assignee (when operational) should work together to discuss whether it is more appropriate to transfer the code using the Coordinated Industry Effort Process, the LNP NANC 323 SPID Migration Process, or the LNP CO Code Reallocation Process.  It is recommended that the Coordinated Industry Effort Process be considered when there are 5 or fewer SPs involved and less than 150 subscription versions (SVs). If that process cannot be used, then the NANC 323 SPID Migration Process is the preferred method over the LNP CO Code Reallocation Process.  The following describes the three available processes:


· The Coordinated Industry Effort Process is a coordinated manual delete/recreate update of the affected NXX code records.  The new code holder should identify the number of ported TNs within the NXX code(s) to be transferred and the number of involved SPs to determine if this option is feasible.  Based on the number of involved SPs, the new code holder should coordinate a conference call among all affected SPs to determine if the delete/recreate process is acceptable among all affected SPs.  Affected SPs should note that the delete/recreate process is service-affecting for those ported customers. The type of customer should also be considered when determining if this option is feasible.  If the Coordinated Industry Effort process is deemed acceptable, the affected SPs shall coordinate the deletion and recreation of all ported SVs in the NXX code(s).  It is recommended that this process should be considered when there are 5 or fewer SPs involved and less than 150 SVs (see LNPA Best Practices posted on the NPAC Public Site: www.npac.com).


· The LNP NANC 323 SPID Migration Process is a coordinated update of the SPID attribute in the NPA-NXX, NPA-NXX-X, LRN as well as the respective SV or number pool block record.  This process supports NPAC Users that require assistance migrating LNP data associated with one SPID to one or more other SPIDs.  If after considering the Coordinated Industry Effort Process, the SP that is receiving the NXX code ultimately determines that a NANC 323 SPID migration is to be scheduled after considering the responses from the SPs impacted by the migration, the receiving SP will initiate the request by issuing a SPID Migration Request Form (“Form”) to the NPAC, specifying the migrating codes and affected LNP data.  This Form and the associated M&Ps are posted in the NPAC Secure Site, under the ‘NPAC M&Ps’ button.  To access the Secure Site, go to the NPAC Public Site (www.npac.com) and click on the ‘Secure Site’ button to login to the secure area. 

· The LNP CO Code Reallocation Process involves porting the code in thousands-blocks to the new LERG assignee.  In this way, the NPAC's block-ownership tables override the NPAC's NXX-ownership tables, allowing continued porting of any number in the NXX without the need for SPID Migration. The LNP CO Code Reallocation Process allows numbers to snap back to the new LERG assignee, the same as if the SPID had been changed in the NPAC without ported numbers having been taken out of service.  There are specific actions related to LNP processes to be taken by SPs, NANPA, and NPAC during the NXX code reallocation process.  An overall description, including a required form, can be found at: (http://www.nationalpooling.com).  This process should only be used if either the Coordinated Industry Effort Process or the LNP NANC 323 SPID Migration Process cannot be used.


In addition, it is the responsibility of the SP returning the code to remove any LRN record it has associated with the returned NXX code and all ported in TNs associated with that LRN, including intra-SP ports.  In addition, if the NXX is being disconnected, the NXX should be disconnected in the NPAC as well.


If there are no active or pending ports on the NXX code, a Part 3 disconnect should be issued by NANPA to the SP.  The Part 3 disconnect information shall be entered into BIRRDS by the SP’s AOCN. The NXX code should be included in the Part 3 disconnect report posted on the NANPA web site.


If there are no active or pending ports on the returned NXX code pending disconnect, the NPAC will use the Part 3 disconnect information received via email from the NANPA to remove the capability to port numbers from the returned NXX code 15 business days prior to the effective date of the disconnect.  This removal will cause any new port attempts against the returned NXX code to fail at the user interface, thus avoiding additional impediments to the code return process.


If there are active or pending ports on the returned NXX code pending disconnect, or if porting of TNs occurs on a returned NXX code after NANPA has issued a Part 3 disconnect but prior to the 15 business days before the effective date of the disconnect, NPAC should notify NANPA that a port has occurred.  NPAC also will disregard the Part 3 disconnect information and will not suspend porting at the 15 business-day timeframe. NANPA will request approval from the appropriate regulatory authority for NPAC to delete the Subscription Version(s) (SVs) from its databases. Written approval from the regulator for the deletion of the SVs from the NPAC databases may be sent to NPAC directly from the regulator, or via NANPA.


4.0
 Voluntary Return of Non-Pooled NXX Codes Containing Ported Numbers


In the case where non-pooled NXX codes are voluntarily returned and contain ported numbers or pending ports, NANPA should request that the incumbent code holder maintain the default routing function.  NANPA will re-allocate the non-pooled NXX code as soon as possible to avoid disconnects of non-pooled NXX or disruption of service.

If any expedite is requested by the outgoing or incoming code holder, the applicant shall so indicate on the Part 1.  Expedite procedures are found in Section 6 of the Central Office Code (NXX) Assignment Guidelines (COCAG).


Within five business days of being informed by a SP that it is discontinuing service in a given rate center, the NANPA shall request an ad hoc report from the NPAC that will identify active and pending ports on the returned non-pooled NXX code.  This information will assist NANPA in re-allocating the non-pooled NXX code. 


If there are active or pending ports on the non-pooled NXX code, NANPA shall:


a) Contact all SPs shown on the NPAC report with ported TNs from the identified non-pooled NXX code at the same time, informing them of the code holder’s intention to disconnect. NANPA will provide each potential code holder with the total number of ported TNs it has, the number of SPs with ported TNs, and the total number of ported TNs overall.  NANPA will use the latest contact information that NANPA Code Administration has on file for the impacted SP(s).  Further, SPs also may designate a special contact for this purpose by providing contact information to NANPA.  SPs with ported TNs will have 10 business days to respond with a complete and correct Part 1.  NANPA will provide a specific date and hour as the deadline for responses. 

b) Include in its contact document, language that states that the current SP is seeking to expedite the return of the non-pooled NXX code. This shall be done only if the SP returning the non-pooled NXX code has indicated an expedite process on its Part 1.

c) Suspend the Part 1 pending identification of a new code holder and so inform the applicant via a Part 3.  NANPA will request the incumbent code holder to maintain default routing.

d) The first SP to respond with a completed and correct Part 1 will become the new code holder.
  Only the receipt of a Part 1 by NANPA will be accepted as an official request for the non-pooled NXX code.  NANPA will process the Part 1 as a non-pooled NXX code reassignment and provide a Part 3 to the new code holder.
  NANPA will provide a Part 3 Denial to the SP returning the non-pooled NXX code, indicating that a new code holder has been found and provide the effective date of the reassignment to the new OCN.
  NANPA also will notify all the SPs on the original distribution that a new code holder has been selected.


NANPA will include in the Part 3 to the new code holder the contact name, telephone number, and e-mail address of the SP returning the code.  NANPA also will include in the Part 3 to the SP returning the code the contact information of the new code holder.  In either case, an SP may decline to have its information included, and must indicate as such on the Part 1.


e) If an SP agrees to assume responsibility for the non-pooled NXX code and to expedite
 its activation, the SP should indicate the latter by providing accompanying written documentation with the Part 1 agreeing to a shortened activation interval date. The documentation should also indicate that the activation interval shall not be less than 30 calendar days. The NANPA will deny the Part 1 application if there is no accompanying written documentation.


f) If after ten days from the issuance of the e-mail there are no volunteers, NANPA will notify the appropriate regulatory authority and the SPs with ported TNs that no SP has submitted a valid Part 1 to become the code holder and therefore, the non-pooled NXX code will be disconnected. NANPA will issue a Part 3 Approval to the incumbent SP approving the non-pooled NXX code return and the disconnect effective date. NANPA will update and post to the NANPA web page a report titled “Part 3 Disconnects.”  This report shall contain all disconnects processed by NANPA.


NANPA should provide the NPAC with written notification that the SP has terminated service in order for NPAC to remove all records in its database related to the reclaimed non-pooled NXX code after the effective disconnect date.


Should the above situation occur, an SP originally contacted by NANPA because it had active or pending ports on the returned non-pooled NXX code per the NPAC report may decide it wants to become the new code holder after NANPA has processed the Part 3 Disconnect.  NANPA then will reassign the non-pooled NXX code to the SP, provided the SP submits a completed and correct Part 1 no less than fifteen (15) business days prior to the effective date of the disconnect.
 


g) If an SP requests to become the code holder but has no ported TNs and cannot meet MTE and utilization, NANPA will direct the SP to make its request to the appropriate regulatory authority.  Upon receiving both written confirmation (email or fax) from the regulatory authority and a valid Part 1 from the SP no less than fifteen (15) business days prior to the effective date of the disconnect,
 NANPA will make the SP the new code holder.  This process only applies to non-pooled NXX codes with active or pending ports.


h) If the SP returning the non-pooled NXX code becomes aware of ported TNs on the NXX and NANPA has issued a Part 3 Disconnect, the SP should:


a. identify SP(s) receiving ported TNs from the returned NXX;


b. notify NANPA of ported TNs;


c. the SP receiving ported TNs from the returned NXX should contact NANPA regarding taking over the returned NXX


NANPA will, after having received and processed a valid Part 1, designate the SP applicant as the new code holder.  Any such porting must occur 15 business days prior to the effective date of the disconnect (see Section 2.13).  (Issue 469)

An SP should not be obligated to maintain default routing more than 66 calendar days after filing a valid Part 1 indicating its intent to return the non-pooled NXX code.

4.1 Voluntary Return of Pooled NXX Codes Containing Assigned Blocks/Ported Numbers

In the case where pooled NXX codes are voluntarily returned and have blocks assigned to any block holders other than the LERG assignee, the PA shall: 


a) Contact all block holders informing them of the LERG assignee’s intention to disconnect.  The block holders will have 10 business days to respond with a complete and correct Part 1.  The PA will provide a specific date as the deadline for responses. The PA will use the latest contact information that Pooling Administration has on file for the impacted block holder(s).  Further, SPs also may designate a special contact for this purpose by providing contact information to the PA.

b) The first block holder to respond with a completed and correct Part 1 will become the new LERG assignee.
  Only the receipt of a Part 1 by the PA will be accepted as an official request for the pooled NXX code.  The PA will forward the Part 1, along with the original Part 1 returning the pooled NXX code to NANPA as a pooled NXX code reassignment and provide a Part 3 to the original LERG assignee and the new LERG assignee.  The PA will also notify all block holders on the original distribution that a new LERG assignee has been selected.


c) NANPA will process the Part 1 and provide a Part 3 to the new LERG assignee and the PA.
  NANPA will provide a Part 3 Denial to the SP returning the pooled NXX code, indicating that a new LERG assignee has been found and provide the effective date of the reassignment to the new LERG assignee.
  


d) NANPA will include in the Part 3 to the new LERG assignee the contact name, telephone number, and e-mail address of the SP returning the pooled NXX code.  NANPA also will include in the Part 3 to the SP returning the pooled NXX code the contact information of the new LERG assignee.  In either case, an SP may decline to have its information included, and must indicate as such on the Part 1.

e) If an SP agrees to assume responsibility for the pooled NXX code and to expedite
 its activation, the SP should indicate the latter by providing accompanying written documentation with the Part 1 agreeing to a shortened activation interval date. The documentation should also indicate that the activation interval shall not be less than 30 calendar days. The NANPA will deny the Part 1 application if there is no accompanying written documentation.

f)   The PA will modify the existing BCR/BCD record(s) of the original LERG assignee in BIRRDS with the new LERG assignee’s information upon receipt of the Part 3 from NANPA. 

g)  The PA will modify all of the available blocks within the transferring pooled NXX to be effective 1 calendar day after the Part 3 effective date of the transfer.  This step will ensure that the new LERG assignee has sufficient time to make the necessary NPAC updates.  If the new LERG assignee determines that the necessary NPAC updates cannot be made in conjunction with the Part 3 effective date of the transfer, then the new LERG assignee shall notify the PA of the revised date for when the available blocks will be viable for assignment.

The new LERG assignee shall:


· notify the PA via email which blocks assigned to the original LERG assignee are to be reallocated to the new LERG assignee because the contamination level is over 10%.  This notification will take place within 90 calendar days of receiving the Part 3 confirmation from NANPA. 


· notify the PA via Appendix 2 which blocks assigned to the original LERG assignee are to be donated by the new LERG assignee because the contamination level is 10% or less.  This notification will take place within 90 calendar days of receiving the Part 3 confirmation from NANPA.

Blocks that were previously donated or returned by the original LERG assignee will remain in the pool.


4.1.1
If no SPs respond within ten business days or all refuse to become the new LERG assignee or there are no blocks assigned to any block holders other than the LERG assignee, the PA will proceed with forwarding the pooled NXX return to NANPA to check for ported numbers or pending ports. 

Within five business days of being informed by the PA via a Part 1 that the SP is discontinuing service in a given rate center, the NANPA shall request an ad hoc report from the NPAC that will identify active and pending ports on the returned pooled NXX code.  This information will assist the PA in re-allocating the pooled NXX code. 


If there are no active or pending ports on the pooled NXX code, NANPA shall proceed with the return.

If there are active or pending ports on the pooled NXX code, NANPA shall:


a) 

b) 

· Suspend the Part 1 pending identification of a new LERG assignee by the PA and so inform the applicant via a Part 3.  NANPA will request the original LERG assignee to maintain default routing.

· Provide the PA with an ad hoc report from the NPAC that will identify active and pending ports on the returned pooled NXX code.

a) The PA shall contact all SPs shown on the NPAC report with ported TNs from the identified pooled NXX code at the same time, informing them of the LERG assignee’s intention to disconnect. The SPs with ported TNs will have 10 business days to respond with a complete and correct Part 1.  The PA will provide a specific date as the deadline for responses. The PA will use the latest contact information that Pooling Administration has on file for the impacted SPs ported TNs.  Further, SPs also may designate a special contact for this purpose by providing contact information to the PA.

b) The first SP to respond to the PA with a completed and correct Part 1 will become the new LERG assignee.
  Only the receipt of a Part 1 by PA will be accepted as an official request for the pooled NXX code.  The PA will forward the Part 1, along with the original Part 1 returning the pooled NXX code to NANPA as a pooled NXX code reassignment, and provide a Part 3 to the original LERG assignee and the new LERG assignee.
  The PA will also notify all SPs on the original distribution that a new LERG assignee has been selected.


c) NANPA will provide a Part 3 Denial to the PA and SP returning the pooled NXX code, indicating that a new LERG assignee has been found and the effective date of the reassignment to the new LERG assignee.
    NANPA will include in the Part 3 to the new LERG assignee the contact name, telephone number, and e-mail address of the SP returning the code.  NANPA also will include in the Part 3 to the SP returning the code the contact information of the new LERG assignee.  In either case, an SP may decline to have its information included, and must indicate as such on the Part 1.

d) If an SP agrees to assume responsibility for the pooled NXX code and to expedite
 its activation, the SP should indicate the latter by providing accompanying written documentation with the Part 1 agreeing to a shortened activation interval date. The documentation should also indicate that the activation interval shall not be less than 30 calendar days. The NANPA will deny the Part 1 application if there is no accompanying written documentation.


e) If after ten business days from the issuance of the e-mail there are no volunteers, NANPA will notify the PA, the appropriate regulatory authority and the SPs with ported TNs that no SP has submitted a valid Part 1 to become the LERG assignee and therefore, the pooled NXX code will be disconnected. NANPA will issue a Part 3 Approval to the PA and original LERG assignee approving the pooled NXX code return and the disconnect effective date. NANPA will update and post to the NANPA web page a report titled “Part 3 Disconnects.”  This report shall contain all disconnects processed by NANPA.


f) NANPA should provide the NPAC with written notification that the SP has terminated service in order for NPAC to remove all records in its database related to the reclaimed pooled NXX code after the effective disconnect date.


g) Should the above situation occur, an SP originally contacted by NANPA because it had active or pending ports on the returned pooled NXX code per the NPAC report may decide it wants to become the new LERG assignee after NANPA has processed the Part 3 Disconnect.  NANPA then will reassign the pooled NXX code to the SP, provided the SP submits a completed and correct Part 1 to the PA no less than fifteen (15) business days prior to the effective date of the disconnect.
 


h) If an SP requests to become the LERG assignee but has no ported TNs and cannot meet MTE and utilization, NANPA will direct the SP to make its request to the appropriate regulatory authority.  Upon receiving both written confirmation (email or fax) from the regulatory authority and a valid Part 1 from the SP via the PA no less than fifteen (15) business days prior to the effective date of the disconnect,
 NANPA will make the SP the new LERG assignee.  This process only applies to pooled NXX codes with active or pending ports.


i) If the porting of TNs occurs on a returned pooled NXX code after NANPA has issued a Part 3 Disconnect, NANPA will, after having received and processed a valid Part 1 from the PA designating the SP applicant as the new LERG assignee.  Any such porting must occur 15 business days prior to the effective date of the disconnect (see Section 2.13).

The PA will modify the existing BCD/BCR record in BIRRDS from the original LERG assignee’s information with the new LERG assignee’s information upon receipt of the Part 3 from NANPA. 


The PA will modify all of the available blocks within the transferring pooled NXX to be effective 1 calendar day after the Part 3 effective date of the transfer.  This step will ensure that the new LERG assignee has sufficient time to make the necessary NPAC updates.  If the new LERG assignee determines that the necessary NPAC updates cannot be made in conjunction with the Part 3 effective date of the transfer, then the new LERG assignee shall notify the PA of the revised date for when the available blocks will be viable for assignment.


The new LERG assignee shall:


· notify the PA via email which blocks assigned to the original LERG assignee are to be reallocated to the new LERG assignee because the contamination level is over 10%.  This notification will take place within 90 calendar days of receiving the Part 3 confirmation from NANPA. 


· notify the PA via Appendix 2 which blocks assigned to the original LERG assignee are to be donated by the new LERG assignee because the contamination level is 10% or less.  This notification will take place within 90 calendar days of receiving the Part 3 confirmation from NANPA.

Blocks that were previously donated or returned by the original LERG assignee will remain in the pool.

An SP should not be obligated to maintain default routing more than 66 calendar days after filing a valid Part 1 indicating its intent to return the pooled NXX code.


5.0
Abandoned Non-Pooled NXX Codes Containing Ported Numbers


In the case where a non-pooled NXX code is abandoned, NANPA may not have prior knowledge of the situation or know if there are active or pending ported TNs on the non-pooled NXX code.  Further, NANPA may be unable to contact the incumbent code holder concerning the status of the NXX code or to request that it maintain default routing function if there are ported TNs.  Situations may also occur where an SP fails to submit a Part 1 to NANPA and proceeds with disconnecting the non-pooled NXX code.  Often, customer complaints or information provided by SPs are the way that NANPA learns of these abandoned non-pooled NXX code situations.


NANPA shall work closely with regulatory authorities to obtain timely information about SPs abandoning service or.  Such circumstances are under the direction of a regulatory authority or court. 


NANPA will request a report from the NPAC on the abandoned non-pooled NXX code to determine if there are any active or pending ported TNs.


NANPA will then contact the appropriate regulatory authority and seek guidance concerning the return or reassignment of the abandoned non-pooled NXX code.
  NANPA will include information about whether there are active or pending ports on the abandoned non-pooled NXX code. 



a. In those instances where there is porting on the abandoned non-pooled NXX code, NANPA will, unless otherwise directed by the regulatory authority, contact those SPs with ported TNs to determine if they want to become the new code holder, NANPA will follow the same process as outlined in Section 4.0 [specifically (b) through (f)].


b. If a new code holder cannot be established for non-pooled NXX codes with active or pending ports, NANPA will process the disconnect request of the non-pooled NXX code after receiving written confirmation (email or fax) from the involved regulatory authority. NANPA then will provide the NPAC written notice from the regulatory authority that the SP has terminated service in order for NPAC to remove all records in its database related to the LRN and non-pooled NXX code, including intra-SP ported TNs.



NANPA will direct any customer complaints concerning the disruption of service to the involved SP or appropriate regulatory authority.  In the case of an abandoned non-pooled NXX code, NANPA will not act independent of regulatory authority direction with regard to the reassignment of a non-pooled NXX code to an SP with ported TNs.


5.1
Abandoned Pooled NXX Codes Containing Assigned Blocks/Ported Numbers


In the case where a pooled NXX code is abandoned, NANPA or the PA may not have prior knowledge of the situation or know if there are active or pending ported TNs on the pooled NXX code.  Further, NANPA or the PA may be unable to contact the LERG assignee concerning the status of the pooled NXX code or to request that it maintain default routing function if there are blocks assigned, active or ported TNs.  Situations may also occur where an SP fails to submit a Part 1 to the PA and proceeds with disconnecting the pooled NXX code.  Often, customer complaints or information provided by SPs are the way that NANPA or the PA learns of these abandoned pooled NXX code situations.


NANPA and the PA shall work closely with regulatory authorities to obtain timely information about SPs abandoning service.  Such circumstances are under the direction of a regulatory authority or court. 


If blocks are assigned to any block holders other than the LERG assignee, the PA will, unless otherwise directed by the regulatory authority, contact all block holders to determine if they want to become the new LERG assignee, The PA will follow the same process as outlined in Section 4.1 [specifically (a) through (e)]. 

If the PA is unable to locate a new LERG assignee the PA will inform NANPA.  NANPA will request a report from the NPAC on the abandoned pooled NXX code to determine if there are any active or pending ported TNs.


NANPA and the PA will then contact the appropriate regulatory authority and seek guidance concerning the return or reassignment of the abandoned pooled NXX code.
  NANPA will include information about whether there are active or pending ports on the abandoned pooled NXX code. 



c. In those instances where there is porting on the abandoned pooled NXX code, NANPA and the PA will, unless otherwise directed by the regulatory authority, contact those SPs with ported TNs to determine if they want to become the new LERG assignee, NANPA will follow the same process as outlined in Section 4.1.1 [specifically (a) through (e)].  


d. If a new LERG assignee cannot be established for pooled NXX codes with blocks assigned or with active or pending ports, NANPA will process the disconnect request of the pooled NXX code after receiving written confirmation (email or fax) from the involved regulatory authority. NANPA then will provide the NPAC written notice from the regulatory authority that the SP has terminated service in order for NPAC to remove all records in its database related to the LRN and pooled NXX code, including intra-SP ported TNs.



NANPA and or the PA will direct any customer complaints concerning the disruption of service to the involved SP or appropriate regulatory authority.  In the case of an abandoned pooled NXX code, NANPA and or the PA will not act independent of regulatory authority direction with regard to the reassignment of a pooled NXX code to a SP with ported TNs.

Associated Committees/Issues:


· (none)


Related work required for the solution to this issue to be implementable by the industry--consider functional platform; interoperability; performance, reliability, and security; OAM&P; ordering and billing; and user interface work.

· (none)
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		Company:
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		Telephone number (optional):

		

		Telephone number (optional):

		





Activity Log (can be very brief but this must be regularly updated on a meeting-by-meeting basis and include all agreements reached and action items):

· INC 81: Issue accepted for work and assigned to CO/NXX Subcommittee. Contribution CO/NXX-318 reviewed and discussed.  It was noted that the contribution is a reflection of the PA’s current practices, as well as some practices the PA believes would be recommended.  Participants began editing the contribution up to Section 4.1.  Issue remains open and work will continue at INC 82.


· INC 82:  Participants reviewed and discussed new contribution CO/NXX-322 and continued the discussion of CO/NXX-318 from INC 81.  Participants then agreed to place the issue into Initial Closure.


· 7/15/05: In light of an objection from Verizon (see GS-477), the issue was automatically placed in Initial Pending.


· INC 83:  The issue was referred back to the CO/NXX Subcommittee for further discussion.  Participants reviewed GS-477, CO/NXX-324 and CO/NXX-325.  Participants agreed that either the NANPA or the PA should survey both block holders and SPs with ported TNs at the same time, when looking for a volunteer to be the new LERG assignee for a returned/abandoned NXX containing ported TNs.  Participants agreed that INC will ask the NAPM LLC to allow NANPA to share ad hoc reports with the PA when trying to find a new LERG Assignee for returned or abandoned NXXs containing ported TNs.  Suggested text changes in CO/NXX-324 and CO/NXX-325 will be discussed further, after a response from the NAPM LLC is received.


Last Updated:  8/12/05


� Months to Exhaust (MTE) and utilization requirements are waived.



� NANPA will work with the new code holder to determine if a Part 4 is necessary.



� It is the responsibility of the new code holder to contact the original code holder if the non-pooled code transfer does not occur on the effective date originally indicated on the Part 3 denial so that the original code holder can continue to maintain default routing until the new effective date. 



� See Section 6 of the Central Office Code (NXX) Assignment Guidelines (COCAG). 



� All new code holders must follow the standard code activation process in the COCAG.  In order to stop the disconnect and re-assign a code, a minimum of five (5) business days is needed to notify Telcordia to reverse the disconnect and send an emergency notification to service providers.  Adding this time interval to the ten (10) business day requirement for NANPA to process code applications results in the requirement for service providers to provide a Part 1 no less than fifteen (15) business days prior to the effective date of the disconnect.



� See previous footnote.



� Months to Exhaust (MTE) and utilization requirements are waived.



� NANPA and PA will work with the new code holderLERG assignee to determine if a Part 4 is necessary.



� It is the responsibility of the new code holderLERG assignee to contact the original code holder LERG assignee if the pooled NXX code transfer does not occur on the effective date originally indicated on the Part 3 denial so that the original code holderLERG assignee can continue to maintain default routing until the new effective date. 



� See Section 6 of the Central Office Code (NXX) Assignment Guidelines (COCAG). 



� Months to Exhaust (MTE) and utilization requirements are waived.



� NANPA will work with the new code holderLERG assignee to determine if a Part 4 is necessary.



� It is the responsibility of the new code holder to contact the original code holderLERG assignee if the pooled code transfer does not occur on the effective date originally indicated on the Part 3 denial so that the original code holderLERG assignee can continue to maintain default routing until the new effective date.   



� See Section 6 of the Central Office Code (NXX) Assignment Guidelines (COCAG). 



� All new code holders must follow the standard code activation process in the COCAG.   In order to stop the disconnect and re-assign a code, a minimum of five (5) business days is needed to notify Telcordia to reverse the disconnect and send an emergency notification to service providers.  Adding this time interval to the ten (10) business day requirement for NANPA to process code applications results in the requirement for service providers to provide a Part 1 no less than fifteen (15) business days prior to the effective date of the disconnect.



� See previous footnote.



� There are differing requirements among state commissions/regulatory authorities relating to bankruptcies and the treatment of NPA-NXXs as carrier assets as well as carrier of last resort obligations that may affect the disposition of an abandoned code.  Regulatory authority involvement is needed to ensure these requirements are addressed.



� There are differing requirements among state commissions/regulatory authorities relating to bankruptcies and the treatment of NPA-NXXs as carrier assets as well as carrier of last resort obligations that may affect the disposition of an abandoned code.  Regulatory authority involvement is needed to ensure these requirements are addressed.
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1 GENERAL
1.1 Document Overview

Local Service Migration is a process designed to
ensure that end users can migrate their local service from one Local
Service Provider (LSP) to another. End user migration should occur in a
seamless and timely fashion for the benefit of the end user. To that end,
these guidelines establish general business rules and
procedures governing the migration of end users between LSPs based on
an end user’s request to the New Local Service Provider (New LSP).

Service migration requires the integration of several processes between
multiple Service Providers. Coordination of the following activities as
appropriate must be accommodated based on the specific migration
scenario.

e Exchange of end user Transition Information (TI)
Disconnect service from the Old Local Service Provider (Old LSP)
e Ordering and provisioning of new service
e Directory listing management
e Long distance service carrier notification
e EO-1-1 management

These processes and functions are briefly described to help the user
understand the relevance of each function or requirement. References to
existing standards and guidelines are included to show where additional
information can be obtained.

This document describes various migration scenarios, integrating
process steps from the applicable existing Industry guidelines and
standards. The guidelines outlined in this document are not intended to
replace or modify any existing Industry guideline or standard, but rather
show how those guidelines and standards should be applied to each
given scenario. Any change to existing guidelines and standards must be
made through the appropriate forum responsible for maintenance of the
affected referenced document(s).

The scope of this document is limited to wireline voice service migrations,
basic data service migrations and intermodal (between wireless and
wireline) voice service migrations. Subsequent releases will address
additional products and/or services.
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The Wireless Intercarrier Communications Interface Specification (WICIS)
for Local Number Portability (ATIS-0409001-XXXX) documents wireless
to wireless migration guidelines.

Ordering guidelines for wireless to wireline number portability are
currently being addressed within the ATIS Ordering and Billing Forum
(Issue 2753). Currently, wireless to wireline number portability is being
accomplished through provider to provider negotiations.

This guideline is applicable to manual (paper) and mechanized
(electronic) local service migration ordering processes.

1.2 Document Updates

This guideline is issued to clarify the local service ordering process as
recommended by customer and provider representatives in the Ordering
and Billing Forum committees and other interested parties. Requests for
changes, additions, deletions or other such enhancements to this
guideline shall be proposed in accordance with the procedures in the
Ordering and Billing Forum.

1.3 Revision Summary

Issue 2 of the Local Service Migration Guidelines was developed to
include the following:

e Wireline Full Facilities-Based to Bundled Option A and
Option B, scenarios 3A and 3B

e Wireline to Wireless Number Portability, scenarios 5A, 5B
and 5C

e Wireless to Wireline Number Portability, scenarios 5D, SE
and SF

e Basic Data Service Migration, scenario 6A
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2 CONCEPTS INTRODUCED WITH LOCAL SERVICE
COMPETITION

Prior to the Telecommunications Act of 1996, the Incumbent Local
Exchange Carrier (ILEC) was the sole provider of all the network
components needed to provide local service to an end user, e.g. loop,
switch, etc. The initial focus of the industry has been on Competitive
Local Exchange Carriers (CLECs) ordering services from the ILECs. In
that scenario, there are only two providers involved in the service
migration with clear provider roles, the ILEC as the provider and the
CLEC as their customer. The end user is the customer of the CLEC.

In accordance with the Telecommunications Act of 1996, and subsequent
regulatory rulings, the ILECs were required to offer bundled and
unbundled services. At that same time, multiple number portability
options became available.

The introduction of local service competition increased the number of
ways that an LSP can provide service to the end user. In a bundled
serving arrangement the Network Service Provider (NSP) furnishes all of
the network facilities, which are “resold” by the New LSP to their end
user. Unbundled or full facilities-based serving arrangements exist
where the New LSP furnishes some or all of the network facilities.

The term “Service Configuration” identifies the manner in which an LSP
provides service to their end user. Migration processes differ based on
the Service Configurations of both the Old and New LSP.

Wireless Service Providers may provide service to an end user with their
own network, or via a Type 1 or Reseller arrangement.

In the table below, the “Wireless” service configuration describes the
Wireless Service Provider who serves the end user with its own network.
In this scenario, the Wireless Service Provider is both the Local Service
Provider and the Network Service Provider.

The “Wireless Reseller” service configuration describes the Wireless Local
Service Provider who procures network services and telephone numbers
for an end user from a Wireless Network Service Provider.

The “Wireless Type 1”7 service configuration describes the Wireless Local
Service Provider who procures network services and telephone numbers
for an end user from a Wireline Network Service Provider.
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In the Service Configurations matrix below, Provider 1 represents the
Local Service Provider. Subsequent provider numbers represent
instances when multiple providers are involved in the migration (i.e.
Switch Provider or Loop Provider). Only the Service Configurations

addressed within this document are identified in the matrix:

Service Local
Service Arrangement Service Switch Loop
Configuration | Type Provider | Provider | Provider
Wireline
Resale Bundled Provider 1 | Provider 2 | Provider 2
UNE-P Bundled Provider 1 | Provider 2 | Provider 2
UNE-L Unbundled Provider 1 | Provider 1 | Provider 2
Full Facilities- Unbundled Provider 1 | Provider 1 | Provider 1
based or Retail
Unbundled Data | Unbundled Data | Provider 1 | Provider 1 | Provider 2
Wireless
Wireless Wireless Provider 1 | Provider 1 | N/A
Wireless Resale | Wireless Resale Provider 1 | Provider 2 | N/A
Wireless Type 1 | Wireless Type 1 Provider 1 | Provider 2 | N/A

Wireline/Wireless Combinations (Due to the complexities of these
types of migrations, they are not included in this matrix.)

Note 1: Section 9 of this document identifies the various provider roles
associated with migrations between the various Service Configurations.

Note 2: UNE-P is a Service Configuration subject to regulatory change
and/or substitution or replacement by Private Commercial Agreement.

Note 3: The Wireless Intercarrier Communications Interface Specification

(WICIS) for Local Number Portability (ATIS-0409001-XXXX) documents
wireless to wireless migration guidelines.
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3 LOCAL SERVICE ORDERING PROCESS

The following sub-sections describe the Local Service Ordering
Guidelines (LSOG) forms and process used to exchange critical
information between service providers when ordering local services from
a wireline provider.
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3.1 Local Service Ordering Forms

Local Service ordered from a wireline provider uses a set of uniform order
request forms, collectively known as a Local Service Request (LSR). The
following matrix briefly describes the various ordering forms and the

LSOG document where additional information is located.

As business

rules vary, it is crucial for providers to make their ordering business
rules available to other providers.

Each LSR order must contain the following forms:

OBF Form Name

Purpose of Form

Form Preparation Guide

Local Service

Provides information required

ATIS-0405071-00XX

Request for administrative, provider

billing and requestor contact

details
End User Provides the end user service | ATIS-0405072-00XX
Information location, access information

and other provisioning details
necessary to provide the
requested service

When ordering or migrating local service, the above forms must be
accompanied by one of the following service specific forms:

OBF Form Name

Purpose of Form

Form Preparation Guide

Loop Service

Provides information
necessary to order loop
services

ATIS-0405073-00XX

Number
Portability

Provides information
necessary to order the
migration of the same end
user telephone number

ATIS-0405074-00XX

Loop Service with
Number
Portability

Provides information
necessary to order loop
service with number
portability

ATIS-0405075-00XX

Resale Service

Provides information
necessary to order resale
services

ATIS-0405076-00XX
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Local Service Ordering Forms (continued)

OBF Form Name

Purpose of Form

Form Preparation Guide

Port Service

Provides information
necessary to order switch
port services, may also be
used to order UNE-P

ATIS-0405077-00XX

Resale Private
Line

Provides information
necessary to order resale
private line services

ATIS-0405078-00XX

Resale Frame
Relay

Provides information
necessary to order resale
frame relay services

ATIS-0405079-00XX

Centrex Resale

Provides information

ATIS-0405080-00XX

Services necessary to order CENTREX

Resale Services
DID/DOD/PBX Provides information ATIS-0405081-00XX
Service. necessary to order DID, DOD

or PBX Services

ISDN BRI/PRI
Service

Provides information
necessary to order ISDN BRI
and PRI service

ATIS-0405083-00XX

Additional forms which may be included as part of the LSR:

OBF Form Name

Purpose of Form

Form Preparation Guide

Directory Listing

Provides information
necessary to order and
maintain directory services

ATIS-0405102-00XX

Hunt Group
Information

Provides information
necessary to request and
specify hunting arrangements

ATIS-0405082-00XX
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3.2 LSOG Process Overview

This section provides an LSOG process overview and may not reflect all
provider interactions, ordering scenarios or provider-specific business
processes. All interactions may not be applicable to all migration
scenarios. See Section 9 for specific migration scenario details.
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3.2.1 Pre-Order Activity

Pre-order refers to service provider interactions that occur prior to the
issuance of a Local Service Request (LSR). Each pre-order function may
be comprised of one or more inquiries and related response
transaction(s) between service providers.

3.2.1.1 Pre-Order Interactions with Current Service Providers

A requesting service provider will need to obtain information from the
current service provider to understand what and how services are being
provided to an end user. It is crucial that accurate end user records be
maintained by the current service provider so that this information can
be accurately transferred to an LSR if/when the New LSP requests
migration of service. Prior to requesting Customer Service Information
(CSI), the requesting service provider must have received end user
authorization in accordance with applicable state and federal
regulations. The CSI request must include an indication that end user
authorization has been obtained.

Wireless carriers do not currently offer Customer Service Records
(CSR)/CSI access to trading partners.

CSR/CSI processes are recommended as the best practice approach to
minimize LSR processing errors; however, they are not required for LSR
submission.

The following Pre-Order transactions may be used:

e Retrieve Customer Service and/or directory information (ATIS-
0405122-00XX)
e Identify Transition Information (ATIS-0405124-00XX)

For the purpose of process efficiency, this document includes Transition
Information as a component of CSR/CSI transactions. Individual
providers, however, may return this information in two separate
transactions.

See Section 8 Pre-Order End User Information Exchange for additional
information regarding data to be exchanged.
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3.2.2 Order Process

Prior to migrating local service, the requesting service provider must have
received end user authorization in accordance with applicable state and
federal regulations. The migration LSR must include an indication that
end user authorization has been obtained.

To order service, the following events will occur (LSOG defined
interactions are underlined):

1.

LSR - set of forms used to order local service. See Section 3.1 for
information regarding available forms and uses.

Local Response (LR) (ATIS-0405099-00XX) - issued by the
Network Service Provider (NSP) to the LSR initiator to
communicate the status of the order received. See Section
3.2.2.1 for description of the Local Response Process.

LSR (supplemental) — a subsequent order to modify or correct
errors on a previously submitted LSR.

Note: Issuance of the LSR can be an iterative process until an
error-free LSR is received by the current service provider and a
mutually agreed upon Due Date (DD) is established.

Local Response (LR) to supplemental LSR
e If LSR is error free, the service provider confirms order and
establishes Due Date (DD).
e See Section 3.2.2.1 for description of the Local Response
Process.

NSP sends Completion Notice (ATIS-0405123-00XX) to LSR
initiator.

NSP sends a Provider Notification (ATIS-0405121-00XX) (a.k.a.
Loss Notification) to Old Local Service Provider (Old LSP), when
applicable, advising of the loss of this end user to a New LSP or
the loss of the end user’s loop.

DSP sends Directory Service Request Completion Notice (ATIS-
0405109-00XX) to the requesting SP, when applicable.
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3.2.2.1 Local Response Process

The issuance of the LSR can be an iterative process until a “valid LSR” is
received and a firm Due Date (DD) is established. The Local Response is
issued in response to an LSR to advise the LSR initiator of the status of
the service request. It is also used to provide the requesting carrier with
significant order status updates prior to order completion. The types of
Local Responses are:

Confirmation - indicates the service provider has received a
valid LSR which will be processed to meet the Due Date (DD)
provided on the confirmation. The Due Date (DD) provided on
the Local Response indicates the originally requested Desired
Due Date (DDD) or the soonest available Due Date (DD) based
on NSP workload scheduling.

Reject — indicates that an LSR contains error(s) or omission(s).
Associated error codes identify the cause of the rejection.

Jeopardy - issued after Confirmation when conditions prevent
further processing of the order. Associated jeopardy codes
identify the cause of the jeopardy. The nature of the jeopardy
may impact the previously provided Due Date (DD).

Provider Initiated Activity (PIA) - identifies correction(s) to

information previously supplied on a Local Response (a.k.a.
unsolicited response).
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3.2.2.2 Local Response (Reject) Process

A provider will not accept an inaccurate or incomplete LSR (based upon
provider specific business rules) and will return a Local Response (Reject)
to the LSR initiator. The Reject contains an explanation of the error(s) or
omission(s) as well as other relevant information. The following outlines
the LSR Local Response Reject Process:

1 LSR Initiator/ Completes LSR and submits it to appropriate
Requesting Service Provider (See specific scenario to identify
Provider appropriate Service Provider)

2 Provider Receives LSR and reviews for accuracy and

Receiving LSR | completeness

If error(s) or omission(s), GO TO STEP 3

If correct, GO TO STEP 5

3 Provider Returns Local Response (Reject) to Requesting
Receiving LSR | Provider including reason(s) for rejection (e.g.
error codes/error code detail).

4 LSR Initiator / | Resolves errors and re-submits LSR
Requesting GO TO STEP 2
Provider
5 Provider Returns Local Response (Confirmation) when
Receiving LSR | “valid LSR” is received. This Confirmation will
include the provider established DD and order
number
6 All Providers Continue with process
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3.2.2.3 Supplemental Order

A Supplemental Order may be submitted to identify changes or
corrections to information provided on the original LSR (e.g. Desired Due
Date (DDD change) prior to the completion of the local service provider’s
service request and/or the completion of the provider’s associated
internal service order(s).

3.2.2.4 Cancellation Requests

A Cancellation Request is a type of Supplemental LSR as identified in
Section 3.2.2.3 and is issued to cancel a request.

3.2.3 Provider Notification (ATIS-0405121-00XX):

The Provider Notification is used to advise another Service Provider of
changes to the current service being provided. Notification types include
but are not limited to:

e Loss Notification — Utilized by the NSP upon completion of a
request to notify the Old Local Service Provider (Old LSP) of the
loss of end user service

e Account Structure Change Notification — Utilized by the NSP to
notify a provider when changes are made to an account (e.g.
account telephone number change due to partial migration) which
might affect the end user’s service
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4 DIRECTORY LISTING MIGRATION

Directory Service is a telecommunication term used to identify a group of
services impacted by end user listing information. The Directory Listings
(DL) practice, (ATIS-0405102-00XX) is used to provide the data needed to
drive information to the directory assistance and publisher databases.
e End user listing information:
o Publication in primary telephone book when requested
o Directory Assistance (DA) information when requested
¢ Telephone book delivery information

End User Listing Information — may include
e Listed Name
e Listed Address
e Listed Telephone Number(s)
e Yellow Page Heading
e Standard Industrial Classification

Directory Assistance (DA)/411 is a live operator or automated system
which provides the public access to the end user’s listing information
and must be updated in a timely manner.

The Directory Publication is a published local telephone book that
provides the public access to the end user listing. Inclusion of listings
within a telephone book is based upon the directory publication closing
date.

Telephone book delivery information typically includes the end user’s
preference for book delivery, quantity of books and delivery address.
Some providers may default to the end user service address and a
minimal quantity of books to be delivered when information is not
specified on the DL form.

For more information about listing/migration processes, Local Service
Providers should refer to the ‘Directory Assumptions’ within the ATIS-
0405070-00XX practice.

Note: Directory Listings processes, as defined above relative to the
ATIS/OBF Local Service Ordering Guidelines, are not utilized by the
wireless community. For additional information, contact the
specific Wireless Service Provider(s).
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5 INTEREXCHANGE ACCESS CARRIER CUSTOMER ACCOUNT
RECORD EXCHANGE (CARE)

The CARE/Industry Support Interface (ISI) document provides guidelines
to facilitate the exchange of end wuser account information
between carriers relative to the end user’s subscription for long distance
service. The document also provides information related to Local Service
Migrations to ensure retention of the end user’s long distance service
during the Local Service Migrations process.

The CARE Process is an integral part of Local Service Migrations
processes and must be acknowledged. Failure to do so will result in
disruption and/or possible loss of the end user’s long distance service.

Please refer to Section 9 of this document for specific Local Migration

scenarios, process flows and verbiage, which detail the timing of the
recommended CARE activities in support of local migration.

5-1







ATIS-0405300-0002
Issued August 19, 2005

Preferred Transaction Code Status Indicator (TCSI)

PREFERRED
TCSI

Definition

2003
(20XX
accepted)

The end user has selected the Access Carrier (AC)
through contact with the Provider. This would not
include ballot or allocation activities and could be for new
or additional service.

2009
(20XX
accepted)

The end user has changed their Primary Interexchange
Carrier (PIC) on an existing line, and has selected the
Access Carrier (AC) through contact with the Provider.
This would not include ballot or allocation activities.

2033
(20XX
accepted)

This Working Telephone Number (WTN) has been
transferred (ported) between two LSPs. The Access
Carrier (AC) may receive a disconnect transaction from
the previous LSP. Should the Access Carrier (AC) not
receive a disconnect transaction, this should be
considered an install.

2231

End user discontinued service due to transfer (port) to
New Local Service Provider (New LSP). A 20-XX may be
received from the New Local Service Provider (New LSP) if
the Primary Interexchange Carrier (PIC) has not changed.
The Number Portability Indicator (NPI) may be populated
to denote the type of number portability arrangement to
which the service is migrating. For this TCSI, the
contents of the Local Service Provider Identifier (LSP ID)
data element should be the Company Code (CC) of the
LSP to which the service is migrating.

2233

This Working Telephone Number (WTN) has been
transferred (ported) between two LSPs. The Access
Carrier (AC) may receive a confirmation from the New
Local Service Provider (New LSP). Should the Access
Carrier (AC) not receive a confirmation, this should be
considered a final disconnect. For this TCSI, the contents
of the Local Service Provider Identifier (LSP ID) data
element should be the Company Code (CC) of the LSP to
which the service is migrating.

For further information on TCSIs and their usage, please refer to the
ATIS Equal Access Subscription Customer Account Record Exchange

(CARE) ISI

which can be obtained by accessing:

www.atis.org/obf/docs.asp.
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6 EMERGENCY SERVICES (9-1-1/ENHANCED 9-1-1)

"9-1-1" has been designated as the "Universal Emergency Number," for
citizens throughout the United States to request emergency assistance. It
is a nationwide telephone number that is designed to give the public fast
and easy access to a Public Safety Answering Point (PSAP). In areas
serviced by Enhanced 9-1-1 (E9-1-1), 9-1-1 calls are routed to a PSAP
which displays the caller's phone number and location to the call
taker/dispatcher.

The National Emergency Number Association (NENA) is the industry
organization responsible for defining 9-1-1 technical issues and
establishing 9-1-1 data standards. Additional information is available
from: www.nena.org/.

Wireless 9-1-1 is being implemented in three phases. Based on FCC
rules (FCC Report and Order, CC Docket No. 94-102, Revision of
Commission's Rules To Ensure Compatibility With Enhanced 911
Emergency Systems), carriers must, at a minimum, provide Wireless
Phase 0. This simply means, that when 9-1-1 is dialed from a wireless
phone, a call taker at a PSAP answers.

Wireless E9-1-1 Phase I is the first step in providing better emergency
response service to wireless 9-1-1 callers and is required to be
implemented within 6 months of being requested by a PSAP. When Phase
I has been implemented, wireless 9-1-1 calls are routed to the
appropriate PSAP, as determined by the cell site/sector initially receiving
the call. The call is delivered within the existing 9-1-1 network. The
network delivers the wireless telephone number along with the location
of the cell site and the sector processing the call to the PSAP. This
information may allow PSAP employees to direct a search for a caller to
the cell sector coverage area and/or work with the wireless company to
identify the wireless subscriber.

Wireless E9-1-1 Phase II implementation requires wireless 9-1-1 calls to
deliver, at minimum, the originating wireless telephone number plus an
estimate of the handset's location expressed in latitude and longitude.
Specific deployment schedules and accuracy requirements differ for
network-based and handset-based solutions (Global Positioning System
(GPS) chip in the handset). In Phase II, 9-1-1 calls may be routed via
either the cell site/sector initially receiving the call or the
latitude /longitude of the caller.
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In all wireless 9-1-1 phases, wireless 9-1-1 calls are transmitted to the
appropriate PSAP, whether the call was placed by an active or inactive
wireless phone. For inactive wireless phones, the 9-1-1 process is
provider specific.

Specific FCC requirements, including service provider deadlines and
solution category details, can be found at www.fcc.gov/911/.

The following practices are observed for number porting in areas served
by E9-1-1:

Wireline to wireline porting: The losing Switch Provider is
responsible for unlocking the E9-1-1 record in the local/regional 9-
1-1 database at the time of the local service migration. The new
Switch Provider is responsible for updating the E9-1-1 end user
information and locking the database for security purposes.

Wireline to wireless porting: The losing Switch Provider is
responsible for deleting the E9-1-1 record in the local/regional 9-1-
1 database at the time of the local service migration. There is no
action required by the new wireless service provider. The 9-1-1
records are dynamically updated and delivered to the PSAP as a
result of Phases I and II defined above.

Wireless to wireline porting: The new Switch Provider is
responsible for submitting the E9-1-1 end user information and
locking the database for security purposes. There is no action
required by the wireless service provider.
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7 NUMBER PORTABILITY

The Local Number Portability (LNP) process allows an end user the ability
to change network Switch Providers while maintaining the same phone
number without reduction of quality, reliability, or convenience.

e Wireline Local Number Portability (LNP) — must be within the same
geographic rate center

e Wireless Local Number Portability (LNP) — may not be rate center
dependent

The Number Portability Administration Center (NPAC) and the Service
Management System (SMS) were developed to support the
implementation and management of Local Number Portability (LNP). The
North American Portability Management LLC oversees NPAC
administration for the US telecommunications industry as recommended
by the North American Numbering Council (NANC) and as directed by the
FCC. More information may be obtained from the following website:
WWwWw.npac.com.
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8 PRE-ORDER END USER INFORMATION EXCHANGE
8.1 Customer Service Information

The Exchange of CSR/CSI and/or the end user network configuration
information is recommended for a New Local Service Provider (New LSP)
to have sufficient information to migrate local exchange service in a
seamless and timely manner. The procedure must meet a company’s
need for information while protecting Customer Proprietary Network
Information (CPNI) of the end user. This process must include the end
user’s authorization for the exchange of their records.

A company may request another company’s end user CSR/CSI when:

e Negotiating with an end user
e End user is migrating to another company

At the time of the request, the New Local Service Provider (New LSP)
must indicate to the Old Local Service Provider (Old LSP) that it has one
of the following verifiable forms of end user authorization on file (as
determined applicable by state or federal law):

e Letter of agency/authorization from the end user to review their

account

e Third party verification of the end user’s consent to review their
account

e Recording verifying the consent from the end user to review their
account

e Oral authorization given by the end user which clearly gives the
end user’s consent to review their account

Based on current FCC rulings, the Old Local Service Provider (Old LSP)
can not require a copy of the end wuser’s authorization from the
requesting LSP prior to releasing the requested CSR/CSI. The
Telecommunications Act of 1996 prohibits the Old Local Service Provider
(Old LSP) from approaching an end user to retain or keep that end user
solely as a result of a request for CSR/CSI.

Requests for CSR/CSI may include, but are not limited to:

e End user’s telephone number(s)
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Indication that end user authorization to review the CSR/CSI has
been obtained

Requesting New LSP name

CSR/CSI response method

New LSP contact name and telephone number

Date and time the request was sent

Request for Exchange Company Circuit(s) (ECCKT) with associated
telephone number(s)

Request for listing information

The New LSP may transmit the CSR/CSI request via facsimile, electronic
mail, electronic data interchange, or any other means negotiated between
the two carriers. All carriers must, at a minimum, allow transmission of
CSR/CSI request and information by facsimile.

Responses to a CSR/CSI request must be in an easy to read format and
include at a minimum:

A. Account level information

Billing telephone number

Complete service name and address (including floor, suite, unit
etc.)

Complete billing name and address (where required by State
regulatory guidelines)

Directory listing information (including address, listing type,
etc.) when requested

. Line level information

Working telephone number(s)

Current inter and/or intra LATA toll preferred interexchange
carrier(s) (including freeze status)

Local service freeze status, if applicable

All vertical features (e.g., custom calling, hunting, etc.)
Options (e.g., Lifeline, 900 blocking, toll blocking, remote call
forwarding, off-premises extensions, etc.)

Service configuration information (e.g., Resale, UNE-P, UNE-L)
All additional services on the end user’s line(s) (e.g., line
splitting, internet service, etc.)

ECCKT(s) with associated telephone number(s), when available
and eligible for reuse
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Wireless carriers do not currently offer CSR/CSI access to trading
partners.

8.2 Transition Information

TI is the technical data, which identifies how the current LSP is providing
service to their end user. This data includes, but is not limited to:

e LP’s Circuit ID(s) for leased loop(s) which are no longer required by the
current LSP, thus eligible for reuse by the New LSP. The circuit ID
format is determined by the LP’s local practice and provided in the
ECCKT field.

This circuit ID(s) information may be required on the local service
request when ordering a specific product from a provider (e.g., loop

reuse).

For the purpose of process efficiency, this document includes TI as a
component of CSR/CSI.
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9 LOCAL SERVICE MIGRATION SCENARIOS

Wireline voice service migrations scenario descriptions are categorized as
Bundled or Unbundled serving arrangements. Wireless scenarios are
categorized as Wireless, Resale or Type 1 serving arrangements.
Scenarios can be referenced in this document utilizing the scenario
number listed in the tables below:

Table key:
Initial State — service configuration prior to local service migration
End State — service configuration following local service migration
Scenario Number — reference number
LNP - applicability of Local Number Portability

Wireline Bundled to Bundled Scenarios

Service Configuration Scenario
Initial State End State Number | LNP
Resale Resale (same NSP) 1 No
Resale UNE-P (same NSP) 1 No
UNE-P Resale (same NSP) 1 No
UNE-P UNE-P (same NSP) 1 No
Wireline Bundled to Unbundled Scenarios
Service Configuration Scenario
Initial State End State Number | LNP
UNE-P UNE-L - loop reuse 2-A Yes
Resale UNE-L - loop reuse 2-A Yes
UNE-P Full Facilities-Based 2-B Yes
Resale Full Facilities-Based 2-B Yes
Wireline Unbundled to Bundled Scenarios
Service Configuration
Initial State End State Scenario Number | LNP
Full Facilities-Based Resale 3-A (Option A or B) | Yes
Full Facilities-Based UNE-P 3-A (Option A or B) | Yes
UNE-L Resale - loop reuse 3-B (Option A or B) | Yes
UNE-L UNE-P - loop reuse 3-B (Option A or B) | Yes

Note: The choice of Option A or B is at the discretion of the Network
Service Provider (NSP).
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Local Service Migration Scenarios (continued)

Wireline Unbundled to Unbundled Scenarios

Service Configuration Scenario
Initial State End State Number LNP
UNE-L UNE-L - loop reuse 4-A Yes
UNE-L UNE-L - new Loop 4-B Yes
UNE-L Full Facilities-Based 4-C Yes
Full Facilities-Based Full Facilities-Based 4-D Yes
Full Facilities-Based UNE-L 4-E Yes
Wireless Scenarios
Service Configuration Scenario
Initial State End State Number LNP
Wireline UNE-P Wireless 5-A Yes
Wireline Resale Wireless 5-A Yes
Wireline Full Facilities- | Wireless 5-B Yes
Based
Wireline UNE-L Wireless 5-C Yes
Wireless Wireline Full Facilities-Based 5-D Yes
Wireless Wireline UNE-L 5-E Yes
Wireless Wireline Resale 5-F Yes
Wireless Wireline UNE-P 5-F Yes

Note: Scenario SF is currently being developed and not included in the

document at this time.

Data Scenarios

Service Configuration Scenario
Initial State End State Number | LNP
DSL DSL 6-A Yes
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Assumptions associated with all Scenarios:

e The following process flows have been developed to capture the
minimal functional requirements for migration of a customer and
identify the responsible parties. However, the sequence of functions
may vary based on provider practices.

e The New LSP is responsible for negotiating services and features with
the end user.

e Prior to requesting CSR/CSI, the New LSP must have obtained end
user authorization in compliance with all Federal and State
requirements.

e Prior to issuing a request to migrate local service, the New LSP must
have attained end user authorization in compliance with all Federal
and State requirements.

e End user retains Telephone Number
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PROCESS FLOW LEGEND

GREEN = New LSP (New Local Service Provider)

PINK = Old LSP (Old Local Service Provider)

YELLOW = New NSP (New Network Service Provider)

BLACK = Old NSP (Old Network Service Provider)

OLIVE GREEN = NSP (Old & New Network Service Provider)

PURPLE = LP (Loop Provider)

ORANGE = DSP (Directory Service Provider)

RED = NPAC (Number Portability Administration Center)

DARK BLUE = Old IXC (Old Interexchange Carrier)

LIGHT BLUE = New IXC (New Interexchange Carrier)

0O N8 BOOOMS@QDONF S

LIGHT GREEN = New DP (New Data Provider)

BURGUNDY = Old DP (Old Data Provider)

Note: Shading in the process flows indicates joint responsibility.
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9.1 Wireline Bundled to Bundled Scenarios

9.1.1 Wireline Resale/UNE-P to Wireline Resale/UNE-P with Loop
Reuse & Retain TN(s) (Scenario 1)

Migrations of this type include:

Resale to Resale
e Resale to UNE-P
e UNE-P to Resale
e UNE-P to UNE-P

Note: Local Number Portability (LNP) process is not applicable in
these types of migrations because the Telephone Number(s)

(TN) already resides in the Network Service Provider (NSP)
switch.

Scenario Description:

e This migration involves the reuse of the loop and retains the
end user TN.

e The New Local Service Provider (New LSP) and the Old Local
Service Provider (Old LSP) provide service to the end user by
leasing bundled services from the same NSP.

e The Directory Service Provider (DSP) remains unchanged
throughout the migration.

Carrier Designations:
e The New LSP:

o Has the incoming relationship with the end user
e The Old LSP:

o Has the outgoing relationship with the end user

e The NSP:

o Provides both switch and loop
o Is the DSP

o Remains constant throughout the migration
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Wireline Resale/UNE-P to Wireline Resale/UNE-P with Loop Reuse &
Retain TN(s) (Scenario 1) (continued)

New LSP New LSP submits CSR/CSI request to
interfaces Old LSP or alternately to the NSP ?J:Iulr‘ss gg;}tcegrﬁstZst:
with = == = = = = P! where offered based on local business local busi .
end user practices oca usme;s practices
1 2
New LSP submits LSR
NSP L |
to Old NSP to migrate > Rzes:(iis:ca
_account, transition > (Confirmation)
listing(s), reuse loop(s) to New LSP
& retain TN(s) 5
4
NSP migrates service NSP sends Provider
to Ngew LSP on NSP sends Completion Notification
—p» Notice(s) to New LSP ——» (Line Loss Notification) ——
Due Date
7 to Old LSP
6
8
DSP Old LSP Terminates
I assigns listing to end user billing I
New LSP 12
9
= Old LSP sends
5|2 LsP change CARE CARE trabsactiontd
uf S S— transaction ——— P - -—
=1 t0 Old IXC received from Old LSP
HE * "o 13 H
8 ole
ju (]
=|>
=10
o+
52
New LSP sends CARE New IXC processes o
transaction to CARE transaction(s)
) . — X -—
designated IXC received from New LSP
11 14
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Wireline Resale/UNE-P to Wireline Resale/UNE-P with Loop Reuse &
Retain TN(s) (Scenario 1) (continued)

Process
Step Owner Description
1 New Local Service Interfaces with the End User

Provider (New LSP)

2

New Local Service
Provider (New LSP)

Requests Customer Service Records
(CSR)/Customer Service Information
(CSI) from the Old LSP as identified in
the Pre-Order section of this document,
which is currently the OBF documented
process.

Alternately: submits CSR/CSI request
to the NSP where offered based on local
business practices. In some cases the
NSP may provide the available
information. However, this information
may not convey the total picture of the
end user’s configuration.

This request includes an indication of a
need for Directory Listing(s) Information
with associated TN(s). Submission
method will be dependent upon
individual provider requirements.

0Old Local Service
Provider (Old LSP)

Note: Old LSP or
alternately NSP
returns CSR/CSI
based on local
business practices

Sends Customer Service Records
(CSR)/Customer Service Information
(CSI) response as identified in the Pre-
Order section of this document.

This response may include Directory
Listing(s) Information with associated
TN(s) when requested and available.
Return method will be dependent upon
individual provider requirements.

New Local Service
Provider (New LSP)

Submits Local Service Request (LSR) to
NSP to migrate account, transition
listing(s), reuse loop(s) & retain TN(s)
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Wireline Resale/UNE-P to Wireline Resale/UNE-P with Loop Reuse &
Retain TN(s) (Scenario 1) (continued)

Process
Step Owner Description
5 Network Service Upon receipt of a valid Local Service
Provider (NSP) Request (LSR), sends Local Response
(Confirmation) to New LSP
6 Network Service Migrates service to New LSP on Due
Provider (NSP) Date (DD)
7 Network Service Sends Provisioning Completion Notice
Provider (NSP) and Billing Completion Notice (if
applicable) to New LSP
8 Network Service Sends Provider Notification (Line Loss
Provider (NSP) Notification) to Old LSP
9 Directory Service Assigns listing to New LSP
Provider (DSP)
10 Old Local Service Sends CARE transaction to Old
Provider (Old LSP) Interexchange  Carrier (Old IXC)
advising of change of Local Service
Provider (See Section 5 — TCSI 2233)
11 New Local Service Sends CARE transaction to New
Provider (New LSP) Interexchange Carrier (IXC) (See Section
5— TCSI 2033 /20XX)
12 Old Local Service Terminates end user billing
Provider (Old LSP)
13 Old Interexchange Processes Old LSP CARE transaction(s)
Carrier (Old IXC) advising of change of Local Service
Provider (See Section 5—- TCSI 2233)
14 New Interexchange Processes New LSP CARE transaction(s)

Carrier (New IXC)

(See Section 5— TCSI 2033/20XX)
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Wireline Resale/UNE-P to Wireline Resale/UNE-P with Loop Reuse &
Retain TN(s) (Scenario 1) (continued)

Responsibilities by Carrier

New Local Service Provider (New LSP)

o

o

o

o

Interfaces with and obtains authority from end user
Acquires current CSR/CSI

Submits LSR to NSP requesting service migration
Submits CARE transaction to New IXC

Old Local Service Provider (Old LSP)

o

o

o

Responds to CSR/CSI request
Submits CARE LSP Change transaction to Old IXC

Terminates end user billing

Network Service Provider (NSP)/Directory Service Provider (DSP)

o

o

o

Responds to CSR/CSI request

Sends Local Response (Confirmation) to the New Local Service
Provider (New LSP)

Migrates service

Sends provisioning completion notice to New Local Service Provider
(New LSP)

Sends billing completion notice (if applicable)

Sends Provider Notification (Line Loss Notification) to Old Local
Service Provider (Old LSP)

As DSP, assigns listing to New LSP

New Interexchange Carrier (New IXC)

(e}

Processes New LSP CARE transaction

Old Interexchange Carrier (Old IXC)

o

Processes Old LSP CARE transaction
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9.2 Wireline Bundled to Unbundled Scenarios

9.2.1 Wireline Resale/UNE-P to Wireline UNE-L with Loop Reuse &
LNP (Scenario 2A)

Migrations of this type include:

e UNE-P to UNE-L
e Resale to UNE-L

Scenario Description:

e This migration involves reusing the existing Loop while
retaining the end user’s telephone number.

e The New Local Service Provider (New LSP) serves the end user
via its own switch (becoming New Switch Provider) and an
unbundled Loop from the Loop Provider (LP).

e The Old Local Service Provider (Old LSP) serves the end user via
bundled services leased from a Network Service Provider (NSP).

e Loop Reuse requires coordination between the Old Network
Service Provider (Old NSP) and the New Local Service Provider
(New LSP); to move loop from old collocation location to new
collocation location.

e The DSP remains unchanged throughout the migration.
Carriers Designations:

e The New Local Service Provider (New LSP):
o Has the incoming relationship with the end user
o Is the New Switch Provider

e The Old Local Service Provider (Old LSP):
o Has the outgoing relationship with the end user

e The Old Network Service Provider (Old NSP):

o Is the Loop Provider (LP), which remains constant
throughout the migration

o Is the Directory Service Provider (DSP), which remains
constant throughout the migration
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Wireline Resale/UNE-P to Wireline UNE-L with Loop Reuse & LNP

(Scenario 2A) (continued)

New LSP

New LSP submits CSR/
CSl request to Old LSP or

Old LSP or alternately Old

interfaces NSP returns CSR/CSI
. alternately to the Old NSP h
v(;nth = = P> " here offered based on | ™| P2sed onr:ZEiaclel;usmess
end user local business practices p 3

1

2

9-11

New LSP submits LSR to Old NSP/New LP sends
Old NSP/New LP to Local
reuse loop(s) and port 1 Response (Confirmation)
TN(s) to New LSP
4 5
1|
Y
New LSP submits LSR to R DSP sendstTocaI .
DSP > esponse (Confirmation)
6 to New LSP
7
|
New LSP creates
subscription
version in NPAC
» 8
0ld NSP/New 0ld NSP/New Old NSP sends
New LSP builds LP transfers LP sends Notificati
N ; otification
- translations loop(s) to New . Cor’r_1p|et|on Lol (Line Loss
s2 (required) & builds LSP on Due Notice(s) to Notification) to
o8 L
£S 10-digit trigger(s) Date New LSP old LSP
38 (recommended) in 12 13 14
58 switch prior to
© Due Date I
9 v
New LSP activates
old NSP Nﬁlvc'iga‘ﬁ?ﬂﬁt@ii‘k”y | number port(s) in
Old NSP activates concurs with 15 "] NPAC on Due Date
10-digit trigger N subscription 16
prior to due date version |
10 (optional) *
NPAC broadcasts ported New LSP deactivates
Old NSP removes information to all 10-digit trigger(s)
translations & deactivates appropriate database (recommended)
10-digit trigger(s) -t providers » on Due Date
no earlier than Due Date 17 (Conditional -
19 Dependent on 9)
18
Old NSP unlocks E911 New LSP migrates
records & locks E911
2 no earlier than Due Date records
g 'E 20 24 Old LSP terminates
g § OId NP deletes CNAM/Line] New LSP updates end us;;bﬂlmg -
8 information .database g CNAM/Line
] records no earlier than Due g = information
Date 4 S 3 database records Old IXC processes
21 £ & 25 CARE transaction(s)
o ’ received from Old LSP <—l
0ld LSP sends LSP change 28 £ o
[—»eCARE transaction to Old IXC New LSP sends g £
22 CARE transaction 3 2
to £l
designated IXC New IXC processes v
DSP assigns listing(s) to New LSP % —| CARE transaction(s) <J
~—a.! and sends Completion Notification P received from New LSP
(Directory) 29
23







ATIS-0405300-0002
Issued August 19, 2005

Wireline Resale/UNE-P to Wireline UNE-L with Loop Reuse & LNP
(Scenario 2A) (continued)

Process
Step Owner Description
1 New Local Service Interfaces with end user

Provider (New LSP)

2

New Local Service
Provider (New LSP)

Requests Customer Service Records
(CSR)/Customer Service Information
(CSI) from the Old LSP as identified in
the Pre-Order section of this document,
which is currently the OBF documented
process

Alternately: submits CSR/CSI request
to the NSP where offered based on local
business practices. In some cases the
NSP may provide the available
information. However, this information
may not convey the total picture of the
end user’s configuration.

This request includes an indication of a
need for Directory Listing(s) Information
with associated TN(s). Submission
method will be dependent upon
individual provider requirements.

Old Local Service
Provider (Old LSP)

Note: Old LSP or
alternately NSP
returns CSR/CSI
based on local
business practices

Sends Customer Service Records
(CSR)/Customer Service Information
(CSI) response as identified in the Pre-
Order section of this document.

This response may include Directory
Listing(s) Information with associated
TN(s) when requested and available.
Return method will be dependent upon
individual provider requirements.

New Local Service
Provider (New LSP)

Submits Local Service Request (LSR) to
Old NSP/New LP to reuse loop(s), port
TN(s) & transition listing(s)
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Wireline Resale/UNE-P to Wireline UNE-L with Loop Reuse & LNP
(Scenario 2A) (continued)

Process
Step Owner Description
5 Old Network Service | Upon receipt of a valid Local Service

Provider (Old NSP)/
New Loop Provider
(New LP)

Request (LSR), sends Local Response
(Confirmation) to New LSP

6 New Local Service Submits Local Service Request (LSR) to
Provider (New LSP) DSP
7 Directory Service Upon receipt of a valid Local Service
Provider (DSP) Request (LSR), sends Local Response
(Confirmation) to New LSP
8 New Local Service Creates subscription version in NPAC
Provider (New LSP) prior to Due Date (DD) to allow
sufficient time for NPAC timer
expiration intervals as reflected in
NANC Inter-Service Provider Flows
Alternately: Old NSP creates the
subscription version(s) upon receipt and
processing of New LSP’s LSR. In this
alternate scenario, the New LSP must
concur with the subscription version(s)
created or the migration will not be able
to be completed
9 New Local Service Builds translations (Required) and
Provider (New LSP) builds 10-digit trigger(s)
(Recommended) in switch prior to Due
Date (DD)
10 Old Network Service | Activates 10-digit trigger(s) prior to Due
Provider (Old NSP) Date (DD)
11 Old Network Service | Optional: Concurs with the subscription
Provider (Old NSP) version in NPAC as reflected in NANC
Inter-Service Provider Flows
12 Old Network Service | Transfers loop(s) to New LSP on Due

Provider (Old NSP)/
New Loop Provider
(New LP)

Date (DD)
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Wireline Resale/UNE-P to Wireline UNE-L with Loop Reuse & LNP
(Scenario 2A) (continued)

Process
Step Owner Description
13 Old Network Service | Sends Provisioning Completion Notice
Provider (Old NSP) )/ |and Billing Completion Notice (if
New Loop Provider applicable) to New LSP
(New LP)
14 Old Network Service | Sends Provider Notification (Line Loss
Provider (Old NSP) Notification) to Old LSP
15 New Local Service Completes work at switch, collocation
Provider (New LSP) location and end wuser’s premise as
required
16 New Local Service Activates the number port(s) within the
Provider (New LSP) NPAC database on Due Date (DD)
17 Number Portability Sends Broadcast Notification to Local
Administration Service Management Systems (LSMS)
Center (NPAC) databases that migration has taken
place
18 New Local Service Deactivates 10-digit trigger(s)
Provider (New LSP) (Recommended) when provided, on Due
Date (DD) following completion of
port(s). Conditional, dependent on Step
9.
19 Old Network Service | Removes translations and deactivates
Provider (Old NSP) 10-digit trigger(s) no earlier than Due
Date (DD)
20 Old Network Service | Unlocks the E9-1-1 database records
Provider (Old NSP) no earlier than Due Date (DD)
21 Old Network Service | Deletes the CNAM/Line information
Provider (Old NSP) database records no earlier than Due
Date (DD)
22 Old Local Service Sends CARE transaction to Old
Provider (Old LSP) Interexchange  Carrier (Old IXC)
advising of change of Local Service
Provider (See Section 5—- TCSI 2233)
23 Directory Service Removes old Directory Listing(s),

Provider (DSP)

establishes new Directory Listing(s) and
sends Directory Completion notice to
New LSP
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Wireline Resale/UNE-P to Wireline UNE-L with Loop Reuse & LNP
(Scenario 2A) (continued)

Process
Step Owner Description
24 New Local Service Migrates and locks E9-1-1 database
Provider (New LSP) record
25 New Local Service Updates CNAM/Line information
Provider (New LSP) database records
26 New Local Service Sends CARE transaction to New
Provider (New LSP) Interexchange Carrier (IXC) (See Section
5— TCSI 2033 /20XX)
27 Old Local Service Terminates end user billing
Provider (Old LSP)
28 Old Interexchange Processes Old LSP CARE transaction(s)
Carrier (Old IXC) advising of change of Local Service
Provider (See Section 5— TCSI 2233)
29 New Interexchange Processes New LSP CARE transaction(s)

Carrier (New IXC)

(See Section 5— TCSI 2033/20XX)
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Wireline Resale/UNE-P to Wireline UNE-L with Loop Reuse & LNP
(Scenario 2A) (continued)

Responsibilities by Carrier
e New Local Service Provider (New LSP)
o Interfaces with and obtains authority from end user
o Acquires current CSR/CSI

o Submits LSR to Loop Provider (LP)/Old Network Service
Provider (NSP) requesting reuse Loop(s) and port telephone
number(s) and transitions listings

o Submits LSR to DSP
o Creates subscription version in NPAC

o Builds translations (Required) and builds 10-digit triggers(s)
(Recommended)

o Completes any necessary field work
o Activates number port(s) in NPAC
o Deactivates 10-digit trigger(s) if used
o Migrates and locks E9-1-1 records
o Updates CNAM/Line information database records
o Submits CARE transaction to New IXC
e 0Old Local Service Provider (Old LSP)
o Responds to CSR/CSI request
o Submits CARE LSP Change transaction to Old IXC
o Terminates end user billing

e Old Network Service Provider (Old NSP)/ New Loop Provider (LP)/
Directory Service Provider (DSP)

o Responds to CSR/CSI request

o Sends Local Response (Confirmation) to the New Local
Service Provider (New LSP)

o As DSP, sends Local Response (Confirmation) to the New
Local Service Provider (New LSP)

o Activates 10-digit trigger

o Concurs with subscription version (Optional)
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Wireline Resale/UNE-P to Wireline UNE-L with Loop Reuse & LNP
(Scenario 2A) (continued)

(e}

o

o

o

Transfers loop(s) to New LSP

Sends provisioning completion notice to New Local Service
Provider (New LSP)

Sends billing completion notice (if applicable)

Sends Provider Notification (Line Loss Notification) to Old
Local Service Provider (Old LSP)

Removes translations and deactivates 10-digit triggers
Unlocks E9-1-1 records

Deletes CNAM/Line information database records

As DSP, removes old Directory Listing(s)

As DSP, establishes new Directory Listing(s)

As DSP, sends Directory Completion notice to New LSP

e New Interexchange Carrier (New IXC)

o

Processes New LSP CARE transaction

¢ Old Interexchange Carrier (Old IXC)

o

Processes Old LSP CARE transaction
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9.2.2 Wireline Resale/UNE-P to Wireline Full Facilities-Based with
LNP (Scenario 2B)

Migrations of this type include:

e UNE-P to Full Facilities-Based Service
e Resale to Full Facilities-Based Service

Scenario Description:

e This migration involves disconnecting the existing loop while
retaining the end user’s telephone number.

e The New Local Service Provider (New LSP) serves the end user
via its own Switch and Loop (New NSP).

e The Old Local Service Provider (Old LSP) serves the end user via
bundled services leased from a Network Service Provider (NSP).

e The DSP remains unchanged throughout the migration.
Carriers Designations:

e The New Local Service Provider (New LSP):
o Has the incoming relationship with the end user
o Is the New Network Service Provider (New NSP)

e The Old Local Service Provider (Old LSP):
o Has the outgoing relationship with the end user

e The Old Network Service Provider (Old NSP):

o Is the Directory Service Provider (DSP), which remains
constant throughout the migration
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Wireline Resale/UNE-P to Wireline Full Facilities-Based with LNP
(Scenario 2B) (continued)

Concurrent

New LSP
interfaces
with
end user
1

——————p

New LSP submits CSR/CSI
request to Old LSP or
alternately to the NSP where
offered based on local
business practices
2

Old LSP or alternately NSP
returns CSR/CSI based on
local business practices
3

y

New LSP establishes

New LSP submits LSR to

Response
new unbundled loop Old NSP to port TN(s) on ) ;
to end user > Due Date —»1 (Confirmation) to New
LSP
4 5 6

Old NSP provides Local

v

DSP provides Local

New LSP submits Response
LSR to DSP ——» (Confirmation) to New
7 LSP
8

(Directory)
22

».] New LSP creates
subscription
version in NPAC —| New LSP activates NPAC broadcasts
9 p| Number port(s) in »| ported information to
A NPAC on Due Date all appropriate
£l New LSP builds 13 database providers
o= translations 14
512 (required) & builds
ol# 10-digit trigger
S (rgcotr’nrgenddedt) [ NEW LSP deactivates
prior °] o”e ate 10-digit trigger(s)
(recommended) on Due
Date
Old NSP s
activates 10- Old NSP concurs ((iioenifg::tl )
digit trigger with subscription pt 10)
prior to due "1 version (optional) on Slef
- date 12
- v
Old NSP removes translations & Old NSP sends
deactivates 10-digit trigger(s) Provider Notification ComOIIZt:\éipsziggis) to
no earlier than Due Date -t (Line Loss Notification) j P New LSP
18 to Old LSP 16
17
Old NSP unlocks E911 records l
no earlier than Due Date ¢
19 New LSP migrates & locks Old LSP terminates
2 - E911 records end user billing
2 , 23 26
[¥] Old NSP deletes CNAM/Line
< information database records
no earlier than Due Date New LSP updates CNAM/ Old IXC processes
L o] 20 P Line information database CARE transaction(s)
el records received from Old LSP
5| 24 27
>
Old LSP sends LSP Change CARE § "
> transaction to Old IXC —84]
21 New LSP sends CARE New IXC processes
L transaction to ; CARE transaction(s)
designated IXC received from New LSP
DSP assigns listing(s) to New LSP 25 28
L and sends Completion Notification
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Wireline Resale/UNE-P to Wireline Full Facilities-Based with LNP
(Scenario 2B) (continued)

Process
Step Owner Description
1 New Local Service Interfaces with the End User
Provider (New LSP)
2 New Local Service Requests Customer Service Records
Provider (New LSP) (CSR)/Customer Service Information
(CSI) from the Old LSP as identified in
the Pre-Order section of this document,
which is currently the OBF documented
process.
Alternately: submits CSR/CSI request
to the NSP where offered based on local
business practices. In some cases the
NSP may provide the available
information. However, this information
may not convey the total picture of the
end user’s configuration.
This request includes an indication of a
need for Directory Listing(s) Information
with associated TN(s). Submission
method will be dependent upon
individual provider requirements.
3 Old Local Service Sends Customer Service Records
Provider (Old LSP) (CSR)/Customer Service Information
(CSI) response as identified in the Pre-
Note: Old LSP or Order section of this document.
alternately Old NSP
returns CSR/CSI This response may include Directory
based on local Listing(s) Information with associated
business practices TN(s) when requested and available.
Return method will be dependent upon
individual provider requirements.
4 New Local Service Establishes new full facilities-based
Provider (New LSP) loop(s) to end user
5 New Local Service Submits Local Service Request (LSR) to

Provider (New LSP)

Old NSP to port TN(s)
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Wireline Resale/UNE-P to Wireline Full Facilities-Based with LNP
(Scenario 2B) (continued)

Process
Step Owner Description
6 Old Network Service | Upon receipt of a valid Local Service

Provider (Old NSP)

Request (LSR), sends Local Response
(Confirmation) to New LSP

7 New Local Service Submits Local Service Request (LSR) to
Provider (New LSP) DSP
8 Directory Service Upon receipt of a valid Local Service
Provider (DSP) Request (LSR), sends Local Response
(Confirmation) to New LSP
9 New Local Service Creates subscription version in NPAC
Provider (New LSP) prior to Due Date (DD) to allow
sufficient time for NPAC timer
expiration intervals as reflected in
NANC Inter-Service Provider Flows
Alternately: Old NSP creates the
subscription version(s) upon receipt and
processing of New LSP’s LSR. In this
alternate scenario, the New LSP must
concur with the subscription version(s)
created or the migration will not be able
to be completed.
10 New Local Service Builds translations (Required) and
Provider (New LSP) builds 10-digit trigger(s)
(Recommended) in switch prior to Due
Date (DD)
11 Old Network Service | Activates 10-digit trigger(s) prior to Due
Provider (Old NSP) Date (DD)
12 Old Network Service | Optional: Concurs with the subscription
Provider (Old NSP) version in NPAC as reflected in NANC
Inter-Service Provider Flows
13 New Local Service Activates the number port(s) within the
Provider (New LSP) NPAC database on Due Date (DD)
14 Number Portability Sends Broadcast Notification to Local

Administration
Center (NPAC)

Service Management Systems (LSMS)
databases that migration has taken
place
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Wireline Resale/UNE-P to Wireline Full Facilities-Based with LNP
(Scenario 2B) (continued)

Process
Step Owner Description
15 New Local Service Deactivates 10-digit trigger(s)
Provider (New LSP) (Recommended) when provided, on Due
Date (DD) following completion of
port(s). Conditional, dependent on Step
10.
16 Old Network Service | Sends Provisioning Completion Notice
Provider (Old NSP) and Billing Completion Notice (if
applicable) to New LSP
17 Old Network Service | Sends Provider Notification (Line Loss
Provider (Old NSP) Notification) to Old LSP
18 Old Network Service | Removes translations and deactivates
Provider (Old NSP) 10-digit trigger(s) no earlier than Due
Date (DD)
19 Old Network Service | Unlocks the E9-1-1 database records
Provider (Old NSP) no earlier than Due Date (DD)
20 Old Network Service | Deletes the CNAM/Line information
Provider (Old NSP) database records no earlier than Due
Date (DD)
21 Old Local Service Sends CARE transaction to Old
Provider (Old LSP) Interexchange  Carrier (Old IXC)
advising of change of Local Service
Provider (See Section 5—- TCSI 2231)
22 Directory Service Removes old Directory Listing(s),
Provider (DSP) establishes new Directory Listing(s) and
sends Directory Completion notice to
New LSP
23 New Local Service Migrates and locks E9-1-1 database
Provider (New LSP) record
24 New Local Service Updates CNAM/Line information
Provider (New LSP) database records
25 New Local Service Sends CARE transaction to New
Provider (New LSP) Interexchange Carrier (IXC) (See Section
5— TCSI 2033 /20XX)
26 Old Local Service Terminates end user billing

Provider (Old LSP)
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Wireline Resale/UNE-P to Wireline Full Facilities-Based with LNP
(Scenario 2B) (continued)

Process
Step Owner Description
27 Old Interexchange Processes Old LSP CARE transaction(s)
Carrier (Old IXC) advising of change of Local Service
Provider (See  Section 5- TCSI
2033/20XX)
28 New Interexchange

Carrier (New IXC)

Processes New LSP CARE transaction(s)
(See Section 5— TCSI 2033/20XX)
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Wireline Resale/UNE-P to Wireline Full Facilities-Based with LNP
(Scenario 2B) (continued)
Responsibilities by Carrier

e New Local Service Provider (New LSP)/New Network Service
Provider (New NSP)

o Interfaces with and obtains authority from end user
o Acquires current CSR/CSI
o Establishes new Local Loop to end user

o Submits LSR to Old NSP requesting to port telephone
number(s)

o Submits LSR to DSP
o Creates subscription version in NPAC

o Builds translations (Required) and builds 10-digit triggers(s)
(Recommended)

o Activates number port(s) in NPAC
o Deactivates 10-digit trigger(s) if used
o Migrates and locks E9-1-1 records
o Updates CNAM/Line information database records
o Submits CARE transaction to New IXC
e Old Local Service Provider (Old LSP)
o Responds to CSR/CSI request
o Submits CARE LSP Change transaction to Old IXC
o Terminates end user billing

e Old Network Service Provider (Old NSP)/Directory Service Provider
(DSP)

o Responds to CSR/CSI request

o Sends Local Response (Confirmation) to the New Local
Service Provider (New LSP)

o As DSP, sends Local Response (Confirmation) to the New
Local Service Provider (New LSP)

o Activates 10-digit trigger

o Concurs with subscription version (Optional)
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Wireline Resale/UNE-P to Wireline Full Facilities-Based with LNP
(Scenario 2B) (continued)

o

o

Sends provisioning completion notice to New Local Service
Provider (New LSP)

Sends billing completion notice (if applicable)

Sends Provider Notification (Line Loss Notification) to Old
Local Service Provider (Old LSP)

Removes translations and deactivates 10-digit triggers
Unlocks E9-1-1 records

Deletes CNAM/Line information database records

As DSP, removes old Directory Listing(s)

As DSP, establish new Directory Listing(s)

As DSP, sends Directory Completion notice to New LSP

e New Interexchange Carrier (New IXC)

o

Processes New LSP CARE transaction

¢ Old Interexchange Carrier (Old IXC)

o

Processes Old LSP CARE transaction
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9.3 Wireline Unbundled to Bundled Scenarios

9.3.1 Wireline Full Facilities-Based to Wireline Resale/UNE-P with

LNP (Scenario 3A Option A)

Migrations of this type include:

Wireline Full Facilities-Based to Wireline Resale

Scenario Description:

This scenario involves migration from a Full Facility Based Local
Service configuration to a Resale Local Service configuration
retaining the end user’s telephone number.

In this scenario, the New Local Service Provider (New LSP) has the
responsibility of issuing the number portability service request to
the Old Network Service Provider (Old NSP).

The New Local Service Provider (New LSP) serves the end user via a
Resold Service provided by an ILEC, New Network Service Provider
(New NSP).

The Old Local Service Provider (Old LSP) serves the end user via its
own switch (Old Switch Provider) and loop (Loop Provider (LP)).

The DSP remains unchanged throughout the migration.

Carrier Designations:

New Local Service Provider (New LSP):
o Has the incoming relationship with the end user
o Has the relationship with the Old Network Service Provider
(Old NSP)
o Has the relationship with the New Network Service Provider
(New NSP)
Old Local Service Provider (Old LSP):
o Has the outgoing relationship with the end user
o Is the Old Network Service Provider (Old NSP)
New Network Service Provider (New NSP):
o Has the relationship with the New Local Service Provider
(New LSP)
o Is the Directory Services Provider (DSP)
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Wireline Full Facilities-Based to Wireline Resale/UNE-P with LNP
(Scenario 3A Option A) (continued)

New LSP . Old LSP
interfaces C,\SIEV/VCLSSlF:'eSULE’:;Lt:O returns CSR/
with - - - - - ] a | CSIto New
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end user 2 LSP
1 3
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Y
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5
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]
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Wireline Full Facilities-Based to Wireline Resale/UNE-P with LNP
(Scenario 3A Option A) (continued)

Process
Step Owner Description
1 New Local Service Interfaces with the End User
Provider (New LSP)
2 New Local Service Requests Customer Service Records
Provider (New LSP) (CSR)/Customer Service Information
(CSI)) from the Old LSP as identified in
the Pre-Order section of this document.
Additionally, this request includes an
indication of a need for Directory
Listing(s)  Information. Submission
method will be dependent upon
individual provider requirements.
3 Old Local Service Sends Customer Service Records
Provider (Old LSP) (CSR)/Customer Service Information

(CSI)) response as identified in the Pre-
Order section of this document.

Additionally, this response includes
Directory Listing(s) Information. Return
method will be dependent upon
individual provider requirements.

New Local Service
Provider (New LSP)

Submits Local Service Request (LSR) to
Old LSP to Port telephone numbers on
Desired Due Date (DDD)

Old Local Service
Provider (Old LSP)

Upon receipt of a valid Local Service
Request (LSR), sends Local Response
(Confirmation) to the New LSP with the
New LSP Purchase Order Number
(PON), confirmed Due Date (DD) and
Old LSP Order Number

New Local Service
Provider (New LSP)

Submits LSR to New Network Service
Provider to:
e Establish New
Account
e Port TN(s)
e Migrate Listing(s)

Resale/UNE-P
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Wireline Full Facilities-Based to Wireline Resale/UNE-P with LNP
(Scenario 3A Option A) (continued)

Process
Step Owner Description
7 New Network Service | Upon receipt of a valid Local Service

Provider (New NSP)

Request (LSR), sends Local Response
(Confirmation) to the New LSP with the
New LSP Purchase Order Number
(PON), confirmed Due Date (DD) and
NSP Order Number

New Network Service
Provider (New NSP)

Establishes new bundled loops to the
end user premise no later that due
Date.

New Network Service
Provider (New NSP)

As a function of their Directory Services
Provider (DSP) responsibilities, migrates
the Directory Services Account to the
New Local Service Provider and
completes Directory Services
requirements which may include;

e Directory Assistance

e Directory Listings

e Publication

e Delivery

10

New Network Service
Provider (New NSP)

Creates subscription version in NPAC
prior to Due Date (DD) to allow
sufficient time for NPAC timer
expiration intervals as reflected in
NANC Inter-Service Provider Flows

Alternately: Old LSP creates the
subscription version(s) upon receipt and
processing of New LSP’s LSR. In this
alternate scenario, the New LSP must
concur with the subscription version(s)
created or the migration will not be able
to be completed.

11

New Network Service
Provider (New NSP)

Builds translations (Required) and
builds 10-digit trigger(s)
(Recommended) in switch prior to Due
Date (DD)
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Wireline Full Facilities-Based to Wireline Resale/UNE-P with LNP
(Scenario 3A Option A) (continued)

Process
Step Owner Description
12 Old Local Service Activates 10-digit trigger(s) prior to Due
Provider (Old LSP) Date (DD)
13 Old Local Service Optional: Concurs with the subscription
Provider (Old LSP) version in NPAC as reflected in NANC
Inter-Service Provider Flows
14 New Network Service | Activates the number port(s) within the
Provider (New NSP) NPAC database on Due Date (DD)
15 Number Portability Sends Broadcast Notification to Local
Administration Service Management Systems (LSMS)
Center (NPAC) databases that migration has taken
place
16 New Network Service | Sends Completions Notice to New Local
Provider (New NSP) Service Provider (New LSP)
17 New Network Service | Deactivates 10-digit trigger(s)
Provider (New NSP) (Recommended) when provided, on Due
Date (DD) following completion of
port(s). Conditional, dependent on Step
11.
18 Old Local Service As a function of their Network Service
Provider (Old LSP) Provider (NSP) responsibilities, removes
translations and deactivates 10-digit
trigger(s) no earlier than Due Date (DD)
19 Old Local Service As a function of their Network Service
Provider (Old LSP) Provider (NSP) responsibilities, unlocks
the E9-1-1 database records no earlier
than Due Date (DD)
20 Old Local Service As a function of their Network Service
Provider (Old LSP) Provider (NSP) responsibilities, deletes
the CNAM/Line information database
records no earlier than Due Date (DD)
21 Old Local Service As a function of their Network Service

Provider (Old LSP)

Provider (NSP) responsibilities, sends
CARE transaction to Old Interexchange
Carrier (Old IXC) advising of change of
Local Service Provider (See Section 5-
TCSI 2231)

9-30








ATIS-0405300-0002
Issued August 19, 2005

Wireline Full Facilities-Based to Wireline Resale/UNE-P with LNP
(Scenario 3A Option A) (continued)

Process
Step Owner Description
22 New Network Service | As a function of their Directory Service
Provider (New NSP) Provider’s responsibilities, sends the
Directory Completions Notification
23 New Network Service | Migrates and locks E9-1-1 database
Provider (New NSP) record
24 New Local Service Updates CNAM/Line information
Provider (New LSP) database records
25 New Local Service Sends CARE transaction to New
Provider (New LSP) or | Interexchange Carrier (IXC) (See Section
alternately New 5- TCSI 2033 /20XX)
Network Service
Provider (New NSP)
26 Old Local Service As a function of their Network Service
Provider (Old LSP) Provider responsibilities, disconnects
Full Facilities-Based Loop(s) no earlier
than Due Date.
27 Old Local Service Terminates end user billing
Provider (Old LSP)
28 Old Interexchange Processes Old LSP CARE transaction(s)
Carrier (Old IXC) advising of change of Local Service
Provider (See Section 5—- TCSI 2231)
29 New Interexchange Processes New LSP or alternately New

Carrier (New IXC)

NSP CARE transaction(s) (See Section
5- TCSI 2033/20XX)
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Wireline Full Facilities-Based to Wireline Resale/UNE-P with LNP
(Scenario 3A Option A) (continued)

Responsibilities by Carrier
e New Local Service Provider (New LSP)

o Interfaces with and obtains authority from end user
o Acquires current CSR/CSI

o Submits LSR to Old Local Service Provider (Old LSP)/Old
Network Service Provider (Old NSP) requesting to port
telephone number(s)

o Submits LSR to New Network Service Provider (New NSP) to
Port TN(s) and migrate listings

o Alternately, submits CARE transaction to New IXC

e 0Old Local Service Provider (Old LSP)/Old Network Service Provider
(Old NSP)

o Responds to New Local Service Provider (New LSP) CSR/CSI
request

o Sends Local Response (Confirmation) to the New Local
Service Provider (New LSP)

o Activates 10-digit trigger

o Concurs with subscription version (Optional)

o Removes translations and deactivates 10-digit triggers
o Unlocks E9-1-1 records

o Deletes CNAM/Line information database records

o Submits CARE LSP Change transaction to Old IXC

o Disconnects local loop

o Terminates end user billing
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Wireline Full Facilities-Based to Wireline Resale/UNE-P with LNP
(Scenario 3A Option A) (continued)

e New Network Service Provider (New NSP)/Directory Services
Provider (DSP)

o

Sends Local Response (Confirmation) to New Local Service
Provider

Creates subscription version in NPAC

Builds translations (Required) and 10-digit triggers(s)
(Recommended)

Completes any necessary field work

Migrates Listings Account

Activates number port(s) in NPAC

Deactivates 10-digit trigger(s) if used

Migrates and locks E9-1-1 records

Updates CNAM/Line information database records
Alternately, submits CARE transaction to New IXC
Sends Provisioning Completion Notice

Sends Directory Completion Notice(s) to New Local Service
Provider (New LSP)

e New Interexchange Carrier (New IXC)

o

Processes New LSP CARE transaction

¢ Old Interexchange Carrier (Old IXC)

o

Processes Old LSP CARE transaction
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9.3.2 Wireline Full Facilities-Based to Wireline Resale/UNE-P
(Scenario 3A Option B)

Migrations of this type include:

e Wireline Full Facilities-Based to Wireline Resale/ UNE-P

Scenario Description:

e This migration involves the retention of the end user’s telephone
number.

e The New Network Service Provider (New NSP) is responsible for
submitting the number port order to the Old Local Service Provider
(Old LSP).

e The Old Local Service Provider (Old LSP) serves the end user via its
own Switch and Loop facilities (Old NSP).

e The New Local Service Provider (New LSP) provides service to the
end user by leasing bundled services from a Network Service
Provider (New NSP).

Carrier Designations:

e New Local Service Provider (New LSP):
o Has the incoming relationship with the end user
o Has the relationship with the New Network Service Provider
(New NSP)
e Old Local Service Provider (Old LSP):
o Has the outgoing relationship with the end user
o Is the Old Switch Provider
o Is the Old Loop Provider
e New Network Service Provider (New NSP)
o Is the New Switch Provider (New SP)
o Is the New Loop Provider (New LP)
o Is the Directory Services Provider (DSP)
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Wireline Full Facilities-Based to Wireline Resale/UNE-P (Scenario 3A
Option B) (continued)

New LSP New LSP submits Old LSP New LSP submits LSR to New
interfaces CSR/CSI request to returns CSR/ NSP to establish new
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Wireline Full Facilities-Based to Wireline Resale/UNE-P (Scenario 3A
Option B) (continued)

Process
Step Owner Description
1 New Local Service Interfaces with the End User

Provider (New LSP)

2

New Local Service
Provider (New LSP)

Requests Customer Service Records
(CSR)/Customer Service Information
(CSI)) from the Old LSP as identified in
the Pre-Order section of this document.

Additionally, this request includes an
indication of a need for Directory
Listing(s) Information and associated
TN(s). Submission method will be
dependent wupon individual provider
requirements.

0Old Local Service
Provider (Old LSP)

Sends Customer Service Records
(CSR)/Customer Service Information
(CSI)) response as identified in the Pre-
Order section of this document.

Additionally, this response includes
Directory Listing(s) Information and
associated TN(s). Return method will be
dependent wupon individual provider
requirements.

New Local Service
Provider (New LSP)

Submits Local Service Request (LSR) to
New NSP to:
e Establish new account
e Establish new bundled service
e Transition Directory Listings
e Port telephone numbers on
Desired Due Date (DDD)

New Network Service
Provider (New NSP)

Submits Local Service Request (LSR) to
Old LSP to port TN(s) on Desired Due
Date (DDD)
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Wireline Full Facilities-Based to Wireline Resale/UNE-P (Scenario 3A
Option B) (continued)

Process
Step Owner Description
6 Old Local Service Upon receipt of a valid Local Service

Provider (Old LSP)

Request (LSR), sends Local Response
(Confirmation) to the New NSP with the
New NSP Purchase Order Number
(PON), confirmed Due Date (DD) and
Old LSP Order Number

New Network Service
Provider (New NSP)

Sends Local Response (Confirmation) to
the New LSP with the New NSP
Purchase  Order  Number (PON),
confirmed Due Date (DD) and Old LSP
Order Number

New Network Service
Provider (New NSP)

Establishes new bundled loop(s) to end
user location no later than Due Date
(DD)

New Network Service
Provider (New NSP)

As a function of their Directory Services
Provider (DSP) responsibilities, migrates
the Directory Services Account to the
New Local Service Provider and
completes Directory Services
requirements which may include:

e Directory Assistance

e Directory Listings

e Publication

e Delivery

10

New Network Service
Provider (New NSP)

Creates subscription version in NPAC

prior to Due Date (DD) to allow
sufficient time for NPAC timer
expiration intervals as reflected in

NANC Inter-Service Provider Flows

Alternately: Old LSP creates the
subscription version(s) upon receipt and
processing of New NSP’s LSR. In this
alternate scenario, the New LSP must
concur with the subscription version(s)
created or the migration will not be able
to be completed.
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Wireline Full Facilities-Based to Wireline Resale/UNE-P (Scenario 3A
Option B) (continued)

Process
Step Owner Description
11 New Network Service | Builds translations (Required) and
Provider (New NSP) builds 10-digit trigger(s)

(Recommended) in switch prior to Due
Date (DD)

12 Old Local Service Activates 10-digit trigger(s) prior to Due
Provider (Old LSP) Date (DD)

13 Old Local Service Optional: Concurs with the subscription
Provider (Old LSP) version in NPAC as reflected in NANC

Inter-Service Provider Flows

14 New Network Service | Activates the number port(s) within the
Provider (New NSP) NPAC database on Due Date (DD)

15 Number Portability Sends Broadcast Notification to Local
Administration Service Management Systems (LSMS)
Center (NPAC) databases that migration has taken

place

16 New Network Service | Sends Provisioning Completion Notice
Provider (New NSP) and Billing Completion Notice (if

applicable) to New LSP

17 New Network Service | Deactivates 10-digit trigger(s)

Provider (New NSP) (Recommended) when provided, on Due
Date (DD) following completion of
port(s). Conditional, dependent on Step
11.

18 Old Local Service As a function of their Network Service
Provider (Old LSP) Provider (NSP) responsibilities, removes

translations and deactivates 10-digit
trigger(s) no earlier than Due Date (DD)
19 Old Local Service As a function of their Network Service
Provider (Old LSP) Provider (NSP) responsibilities, unlocks
the E9-1-1 database records no earlier
than Due Date (DD)
20 Old Local Service As a function of their Network Service

Provider (Old LSP)

Provider (NSP) responsibilities, deletes
the CNAM/Line information database
records no earlier than Due Date (DD)
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Wireline Full Facilities-Based to Wireline Resale/UNE-P (Scenario 3A
Option B) (continued)

Process
Step Owner Description
21 Old Local Service As a function of their Network Service
Provider (Old LSP) Provider (NSP) responsibilities, sends
CARE transaction to Old Interexchange
Carrier (Old IXC) advising of change of
Local Service Provider (See Section 5-
TCSI 2231)
22 New Network Service | As a function of their Directory Services
Provider (New NSP) Provider (DSP) responsibilities, sends
the Directory Completions Notification.
23 New Network Service | Migrates and locks E9-1-1 database
Provider (New NSP) record
24 New Network Service | Updates CNAM/Line information
Provider (New NSP) database records
25 New Local Service Sends CARE transaction to New
Provider (New LSP) or | Interexchange Carrier (New IXC)
alternately New (See Section 5- TCSI 2033 /20XX)
Network Service
Provider (New NSP) Note: Responsibility for submission of
CARE transaction(s) is dependent upon
local provider business rules
26 Old Local Service Disconnects full facilities-based loop(s)
Provider (Old LSP) no earlier than Due Date (DD)
27 Old Local Service Terminates end user billing
Provider (Old LSP)
28 Old Interexchange Processes CARE transaction(s) advising
Carrier (Old IXC) of change of Local Service Provider (See
Section 5- TCSI 2231)
29 New Interexchange Processes New LSP or alternately New

Carrier (New IXC)

NSP (based on local business practices)
CARE transaction(s) (See Section 5-
TCSI 2033 /20XX)
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Wireline Full Facilities-Based to Wireline Resale/UNE-P (Scenario 3A
Option B) (continued)

Responsibilities by Carrier

e New Local Service Provider (New LSP)
o Interfaces with and obtains authority from end user
o Acquires current CSR/CSI

o Submits LSR to New NSP requesting new bundled service
and porting of telephone number(s)

o Alternately submits CARE LSP Change transaction to New
IXC

e Old Local Service Provider (Old LSP)/Old Switch Provider (Old
SP)/Old Loop Provider (Old LP)

o Responds to CSR/CSI request
o Submits LSR to DSP to remove Directory Listing(s)

o Sends Local Response (Confirmation) to the New Network
Service Provider (New NSP)

o Activates 10-digit trigger

o Concurs with subscription version (Optional)

o Removes translations and deactivates 10-digit triggers
o Unlocks E9-1-1 records

o Deletes CNAM/Line information database records

o Submits CARE LSP Change transaction to Old IXC

o Disconnects Local Loop

o Terminates end user billing

e New Network Service Provider (New NSP)/New Switch Provider
(New SP)/New Loop Provider (New LP)/Directory Services Provider
(DSP)

o Submits LSR to Old LSP/Switch Provider/Loop Provider
requesting to port telephone number(s)

o Sends Local Response (Confirmation) to New Local Service
Provider (New LSP)

o Establishes new bundled loops to end user

o Completes any necessary field work
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Wireline Full Facilities-Based to Wireline Resale/UNE-P (Scenario 3A
Option B) (continued)

o

(e}

o

Migrates and locks E9-1-1 records
Updates CNAM/Line information database records
Migrates Listings Account

Builds translations (Required) and 10-digit triggers(s)
(Recommended)

Creates subscription version in NPAC
Activates number port(s) in NPAC

Sends provisioning completion notice to New Local Service
Provider (New LSP)

Sends billing completion notice (if applicable)
Deactivates 10-digit trigger(s) if used

Sends Directory Completion Notice(s) to New Local Service
Provider (New LSP)

Alternately may submit CARE LSP Change transaction to
New IXC

e New Interexchange Carrier (New IXC)

o

Processes New LSP CARE transaction

¢ Old Interexchange Carrier (Old IXC)

e}

Processes Old LSP CARE transaction
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9.3.3 Wireline UNE-L to Wireline Resale/UNE-P with Loop Reuse &

LNP (Scenario 3B Option A)

Migrations of this type include:

Wireline UNE-L to Wireline Resale

Scenario Description:

This scenario involves migration from a UNE-L Local Service
configuration to a Resell Local Service configuration with reuse of
the existing loop while retaining the end user’s telephone number.
In this scenario, the New Local Service Provider (New LSP) has the
responsibility of issuing the number portability service request to
the Old Network Service Provider (Old NSP).

The New Local Service Provider (New LSP) serves the end user via a
Resold Service provided by an ILEC, New Network Service Provider
(New NSP).

The Old Local Service Provider (Old LSP) serves the end user via its
own switch (Old Switch Provider) and an unbundled loop obtained
from the Loop Provider (LP).

Loop reuse requires coordination between the Old Network Service
Provider (Old NSP), the New Local Service Provider (New LSP), and
the New Network Service Provider (New NSP) to move the loop from
the Old NSP collocation to the New NSP location.

The Network Service Provider (NSP) as the Directory Service
Provider (DSP) remains unchanged throughout the migration.

Carrier Designations:

New Local Service Provider (New LSP):
o Has the incoming relationship with the end user
o Has the relationship with the New Network Service Provider
(New NSP)
Old Local Service Provider (Old LSP):
o Has the outgoing relationship with the end user
o Is the Old Switch Provider (Old SP)
Old Loop Provider (Old LP)/New Network Service Provider (New
NSP):
o As the Old Loop Provider, has the relationship with the Old
Local Service Provider (Old LSP)
o As the New Network Service Provider (New NSP), has the
relationship with the New Local Service Provider (New LSP)
o Is the Directory Services Provider (DSP)
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Wireline UNE-L to Wireline Resale/UNE-P with Loop Reuse &
(Scenario 3B Option A) (continued)

New LSP
interfaces
with
end user
1

————

New LSP submits
CSR/CSI request to

Old LSP
2

Old LSP returns
CSR/CSI to New LSP

New LSP submits
LSR to Old LSP to

.

3

reuse loop(s) &
port TN(s)

4

Old LSP sends Local
Response (Confirmation)
to
New LSP
5

.

New LSP submits LSR
to New NSP to migrate account,

New NSP sends Local

transition listing(s), reuse loop(s) & _>Response (Colr_lg::rpatlon) to New
port TN(s) 7
6

'

New NSP Fstablishes bundled

*Concurrent Agtivity

v

New NSP migrates Directory — g——ow— service for New LSP on
Listings account to New LSP Due Date
° 8
New NSP creates
subscription version
’ in NPAC
10 . NPAC broadcasts New NSP sends
New NSP activates d inf . C leti
number port(s) in porteil information ompletion
New NSP builds A—> NPAC on Due Date — dto ab appropr.ljte — Notlce(LsS)Pto New
2 translations 14 atabase providers
g_@ (required) & builds 15 16
s[2 10-digit trigger(s) ——
= 1)
5|< (recommended)
Of—p» prior to Due Date
11
New NSP
Old LSP activates 10- Old LSP concurs deac?x;;e;é())—d@ﬂ
Ly digit trigger prior to . W|th_subscr|.pt|on (recommended) on
due date version (optional) Due Date
12 13 (Conditional -
dependent on 11)
17
Old LSP removes translations &
deactivates 10-digit trigger(s) | o
no earlier than Due Date i
18
New LSP migrates
- E911 records
Old LSP unlocks E911 records o 23
no earlier than Due Date 0ld LSP terminates
-
19 "1 end user billing
New LSP updates 26
CNAM/Line
Old LSP deletes CNAM/Line g information
information database records BT | database records
no earlier than Due Date E-'E 24 0ld IXC processes
= -
20 3| CARE transaction(s)
§ < received from Old LSP
-
Old LSP sends LSP change CARE 27 Sl
transaction to Old IXC =S
21 2IE
§ <
DSP assigns listing to New LSP New LSP sends New IXC processes
and sends Directory g CARE transaction o | CARE transaction(s)
-

Completion Notification
22

to designated IXC
25
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Wireline UNE-L to Wireline Resale/UNE-P with Loop Reuse & LNP
(Scenario 3B Option A) (continued)

Process
Step

Owner

Description

1

New Local Service
Provider (New LSP)

Interfaces with the End User

2

New Local Service
Provider (New LSP)

Requests Customer Service Records
(CSR)/Customer Service Information
(CSI)) from the Old LSP as identified in
the Pre-Order section of this document.

Additionally, this request includes an
indication of a need for Directory
Listing(s)  Information. Submission
method will be dependent upon
individual provider requirements.

Old Local Service
Provider (Old LSP)

Sends Customer Service Records
(CSR)/Customer Service Information
(CSI)) response as identified in the Pre-
Order section of this document.

Additionally, this response includes
Directory Listing(s) Information. Return
method will be dependent upon
individual provider requirements.

New Local Service
Provider (New LSP)

Submits Local Service Request (LSR) to
Old LSP to:
e Request reuse of loop facility(s)
e Port telephone number(s) on
Desired Due Date (DDD)

0Old Local Service
Provider (Old LSP)

Upon receipt of a valid Local Service
Request (LSR), sends Local Response
(Confirmation) to the New LSP with the
New LSP Purchase Order Number
(PON), confirmed Due Date (DD) and
Old LSP Order Number
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Wireline UNE-L to Wireline Resale/UNE-P with Loop Reuse & LNP
(Scenario 3B Option A) (continued)

Process
Step Owner Description
6 New Local Service Submits LSR to New Network Service

Provider (New LSP)

Provider to;
e Establish New Resale/UNE-P
Account
¢ Reuse Old LSP UNE Loop(s)
e Port TN(s)
e Migrate Listing(s)

New Network Service
Provider (New NSP)

Upon receipt of a valid Local Service
Request (LSR), sends Local Response
(Confirmation) to the New LSP with the
New LSP Purchase Order Number
(PON), confirmed Due Date (DD) and
NSP Order Number

New Network Service
Provider (New NSP)

Establishes new bundled service to the
end user premise no later than the Due
Date (DD)

New Network Service
Provider (New NSP)

As a function of their Directory Services
Provider (DSP) responsibilities, migrates
the Directory Services Account to the
New Local Service Provider and
completes Directory Services
requirements which may include;

e Directory Assistance

e Directory Listing(s)

e Publication

e Delivery
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Wireline UNE-L to Wireline Resale/UNE-P with Loop Reuse & LNP
(Scenario 3B Option A) (continued)

Process
Step Owner Description
10 New Network Service | Creates subscription version in NPAC
Provider (New NSP) prior to Due Date (DD) to allow
sufficient time for NPAC timer
expiration intervals as reflected in

NANC Inter-Service Provider Flows

Alternately: Old LSP creates the
subscription version(s) upon receipt and
processing of New LSP’s LSR. In this
alternate scenario, the New LSP must
concur with the subscription version(s)
created or the migration will not be able
to be completed.

11 New Network Service | Builds translations (Required) and
Provider (New NSP) builds 10-digit trigger(s)
(Recommended) in switch prior to Due

Date (DD)

12 Old Local Service Activates 10-digit trigger(s) prior to Due
Provider (Old LSP) Date (DD)

13 Old Local Service Optional: Concurs with the subscription
Provider (Old LSP) version in NPAC as reflected in NANC

Inter-Service Provider Flows

14 New Network Service | Activates the number port(s) within the
Provider (New NSP) NPAC database on Due Date (DD)

15 Number Portability Sends Broadcast Notification to Local
Administration Service Management Systems (LSMS)
Center (NPAC) databases that migration has taken

place

16 New Network Service | Sends Completions Notice to New Local
Provider (New NSP) Service Provider (New LSP)

17 New Network Service | Deactivates 10-digit trigger(s)

Provider (New NSP)

(Recommended) when provided, on Due
Date (DD) following completion of
port(s). Conditional, dependent on Step
11.
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Wireline UNE-L to Wireline Resale/UNE-P with Loop Reuse & LNP
(Scenario 3B Option A) (continued)

Process
Step Owner Description
18 Old Local Service As a function of their Network Service
Provider (Old LSP) Provider (NSP) responsibilities, removes
translations and deactivates 10-digit
trigger(s) no earlier than Due Date (DD)
19 Old Local Service As a function of their Network Service
Provider (Old LSP) Provider (NSP) responsibilities, unlocks
the E9-1-1 database records no earlier
than Due Date (DD)
20 Old Local Service As a function of their Network Service
Provider (Old LSP) Provider (NSP) responsibilities, deletes
the CNAM/Line information database
records no earlier than Due Date (DD)
21 Old Local Service As a function of their Network Service
Provider (Old LSP) Provider (NSP) responsibilities, sends
CARE transaction to Old Interexchange
Carrier (Old IXC) advising of change of
Local Service Provider (See Section 5-
TCSI 2233)
22 New Network Service | As a function of their Directory Services
Provider (New NSP) Provider (DSP) responsibilities, sends
the Directory Completions Notification.
23 New Network Service | Migrates and locks E9-1-1 database
Provider (New NSP) record
24 New Network Service | Updates CNAM/Line information
Provider (New NSP) database records
25 New Local Service Sends CARE transaction to New
Provider (New LSP) or | Interexchange Carrier (IXC) (See Section
alternately New 5- TCSI 2033 /20XX)
Network Service
Provider (New NSP)
26 Old Local Service Terminates end user billing
Provider (Old LSP)
27 Old Interexchange Processes Old LSP CARE transaction(s)
Carrier (Old IXC) advising of change of Local Service
Provider (See Section 5— TCSI 2233)
28 New Interexchange Processes New LSP or alternately New

Carrier (New IXC)

NSP CARE transaction(s) (See Section
5- TCSI 2033/20XX)
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Wireline UNE-L to Wireline Resale/UNE-P with Loop Reuse & LNP
(Scenario 3B Option A) (continued)

Responsibilities by Carrier
e New Local Service Provider (New LSP)

o Interfaces with and obtains authority from end user
o Acquires current CSR/CSI

o Submits LSR to Old Local Service Provider (Old LSP)/Old
Network Service Provider (Old NSP) requesting to port
telephone number(s) and reuse loop(s)

o Submits LSR to New Network Service Provider (New NSP) to
Port TN(s), reuse loop(s) and migrate listings

o Alternately, submits CARE transaction to New IXC
e Old Local Service Provider (Old LSP)/Old Switch Provider (Old SP)

o Responds to New Local Service Provider (New LSP) CSR/CSI
request

o Sends Local Response (Confirmation) to the New Local
Service Provider (New LSP)

o Activates 10-digit trigger

o Concurs with subscription version (Optional)

o Removes translations and deactivates 10-digit triggers
o Unlocks E9-1-1 records

o Deletes CNAM/Line information database records

o Submits CARE LSP Change transaction to Old IXC

o Terminates end user billing

e New Network Service Provider (New NSP)/Directory Services
Provider (DSP)

o Sends Local Response (Confirmation) to New Local Service
Provider.

o Creates subscription version in NPAC

o Builds translations (Required) and 10-digit triggers(s)
(Recommended)

o Establishes new bundled service to end user premise

o Migrates Listings Account.
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Wireline UNE-L to Wireline Resale/UNE-P with Loop Reuse & LNP
(Scenario 3B Option A) (continued)

o

(e}

Activates number port(s) in NPAC

Deactivates 10-digit trigger(s) if used

Migrates and locks E9-1-1 record(s)

Updates CNAM/Line information database record(s)
Alternately may submit CARE transaction to New IXC
Sends Service Order Completion

Sends Directory Completion Notice(s) to New Local Service
Provider (New LSP)

e New Interexchange Carrier (New IXC)

(e}

Processes New LSP CARE transaction

e Old Interexchange Carrier (Old IXC)

o

Processes Old LSP CARE transaction
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9.3.4 Wireline UNE-L to Wireline Resale/UNE-P with Loop Reuse &

LNP (Scenario 3B Option B)

Migrations of this type include:

Wireline UNE-L to Wireline Resale/ UNE-P

Scenario Description:

This migration involves reusing the existing Loop while retaining
the end user’s telephone number.

The New Network Service Provider (New NSP) is responsible for
submitting the number port order to the Old Local Service Provider
(Old LSP).

The Old Local Service Provider (Old LSP) serves the end user via its
own switch (Old Switch Provider) and an unbundled Loop from the
Loop Provider (LP).

The New Local Service Provider (New LSP) provides service to the
end user by leasing bundled services from a Network Service
Provider (New NSP).

Loop reuse requires coordination between Old Local Service
Provider (Old LSP) and the new Network Service Provider (New
NSP); to remove loop from old collocation location and re-terminate
on New Network Service Provider’s switch.

The Network Service Provider (NSP) as the Directory Service
Provider (DSP) remains unchanged throughout the migration.

Carrier Designations:

New Local Service Provider (New LSP):
o Has the incoming relationship with the end user
o Has the relationship with the New Network Service Provider
(New NSP)
Old Local Service Provider (Old LSP):
o Has the outgoing relationship with the end user
o Is the Old Switch Provider
Old Loop Provider (Old LP)/New Network Service Provider (New
NSP)
o As the Old Loop Provider, has the relationship with the Old
Local Service Provider (Old LSP)
o As the New Network Service Provider (New NSP), has the
relationship with the New Local Service Provider (New LSP)
o Is the Directory Services Provider (DSP)

9-50







ATIS-0405300-0002
Issued August 19, 2005

Wireline UNE-L to Wireline Resale/UNE-P with Loop Reuse & LNP
(Scenario 3B Option B) (continued)

'New LsP New LSP submits Old LSP returns New LSP submits LSR to
interfaces CSR/CSI request CSR/CS to New NSP to reuse loop(s),
with - 0 Old LSP > New LSP P port TN(§) _and transition
end user listing(s)
1 2 3 4

|

\

New NSP reuses existing
New NSP submits oid L::SS:::;LO“' New NSP sends Local loop(s) & establishes
LSR to Old LSP to ) (Confirmation) to ) Response (Confirmation) to ) bundled service to end
port TN(s) New LSP user
New NSP
5 6 7 no later than due date

f

v
New NSP migrates Directory
Listings
account to New LSP

New NSP creates
> subscription version
in NPAC
10 New NSP activates NPAC broadcasts New NSP sends
number port(s) in ported information Completion
= New NSP builds 7y NPAC on Due Date —» toall appropriate f——»- Notice(s) to New
§ > translations 14 database providers LSP
S[S  (required) & builds 15 16
g 2 10-digit trigger(s)
S (recommended) prior
- to Due Date
11
New NSP
Old LSP activates Old LSP concurs deac?;/ig;e‘;sréc))-d|g|t
L 10_—digit trigger(s) > with _subscri.ption (recommended) on
prior to due date version (optional)
12 13 Due Date
(Conditional -
dependent on 11)
17
Old LSP removes translations &
deactivates 10-digit trigger(s) |
no earlier than Due Date
18
New NSP migrates
- & locks E911
2 Old LSP unlocks E911 records o records New NSP sends
2 no earlier than Due Date 23 Line Loss Old LSP terminates
E—P 19 - Notification to Old —{ end user billing
LSP 27
£ New NSP updates 26
g - CNAM/Line
3 IC;Id LSPAdeIZtes ENAM/LIHZ o information
e nformation database records €27 database records
S no earlier than Due Date 2z 24 Old IXC processes
. 20 5= o | CARE transaction(s)
Q|9 received from Old LSP
5|<
[3) 28
Old LSP sends CARE transaction E .
- to Old IXC g2
21 3 s
c
New LSP or alternately New IXC processes S <
New NSP sends Directory New NSP sends CARE CAREt p on)
Completion Notification to New L ! transaction to designated | ——————m- RE transaction(s,
LSp IXC received from New LSP
22 25 29
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Wireline UNE-L to Wireline Resale/UNE-P with Loop Reuse & LNP
(Scenario 3B Option B) (continued)

Process
Step Owner Description
1 New Local Service Interfaces with the End User

Provider (New LSP)

2

New Local Service
Provider (New LSP)

Requests Customer Service Records
(CSR)/Customer Service Information
(CSI)) from the Old LSP as identified in
the Pre-Order section of this document.

Additionally, this request includes an
indication of a need for Directory
Listing(s) Information and ECCKT(s)
with associated TN(s). Submission
method will be dependent upon
individual provider requirements.

Old Local Service
Provider (Old LSP)

Sends Customer Service Records
(CSR)/Customer Service Information
(CSI)) response as identified in the Pre-
Order section of this document.

Additionally, this response includes
Directory Listing(s) Information and
ECCKT(s) with associated TN(s). Return
method will be dependent upon
individual provider requirements.

New Local Service
Provider (New LSP)

Submits Local Service Request (LSR) to
New NSP to:
¢ Request reuse of Loop facilities
e Provide Old Loop Provider (LP)
ECCKT(s)
e Port telephone number(s) on
Desired Due Date (DDD)

New Network Service
Provider (New NSP)

Submits Local Service Request (LSR) to
Old LSP to port TN(s) on Desired Due
Date (DDD)
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Wireline UNE-L to Wireline Resale/UNE-P with Loop Reuse & LNP
(Scenario 3B Option B) (continued)

Process
Step Owner Description

6 Old Local Service Upon receipt of a valid Local Service
Provider (Old LSP) Request (LSR), sends Local Response
(Confirmation) to the New NSP with the
New NSP Purchase Order Number
(PON), confirmed Due Date (DD) and

Old LSP Order Number
7 New Network Service | Sends Local Response (Confirmation) to

Provider (New NSP)

the New LSP with the New NSP
Purchase @ Order = Number (PON),
confirmed Due Date (DD) and Old LSP
Order Number

8 New Network Service | Reuses existing loop(s) and establishes
Provider (New NSP) bundled service to end user location no
later than Due Date (DD)
9 New Network Service | Migrates the Directory Services Account
Provider (New NSP) to the New Local Service Provider and
completes Directory Services
requirements which may include:
e Directory Assistance
e Directory Listings
e Publication
e Delivery
10 New Network Service | Creates subscription version in NPAC

Provider (New NSP)

prior to Due Date (DD) to allow
sufficient time for NPAC timer
expiration intervals as reflected in
NANC Inter-Service Provider Flows

Alternately: Old LSP creates the
subscription version(s) upon receipt and
processing of New NSP’s LSR. In this
alternate scenario, the New LSP must
concur with the subscription version(s)
created or the migration will not be able
to be completed.
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Wireline UNE-L to Wireline Resale/UNE-P with Loop Reuse & LNP
(Scenario 3B Option B) (continued)

Process
Step Owner Description
11 New Network Service | Builds translations (Required) and
Provider (New NSP) builds 10-digit trigger(s)

(Recommended) in switch prior to Due
Date (DD)

12 Old Local Service Activates 10-digit trigger(s) prior to Due
Provider (Old LSP) Date (DD)

13 Old Local Service Optional: Concurs with the subscription
Provider (Old LSP) version in NPAC as reflected in NANC

Inter-Service Provider Flows

14 New Network Service | Activates the number port(s) within the
Provider (New NSP) NPAC database on Due Date (DD)

15 Number Portability Sends Broadcast Notification to Local
Administration Service Management Systems (LSMS)
Center (NPAC) databases that migration has taken

place

16 New Network Service | Sends Completion Notice(s) to New LSP
Provider (New NSP)

17 New Network Service | Deactivates 10-digit trigger(s) when
Provider (New NSP) provided, on Due Date (DD) following

completion of port(s). Conditional,
dependent on Step 11.

18 Old Local Service As a function of their Network Service

Provider (Old LSP) Provider (NSP) responsibilities, removes
translations and deactivates 10-digit
trigger(s) no earlier than Due Date (DD)
19 Old Local Service As a function of their Network Service
Provider (Old LSP) Provider (NSP) responsibilities, unlocks
the E9-1-1 database records no earlier
than Due Date (DD)
20 Old Local Service As a function of their Network Service

Provider (Old LSP)

Provider (NSP) responsibilities, deletes
the CNAM/Line information database
records no earlier than Due Date (DD)
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Wireline UNE-L to Wireline Resale/UNE-P with Loop Reuse & LNP
(Scenario 3B Option B) (continued)

Process
Step Owner Description
21 Old Local Service As a function of their Network Service
Provider (Old LSP) Provider (NSP) responsibilities, sends
CARE transaction to Old Interexchange
Carrier (Old IXC) advising of change of
Local Service Provider (See Section 5-
TCSI 2233)
22 New Network Service | As a function of their Directory Services
Provider (New NSP) Provider responsibilities, sends the
Directory Completion Notification(s)
23 New Local Service Migrates and locks E9-1-1 database
Provider (New LSP) record
24 New Local Service Updates CNAM/Line information
Provider (New LSP) database records
25 New Local Service Sends CARE transaction to New
Provider (New LSP) or | Interexchange Carrier (IXC)
alternately New (See Section 5- TCSI 2033 /20XX)
Network Service
Provider (New NSP) Note: Responsibility for submission of
CARE transaction(s) is dependent upon
local provider business rules.
26 New Network Service | Sends Line Loss Notification to Old LSP
Provider (New NSP)
27 Old Local Service Terminates end user billing
Provider (Old LSP)
28 Old Interexchange Processes Old LSP CARE transaction(s)
Carrier (Old IXC) advising of change of Local Service
Provider (See Section 5- TCSI 2233)
29 New Interexchange Processes New LSP CARE transaction(s)

Carrier (New IXC)

(See Section 5- TCSI 2033/20XX)
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Wireline UNE-L to Wireline Resale/UNE-P with Loop Reuse & LNP
(Scenario 3B Option B) (continued)

Responsibilities by Carrier

e New Local Service Provider (New LSP)

(e}

o

o

o

o

o

Interfaces with and obtains authority from end user
Acquires current CSR/CSI

Submits LSR to New NSP requesting reuse of loop facilities,
establishment of bundled service and porting of telephone
number(s)

Migrates and locks E9-1-1 records
Updates CNAM/Line information database records
Submits CARE transaction to New IXC

e Old Local Service Provider (Old LSP)/Old Switch Provider/Old Loop
Provider

o

o

(e}

o

(e}

Responds to CSR/CSI request
Submits LSR to DSP to remove Directory Listing(s)

Sends Local Response (Confirmation) to the New Network
Service Provider (New NSP)

Activates 10-digit trigger

Concurs with subscription version (Optional)
Removes translations and deactivates 10-digit triggers
Unlocks E9-1-1 records

Deletes CNAM/Line information database records
Submits CARE LSP Change transaction to Old IXC

Terminates end user billing

e New Network Service Provider/New Switch Provider/New Loop
Provider/Directory Services Provider

o

Submits LSR to Old LSP/Switch Provider/Loop Provider
requesting to port telephone number(s)

Sends Local Response (Confirmation) to New Local Service
Provider (New LSP)

Reuses existing loop(s) and establishes bundled service to
end user
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Wireline UNE-L to Wireline Resale/UNE-P with Loop Reuse & LNP
(Scenario 3B Option B) (continued)

o

(e}

o

o

Migrates Listings Account

Creates subscription version in NPAC

Builds translations and 10-digit triggers(s) (Recommended)
Activates number port(s) in NPAC

Sends Service Order Completion notice to New Local Service
Provider (New LSP)

Sends billing completion notice (if applicable)
Deactivates 10-digit trigger(s) if used

Sends Directory Completion Notice(s) to New Local Service
Provider (New LSP)

Sends Line Loss Notification to Old LSP

e New Interexchange Carrier (New IXC)

o

Processes New LSP CARE transaction

e Old Interexchange Carrier (Old IXC)

o

Processes Old LSP CARE transaction
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9.4 Wireline Unbundled to Unbundled Scenarios

Migrations of this type include:

e UNE-L to UNE-L

e Reuse of Loop facilities

e No Reuse of Loop facilities
e UNE-L to Full Facilities-Based

Full Facilities-Based to Full Facilities-Based
e Full Facilities-Based to UNE-L

Note: All migration scenarios involve Local Number Portability (LNP).
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9.4.1 Wireline UNE-L to Wireline UNE-L with Loop Reuse & LNP
(Scenario 4A)

Scenario Description:

e This migration involves reusing the existing Loop while retaining
the end user’s telephone number.

e The New Local Service Provider (New LSP) serves the end user via
its own switch (becoming New Switch Provider) and reusing the
same unbundled Loop from the same Loop Provider (LP).

e The Old Local Service Provider (Old LSP) serves the end user via its
own switch (Old Switch Provider) and an unbundled Loop from the
Loop Provider (LP).

e Loop reuse requires coordination between Old Network Service
Provider (Old NSP) and New Local Service Provider (New LSP); to
move loop from old collocation location to new collocation location.

e The DSP remains unchanged throughout the migration.

Carrier Designations:

e New Local Service Provider (New LSP):
o Has the incoming relationship with the end user
o Is the New Switch Provider

e Old Local Service Provider (Old LSP):
o Has the outgoing relationship with the end user
o Is the Old Switch Provider

e Loop Provider (LP):
o Remains constant throughout the migration

e Directory Service Provider (DSP):
o Remains constant throughout the migration
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Wireline UNE-L to Wireline UNE-L with Loop Reuse & LNP (Scenario
4A) (continued)

New LSP New LSP Old LsP New LSP submits Old LSP sends old Lsp
interfaces submits CSR/ returns CSR/ LSR to Old LSP to Local Response submits LSR to
with P CSl request to f CSI to New reuse loop(s) & - (Confirmation) to & DSP
end user Old LSP LSP port TN(s) New LSP 6
1 2 3 4 5
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3=
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Wireline UNE-L to Wireline UNE-L with Loop Reuse & LNP (Scenario
4A) (continued)

Process
Step

Owner

Description

1

New Local Service
Provider (New LSP)

Interfaces with the End User

2

New Local Service
Provider (New LSP)

Requests Customer Service Records
(CSR)/Customer Service Information
(CSI)) from the Old LSP as identified in
the Pre-Order section of this document.

Additionally, this request includes an
indication of a need for Directory
Listing(s) Information and ECCKT(s)
with associated TN(s). Submission
method will be dependent upon
individual provider requirements.

0Old Local Service
Provider (Old LSP)

Sends Customer Service Records
(CSR)/Customer Service Information
(CSI)) response as identified in the Pre-
Order section of this document.

Additionally, this response includes
Directory Listing(s) Information and
ECCKT(s) with associated TN(s). Return
method will be dependent upon
individual provider requirements.

New Local Service
Provider (New LSP)

Submits Local Service Request (LSR) to
Old LSP to:
e Request reuse of Loop facilities
e Provide Old Loop Provider (LP)
ECCKT(s)
e Port telephone number(s) on
Desired Due Date (DDD)

0Old Local Service
Provider (Old LSP)

Upon receipt of a valid Local Service
Request (LSR), sends Local Response
(Confirmation) to the New LSP with the
New LSP Purchase Order Number
(PON), confirmed Due Date (DD) and
Old LSP Order Number
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Wireline UNE-L to Wireline UNE-L with Loop Reuse & LNP (Scenario
4A) (continued)

Process
Step Owner Description
6 Old Local Service Sends Local Service Request (LSR) to

Provider (Old LSP)

Directory Service Provider (DSP) to
remove listing following Due Date (DD)

Note: Individual provider business
requirements may vary

Directory Service
Provider (DSP)

Upon receipt of a valid Local Service
Request (LSR) sends Local Response
(Confirmation) to Old LSP

New Local Service
Provider (New LSP)

Prepares and sends Local Service
Request (LSR) to Loop Provider (LP) to
reuse loop(s)

Loop Provider (LP)

Upon receipt of a valid Local Service
Request (LSR), sends Local Response
(Confirmation) to the New LSP with the
New LSP Purchase Order Number
(PON), confirmed Due Date (DD) and
Loop Provider (LP) Order Number

10

New Local Service
Provider (New LSP)

Submits Local Service Request (LSR) to
Directory Service Provider (DSP) to
establish Directory Services, such as:

e Directory Assistance

e Directory Listings

e Publication

e Delivery

Note: Some providers may allow this to
be included in step 8
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Wireline UNE-L to Wireline UNE-L with Loop Reuse & LNP (Scenario
4A) (continued)

Process
Step Owner Description
11 Directory Service Upon receipt of a valid Local Service

Provider (DSP)

Request (LSR), sends Local Response
(Confirmation) to the New LSP with the
New LSP Purchase Order Number
(PON), confirmed Due Date (DD) and
New DSP Order Number

Note: Some providers do not issue
service orders for the directory portion
and therefore would not provide the
DSP Order Number

12

New Local Service
Provider (New LSP)

Creates subscription version in NPAC
prior to Due Date (DD) to allow
sufficient time for NPAC timer
expiration intervals as reflected in
NANC Inter-Service Provider Flows

Alternately: Old LSP creates the
subscription version(s) upon receipt and
processing of New LSP’s LSR. In this
alternate scenario, the New LSP must
concur with the subscription version(s)
created or the migration will not be able
to be completed.

13

New Local Service
Provider (New LSP)

Builds translations (Required) and
builds 10-digit trigger(s)
(Recommended) in switch prior to Due
Date (DD)

14

Old Local Service
Provider (Old LSP)

Activates 10-digit trigger(s) prior to Due
Date (DD)

15

0Old Local Service
Provider (Old LSP)

Optional: Concurs with the subscription
version in NPAC as reflected in NANC
Inter-Service Provider Flows

16

Loop Provider (LP)

Provides cross connection at New LSP
collocation location on Due Date (DD)

17

Loop Provider (LP)

Sends Completion Notice(s) to New LSP
based on local provider business rules
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Wireline UNE-L to Wireline UNE-L with Loop Reuse & LNP (Scenario
4A) (continued)

Process
Step Owner Description
18 Loop Provider (LP) Sends Provider Notification (Line Loss
Notification) to Old LSP. Optionally
provided based on local provider
business rules.
19 New Local Service Completes work at switch, collocation
Provider (New LSP) location and end user’s premise as
required
20 New Local Service Activates the number port(s) within the
Provider (New LSP) NPAC database on Due Date (DD)
21 Number Portability Sends Broadcast Notification to Local
Administration Service Management Systems (LSMS)
Center (NPAC) databases that migration has taken
place
22 New Local Service Deactivates 10-digit trigger(s)
Provider (New LSP) (Recommended) when provided, on Due
Date (DD) following completion of
port(s). Conditional, dependent on Step
13.
23 Old Local Service Removes translations and deactivates
Provider (Old LSP) 10-digit trigger(s) no earlier than Due
Date (DD)
24 Old Local Service Unlocks the E9-1-1 database records
Provider (Old LSP) no earlier than Due Date (DD)
25 Old Local Service Deletes the CNAM/Line information
Provider (Old LSP) database records no earlier than Due
Date (DD)
26 Old Local Service Sends CARE transaction to Old
Provider (Old LSP) Interexchange  Carrier (Old IXC)
advising of change of Local Service
Provider (See Section 5— TCSI 2231)
27 Directory Service Assigns directory listing to New LSP and
Provider (DSP) sends Completion Notification
(Directory)
28 New Local Service Migrates and locks E9-1-1 database
Provider (New LSP) record
29 New Local Service Updates CNAM/Line information

Provider (New LSP)

database records
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Wireline UNE-L to Wireline UNE-L with Loop Reuse & LNP (Scenario
4A) (continued)

Process
Step Owner Description
30 New Local Service Sends CARE transaction to New
Provider (New LSP) Interexchange Carrier (IXC) (See Section
5— TCSI 2033 /20XX)
31 Old Local Service Terminates end user billing
Provider (Old LSP)
32 Old Interexchange Processes Old LSP CARE transaction(s)
Carrier (Old IXC) advising of change of Local Service
Provider (See Section 5— TCSI 2231)
33 New Interexchange Processes New LSP CARE transaction(s)

Carrier (New IXC)

(See Section 5—- TCSI 2033 /20XX)
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Wireline UNE-L to Wireline UNE-L with Loop Reuse & LNP (Scenario
4A) (continued)

Responsibilities by Carrier

e New Local Service Provider (New LSP)/New NSP (Switch)
o Interfaces with and obtains authority from end user
o Acquires current CSR/CSI

o Submits LSR to Old LSP/Switch Provider requesting to port
telephone number(s) and advise of Loop reuse

o Submits LSR requesting to Loop Provider (LP) to reuse Loop
o Submits LSR to Directory Service Provider (DSP)
o Creates subscription version in NPAC

o Builds translations (Required) and builds 10-digit triggers(s)
(Recommended)

o Completes any necessary field work
o Activates number port(s) in NPAC
o Deactivates 10-digit trigger(s) if used
o Migrates and locks E9-1-1 records
o Updates CNAM/Line information database records
o Submits CARE transaction to New IXC
e Old Local Service Provider (Old LSP)/Old Switch Provider
o Responds to CSR/CSI request

o Sends Local Response (Confirmation) to the New Local
Service Provider (New LSP)

o Submits LSR to DSP to remove Directory Listing(s)

o Activates 10-digit trigger

o Concurs with subscription version (Optional)

o Removes translations and deactivates 10-digit triggers
o Unlocks E9-1-1 records

o Deletes CNAM/Line information database records

o Submits CARE LSP Change transaction to Old IXC

o Terminates end user billing
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Wireline UNE-L to Wireline UNE-L with Loop Reuse & LNP (Scenario
4A) (continued)

e Loop Provider (LP)/ Directory Service Provider (DSP)

o

o

o

e}

Sends Local Response (Confirmation) to the New Local
Service Provider (New LSP)

As DSP, sends Local Response (confirmation) to the Old
Local Service Provider (Old LSP)

Transfers loop(s) to New LSP

Sends provisioning completion notice to New Local Service
Provider (New LSP)

Sends billing completion notice (if applicable)

Sends Provider Notification (Line Loss Notification) to Old
Local Service Provider (Old LSP)

As DSP, sends Local Response (confirmation) to the Old
Local Service Provider (New LSP)

As DSP, removes old Directory Listing(s)
As DSP, establishes new Directory Listing(s)
As DSP, sends Directory Completion notice(s)

e New Interexchange Carrier (New IXC)

o

Processes New LSP CARE transaction

e Old Interexchange Carrier (Old IXC)

e}

Processes Old LSP CARE transaction

9-67







ATIS-0405300-0002
Issued August 19, 2005

9.4.2 Wireline UNE-L to Wireline UNE-L with LNP - No Loop Reuse
(Scenario 4B)

Migrations of this type include:
e UNE-L to UNE-L

Scenario Description:

e This migration involves provisioning a new Loop while retaining the
end user’s telephone number.

e The New Local Service Provider (New LSP) serves the end user via
its own switch (becoming New Switch Provider) and a new
unbundled Loop from the Loop Provider (LP).

e The Old Local Service Provider (Old LSP) serves the end user via its
own switch (Old Switch Provider) and an unbundled Loop from the
Loop Provider (LP).

e The DSP remains unchanged throughout the migration.

Carrier Designations:

e New Local Service Provider (New LSP):
o Has the incoming relationship with the end user
o Is the New Switch Provider

e Old Local Service Provider (Old LSP):
o Had the outgoing relationship with the end user
o Is the Old Switch Provider

e Loop Provider (LP):
o Is also the Directory Service Provider (DSP)

o Remains constant throughout the migration
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Wireline UNE-L to Wireline UNE-L with LNP-
(Scenario 4B) (continued)

No Loop Reuse
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Wireline UNE-L to Wireline UNE-L with LNP-

(Scenario 4B) (continued)

No Loop Reuse

Process
Step Owner Description
1 New Local Service Interfaces with the End User

Provider (New LSP)

2

New Local Service
Provider (New LSP)

Requests Customer Service Records
(CSR)/Customer Service Information
(CSI)) from the Old LSP as identified in
the Pre-Order section of this document.

Additionally, this request includes an
indication of a need for Directory
Listing(s) Information. Submission
method will be dependent upon
individual provider requirements.

Old Local Service
Provider (Old LSP)

Sends Customer Service Records
(CSR)/Customer Service Information
(CSI)) response as identified in the Pre-
Order section of this document.

Additionally, this response includes
Directory Listing(s) Information. Return
method will be dependent upon
individual provider requirements.

New Local Service
Provider (New LSP)

Submits Local Service Request (LSR) to
Loop Provider (LP) to request new
Loop(s)

Loop Provider (LP)

Upon receipt of a valid LSR, sends Local
Response (Confirmation) to the New LSP
with the New LSP Purchase Order
Number (PON), confirmed Due Date
(DD) and LP Order Number

Old Local Service
Provider (Old LSP)

Sends Local Service Request (LSR) to
Directory Service Provider (DSP) to
remove listing following Due Date (DD)
Note: Individual provider business
requirements may vary

Directory Service
Provider (DSP)

Upon receipt of a valid Local Service
Request (LSR) sends Local Response
(Confirmation) to Old LSP
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Wireline UNE-L to Wireline UNE-L with LNP-

(Scenario 4B) (continued)

No Loop Reuse

Process
Step Owner Description
8 New Local Service Submits Local Service Request (LSR) to
Provider (New LSP) Old LSP to port TN(s)
9 Old Local Service Upon receipt of a valid Local Service
Provider (Old LSP) Request (LSR), sends Local Response
(Confirmation) to New LSP
10 New Local Service Submits Local Service Request (LSR) to
Provider (New LSP) Directory Service Provider (DSP) to
establish Directory Services, such as:
e Directory Assistance
e Directory Listings
e Publication
e Delivery
Note: Some providers may allow this to
be included in step 4
11 Directory Service Upon receipt of a valid Local Service
Provider (DSP) Request (LSR), sends Local Response
(Confirmation) to the New LSP with the
New LSP Purchase Order Number
(PON), confirmed Due Date (DD) and
New DSP Order Number
Note: Some providers do not issue
service orders for the directory portion
and therefore would not provide the
DSP Order Number
12 Old Local Service Submits loop disconnect Local Service
Provider (Old LSP) Request (LSR) to Loop Provider (LP)
13 Loop Provider (LP) Upon receipt of a valid Local Service

Request (LSR), sends Local Response
(Confirmation) to Old LSP with the Old
LSP Purchase Order Number (PON),
confirmed Due Date (DD) and Loop
Provider (LP) Order Number
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Wireline UNE-L to Wireline UNE-L with LNP- No Loop Reuse
(Scenario 4B) (continued)

Process
Step Owner Description
14 New Local Service Creates subscription version in NPAC

Provider (New LSP)

prior to Due Date (DD) to allow
sufficient time for NPAC timer
expiration intervals as reflected in
NANC Inter-Service Provider Flows

Alternately: Old LSP creates the
subscription version(s) upon receipt and
processing of New LSP’s LSR. In this
alternate scenario, the New LSP must
concur with the subscription version(s)
created or the migration will not be able
to be completed.

15 New Local Service Builds translations (Required) and
Provider (New LSP) builds 10-digit trigger(s)
(Recommended) in switch prior to Due
Date (DD)
16 Old Local Service Activates 10-digit trigger(s) prior to Due
Provider (Old LSP) Date (DD)
17 Old Local Service Optional: Concurs with the subscription
Provider (Old LSP) version in NPAC as reflected in NANC
Inter-Service Provider Flows
18 Loop Provider (LP) Installs new loop(s) on Due Date (DD)
19 Loop Provider (LP) Sends Completion Notice(s) to New LSP
based on local provider business rules
20 New Local Service Completes work at switch, collocation
Provider (New LSP) location and end user’s premise as
required
21 New Local Service Activates the number port(s) within the
Provider (New LSP) NPAC database on Due Date (DD)
22 Number Portability Sends Broadcast Notification to Local

Administration
Center (NPAC)

Service Management Systems (LSMS)
databases that migration has taken
place
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Wireline UNE-L to Wireline UNE-L with LNP-

(Scenario 4B) (continued)

No Loop Reuse

Process
Step Owner Description
23 New Local Service Deactivates 10-digit trigger(s)
Provider (New LSP) (Recommended) when provided, on Due
Date (DD) following completion of
port(s). Conditional, dependent on Step
15.
24 Old Local Service Removes translations and deactivates
Provider (Old LSP) 10-digit trigger(s) no earlier than Due
Date (DD)
25 Old Local Service Unlocks the E9-1-1 database records
Provider (Old LSP) no earlier than Due Date (DD)
26 Old Local Service Deletes the CNAM/Line information
Provider (Old LSP) database records no earlier than Due
Date (DD)
27 Old Local Service Sends CARE transaction to Old
Provider (Old LSP) Interexchange  Carrier (Old IXC)
advising of change of Local Service
Provider (See Section 5—- TCSI 2231)
28 Directory Service Assigns directory listing to New LSP and
Provider (DSP) sends Completion Notification
(Directory)
29 New Local Service Migrates and locks E9-1-1 database
Provider (New LSP) record
30 New Local Service Updates CNAM/Line information
Provider (New LSP) database records
31 New Local Service Sends CARE transaction to New

Provider (New LSP)

Interexchange Carrier (IXC) (See Section
5— TCSI 2033 /20XX)
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Wireline UNE-L to Wireline UNE-L with LNP- No Loop Reuse
(Scenario 4B) (continued)

Process
Step Owner Description

32 Loop Provider (LP) Disconnects Old LSP loop(s)

33 Loop Provider (LP) Sends Completion Notification(s) to Old
LSP based on local provider business
rules

34 Old Local Service Terminates end user billing

Provider (Old LSP)
35 Old Interexchange Processes Old LSP CARE transaction(s)
Carrier (Old IXC) advising of change of Local Service
Provider (See Section 5—- TCSI 2231)
36 New Interexchange Processes New LSP CARE transaction(s)

Carrier (New IXC)

(See Section 5— TCSI 2033/20XX)
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Wireline UNE-L to Wireline UNE-L with LNP - No Loop Reuse
(Scenario 4B) (continued)

Responsibilities by Carrier

e New Local Service Provider (New LSP)/New Switch Provider

e}

o

o

o

o

Interfaces with and obtains authority from end user
Acquires current CSR/CSI

Submits LSR to Loop Provider (LP) requesting to establish
new unbundled Loop(s)

Submits LSR to Old Local Service Provider (Old LSP)/Switch
Provider requesting to port telephone number(s)

Submits LSR to Directory Service Provider (DSP)
Creates subscription version in NPAC

Builds translations (Required) and builds 10-digit triggers(s)
(Recommended)

Completes any necessary field work

Activates number port(s) in NPAC

Deactivates 10-digit trigger(s) if used

Migrates and locks E9-1-1 records

Updates CNAM/Line information database records
Submits CARE transaction to New IXC

e 0Old Local Service Provider (Old LSP)/Old Switch Provider

o

o

Responds to CSR/CSI request

Sends Local Response (Confirmation) to the New Local
Service Provider (New LSP)

Submits LSR to Loop Provider (LP) to disconnect Loop
Submits LSR to DSP to remove Directory Listing(s)
Activates 10-digit trigger

Concurs with subscription version (Optional)
Removes translations and deactivates 10-digit triggers
Unlocks E9-1-1 records

Deletes CNAM/Line information database records

Terminates end user billing
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Wireline UNE-L to Wireline UNE-L with LNP- No Loop Reuse
(Scenario 4B) (continued)

o

Submits CARE LSP Change transaction to Old IXC

e Loop Provider/ Directory Service Provider (DSP)

e}

o

o

Sends Local Response (Confirmation) to the New Local
Service Provider (New LSP)

As DSP, sends Local Response (Confirmation) to the New
Local Service Provider (New LSP)

Sends Local Response (Confirmation) to the Old Local
Service Provider (Old LSP)

Installs new loop for New LSP

Sends provisioning completion notice to New Local Service
Provider (New LSP)

Sends billing completion notice (if applicable)
As DSP, removes old Directory Listing(s)

As DSP, establishes new Directory Listing(s)
As DSP, sends Directory Completion notice(s)
Disconnects Old LSP loop(s)

e New Interexchange Carrier (New IXC)

o

Processes New LSP CARE transaction

e Old Interexchange Carrier (Old IXC)

o

Processes Old LSP CARE transaction
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9.4.3 Wireline UNE-L to Wireline Full Facilities-Based Service with

LNP (Scenario 4C)

Migrations of this type include:

UNE-L to Full Facilities-Based Service

Scenario Description:

This migration involves disconnecting an existing Loop while
retaining the end user’s telephone number.

The New Local Service Provider (New LSP) serves the end user via
its own Switch and Loop (becoming New NSP).

The Old Local Service Provider (Old LSP) serves the end user via its
own Switch (Old Switch Provider) and an unbundled Loop leased
from a Loop Provider (LP).

The Directory Service Provider (DSP) remains unchanged
throughout the migration.

Carrier Designations:

The New Local Service Provider (New LSP):

o Has the incoming relationship with the end user
o Is the New Network Service Provider (New NSP)

The Old Local Service Provider (Old LSP):

o Has the outgoing relationship with the end user
o Is the Old Switch Provider
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Wireline UNE-L to Wireline Full Facilities-Based Service with LNP

(Scenario 4C) (continued)
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26 » transaction(s)
received from
Old LSP deletes CNAM/Line New LSP
information database New LSP sends 32
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Wireline UNE-L to Wireline Full Facilities-Based Service with LNP
(Scenario 4C) (continued)

Process
Step Owner Description
1 New Local Service Interfaces with the End User

Provider (New LSP)

2

New Local Service
Provider (New LSP)

Requests Customer Service Records
(CSR)/Customer Service Information
(CSI)) from the Old LSP as identified in
the Pre-Order section of this document.

Additionally, this request includes an
indication of a need for Directory
Listing(s) Information. Submission
method will be dependent upon
individual provider requirements.

Old Local Service
Provider (Old LSP)

Sends Customer Service Records
(CSR)/Customer Service Information
(CSI)) response as identified in the Pre-
Order section of this document.

Additionally, this response includes
Directory Listing(s) Information. Return
method will be dependent upon
individual provider requirements.

New Local Service
Provider (New LSP)

Establishes new full facilities-based
loop(s) to end user

New Local Service
Provider (New LSP)

Submits Local Service Request (LSR) to
Old LSP to port TN(s)

Old Local Service
Provider (Old LSP)

Upon receipt of a valid Local Service
Request (LSR), sends Local Response
(Confirmation) to New LSP

Old Local Service
Provider (Old LSP)

Sends Local Service Request (LSR) to
Directory Service Provider (DSP) to
remove listing following Due Date (DD)
Note: Individual provider business
requirements may vary

Directory Service
Provider (DSP)

Upon receipt of a valid Local Service
Request (LSR) sends Local Response
(Confirmation) to Old LSP
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Wireline UNE-L to Wireline Full Facilities-Based Service with LNP
(Scenario 4C) (continued)

Process
Step

Owner

Description

9

New Local Service
Provider (New LSP)

Submits Local Service Request (LSR) to
Directory Service Provider (DSP) to
establish Directory Services, such as:

e Directory Assistance

e Directory Listings

e Publication

e Delivery

10

Directory Service
Provider (DSP)

Upon receipt of a valid Local Service
Request (LSR), sends Local Response
(Confirmation) to the New LSP with the
New LSP Purchase Order Number
(PON), confirmed Due Date (DD) and
New DSP Order Number

Note: Some providers do not issue
service orders for the directory portion
and therefore would not provide the
DSP Order Number

11

0Old Local Service
Provider (Old LSP)

Submits loop disconnect Local Service
Request (LSR) to Loop Provider (LP)

12

Loop Provider (LP)

Upon receipt of a valid Local Service
Request (LSR), sends Local Response
(Confirmation) to Old LSP with the Old
LSP Purchase Order Number (PON),
confirmed Due Date (DD) and Loop
Provider (LP) Order Number
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Wireline UNE-L to Wireline Full Facilities-Based Service with LNP
(Scenario 4C) (continued)

Process
Step Owner Description
13 New Local Service Creates subscription version in NPAC

Provider (New LSP)

prior to Due Date (DD) to allow
sufficient time for NPAC timer
expiration intervals as reflected in

NANC Inter-Service Provider Flows

Alternately: Old LSP creates the
subscription version(s) upon receipt and
processing of New LSP’s LSR. In this
alternate scenario, the New LSP must
concur with the subscription version(s)
created or the migration will not be able
to be completed.

14 New Local Service Builds translations (Required) and
Provider (New LSP) builds 10-digit trigger(s)
(Recommended) in switch prior to Due

Date (DD)

15 Old Local Service Activates 10-digit trigger(s) prior to Due
Provider (Old LSP) Date (DD)

16 Old Local Service Optional: Concurs with the subscription
Provider (Old LSP) version in NPAC as reflected in NANC

Inter-Service Provider Flows

17 New Local Service Activates the number port(s) within the
Provider (New LSP) NPAC database on Due Date (DD)

18 Number Portability Sends Broadcast Notification to Local
Administration Service Management Systems (LSMS)
Center (NPAC) databases that migration has taken

place

19 New Local Service Deactivates 10-digit trigger(s)

Provider (New LSP) (Recommended) when provided, on Due
Date (DD) following completion of
port(s). Conditional, dependent on
Step 14.

20 Old Local Service Removes translations and deactivates
Provider (Old LSP) 10-digit trigger(s) no earlier than Due

Date (DD)
21 Old Local Service Unlocks the E9-1-1 database records

Provider (Old LSP)

no earlier than Due Date (DD)
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Wireline UNE-L to Wireline Full Facilities-Based Service with LNP
(Scenario 4C) (continued)

Process
Step Owner Description
22 Old Local Service Deletes the CNAM/Line information
Provider (Old LSP) database records no earlier than Due
Date (DD)
23 Old Local Service Sends CARE transaction to Old
Provider (Old LSP) Interexchange  Carrier (Old IXC)
advising of change of Local Service
Provider (See Section 5— TCSI 2231)
24 Directory Service Assigns directory listing to New LSP and
Provider (DSP) sends Completion Notification
(Directory)
25 New Local Service Migrates and locks E9-1-1 database
Provider (New LSP) record
26 New Local Service Updates CNAM/Line information
Provider (New LSP) database records
27 New Local Service Sends CARE transaction to New
Provider (New LSP) Interexchange Carrier (IXC) (See Section
5—- TCSI 2033 /20XX)

28 Loop Provider (LP) Disconnects Old LSP loop(s)

29 Loop Provider (LP) Sends Completion Notification(s) to Old
LSP based on local provider business
rules

30 Old Local Service Terminates end user billing

Provider (Old LSP)
31 Old Interexchange Processes Old LSP CARE transaction(s)
Carrier (Old IXC) advising of change of Local Service
Provider (See Section 5— TCSI 2231)
32 New Interexchange Processes New LSP CARE transaction(s)

Carrier (New IXC)

(See Section 5—- TCSI 2033 /20XX)
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Wireline UNE-L to Wireline Full Facilities-Based Service with LNP
(Scenario 4C) (continued)

Responsibilities by Carrier
e New Local Service Provider (New LSP)/New NSP

o

(e}

e}

o

(e}

Interfaces with and obtains authority from end user
Acquires current CSR/CSI
Establishes new loops(s) to end user

Submits LSR to Old Local Service Provider (Old LSP)/Switch
Provider requesting to port telephone number(s)

Submits LSR to Directory Service Provider (DSP)
Creates subscription version in NPAC

Builds translations (Required) and builds 10-digit triggers(s)
(Recommended)

Activates number port(s) in NPAC

Deactivates 10-digit trigger(s) if used

Migrates and locks E9-1-1 record

Updates CNAM/Line information database records
Submits CARE transaction to New IXC

e 0Old Local Service Provider (Old LSP)/Old Switch Provider

o

o

Responds to CSR request

Sends Local Response (Confirmation) to New Local Service
Provider (New LSP)

Submits LSR to Loop Provider to disconnect Loop
Submits LSR to DSP to remove Directory Listing(s)
Activates 10-digit trigger

Concurs with subscription version (Optional)
Removes translations and deactivates 10-digit triggers
Unlocks E9-1-1 records

Deletes CNAM/Line information database records
Terminates end user billing

Submits CARE LSP Change transaction to Old IXC
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Wireline UNE-L to Wireline Full Facilities-Based Service with LNP
(Scenario 4C) (continued)

e Loop Provider (LP)

o Sends Local Response (Confirmation) to the Old Local
Service Provider (Old LSP)

o Disconnects Loop

o Sends provisioning completion notice to Old Local Service
Provider (Old LSP)

o Sends billing completion notice (if applicable)
e Directory Service Provider (DSP)

o Sends Local Response (Confirmation) to the New Local
Service Provider (New LSP)

o Removes old Directory Listing(s)
o Establishes new Directory Listing(s)

o Sends Directory Completion notice(s) to the New Local
Service Provider (New LSP)

e New Interexchange Carrier (New IXC)

o Processes New LSP CARE transaction
¢ Old Interexchange Carrier (Old IXC)

o Processes Old LSP CARE transaction
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9.4.4 Wireline Full Facilities-Based Service to Wireline Full
Facilities-Based Service with LNP (Scenario 4D)

Migrations of this type include:

e Full Facilities-Based Service to Full Facilities-Based Service

Scenario Description:

e This migration involves a change from the facilities of one provider
to the facilities of a new provider, while retaining the end user’s
telephone number.

e The New Local Service Provider (New LSP) serves the end user via
its own switch and Loop (becoming New NSP).

e The Old Local Service Provider (Old LSP) serves the end user via its
own switch and Loop (Old NSP).

e The Directory Service Provider (DSP) remains unchanged
throughout the migration.

Carrier Designations:

e The New Local Service Provider (New LSP):
o Has the incoming relationship with the end user
o Is the New Network Service Provider (New NSP)

e The Old Local Service Provider (Old LSP):
o Has the outgoing relationship with the end user
o Is the Old Network Service Provider (Old NSP)

e The Directory Service Provider (DSP):
o Remains constant throughout migration
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Wireline Full Facilities-Based Service to Wireline Full Facilities-
Based Service with LNP (Scenario 4D) (continued)

New LSP
interfaces with
end user

—————— e

New LSP submits
CSR/CSI request

Y

1
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2
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v
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Wireline Full Facilities-Based Service to Wireline Full Facilities-
Based Service with LNP (Scenario 4D) (continued)

Process
Step Owner Description
1 New Local Service Interfaces with the End User

Provider (New LSP)

2

New Local Service
Provider (New LSP)

Requests Customer Service Records
(CSR)/Customer Service Information
(CSI)) from the Old LSP as identified in
the Pre-Order section of this document.

Additionally, this request includes an
indication of a need for Directory
Listing(s) Information. Submission
method will be dependent upon
individual provider requirements.

Old Local Service
Provider (Old LSP)

Sends Customer Service Records
(CSR)/Customer Service Information
(CSI)) response as identified in the Pre-
Order section of this document.

Additionally, this response includes
Directory Listing(s) Information. Return
method will be dependent upon
individual provider requirements.

New Local Service
Provider (New LSP)

Establishes new full facilities-based
loop(s) to end user

New Local Service
Provider (New LSP)

Submits Local Service Request (LSR) to
Old LSP to port TN(s)

Old Local Service
Provider (Old LSP)

Upon receipt of a valid Local Service
Request (LSR), sends Local Response
(Confirmation) to New LSP

Old Local Service
Provider (Old LSP)

Sends Local Service Request (LSR) to
Directory Service Provider (DSP) to
remove listing following Due Date (DD)
Note: Individual provider business
requirements may vary

Directory Service
Provider (DSP)

Upon receipt of a valid Local Service
Request (LSR) sends Local Response
(Confirmation) to Old LSP
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Wireline Full Facilities-Based Service to Wireline Full Facilities-
Based Service with LNP (Scenario 4D) (continued)

Process
Step Owner Description
9 New Local Service Submits Local Service Request (LSR) to

Provider (New LSP)

Directory Service Provider (DSP) to
establish Directory Services, such as:

e Directory Assistance

e Directory Listings

e Publication

e Delivery

10

Directory Service
Provider (DSP)

Upon receipt of a valid Local Service
Request (LSR), sends Local Response
(Confirmation) to the New LSP with the
New LSP Purchase Order Number
(PON), confirmed Due Date (DD) and
New DSP Order Number

Note: Some providers do not issue
service orders for the directory portion
and therefore would not provide the
DSP Order Number

11

New Local Service
Provider (New LSP)

Creates subscription version in NPAC
prior to Due Date (DD) to allow
sufficient time for NPAC timer
expiration intervals as reflected in
NANC Inter-Service Provider Flows

Alternately: Old LSP creates the
subscription version(s) upon receipt and
processing of New LSP’s LSR. In this
alternate scenario, the New LSP must
concur with the subscription version(s)
created or the migration will not be able
to be completed.

12

New Local Service
Provider (New LSP)

Builds translations (Required) and
builds 10-digit trigger(s)
(Recommended) in switch prior to Due
Date (DD)

13

Old Local Service
Provider (Old LSP)

Activates 10-digit trigger(s) prior to Due
Date (DD)
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Wireline Full Facilities-Based Service to Wireline Full Facilities-
Based Service with LNP (Scenario 4D) (continued)

Process
Step Owner Description
14 Old Local Service Optional: Concurs with the subscription
Provider (Old LSP) version in NPAC as reflected in NANC
Inter-Service Provider Flows
15 New Local Service Activates the number port(s) within the
Provider (New LSP) NPAC database on Due Date (DD)
16 Number Portability Sends Broadcast Notification to Local
Administration Service Management Systems (LSMS)
Center (NPAC) databases that migration has taken
place
17 New Local Service Deactivates 10-digit trigger(s)
Provider (New LSP) (Recommended) when provided, on Due
Date (DD) following completion of
port(s). Conditional, dependent on Step
12.
18 Old Local Service Removes translations and deactivates
Provider (Old LSP) 10-digit trigger(s) no earlier than Due
Date (DD)
19 Old Local Service Unlocks the E9-1-1 database records
Provider (Old LSP) no earlier than Due Date (DD)
20 Old Local Service Deletes the CNAM/Line information
Provider (Old LSP) database records no earlier than Due
Date (DD)
21 Old Local Service Sends CARE transaction to Old
Provider (Old LSP) Interexchange  Carrier (Old IXC)
advising of change of Local Service
Provider (See Section 5—- TCSI 2231)
22 Directory Service Assigns directory listing to New LSP and
Provider (DSP) sends Completion Notification
(Directory)
23 New Local Service Migrates and locks E9-1-1 database
Provider (New LSP) record
24 New Local Service Updates CNAM/Line information
Provider (New LSP) database records
25 New Local Service Sends CARE transaction to New

Provider (New LSP)

Interexchange Carrier (IXC) (See Section
5— TCSI 2033 /20XX)
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Wireline Full Facilities-Based Service to Wireline Full Facilities-
Based Service with LNP (Scenario 4D) (continued)

Process
Step Owner Description

26 Old Local Service Disconnects full facilities-based loop(s)
Provider (Old LSP)

27 Old Local Service Terminates end user billing
Provider (Old LSP)

28 Old Interexchange Processes Old LSP CARE transaction(s)
Carrier (Old IXC) advising of change of Local Service

Provider (See Section 5—- TCSI 2231)
29 New Interexchange Processes New LSP CARE transaction(s)

Carrier (New IXC)

(See Section 5—- TCSI 2033 /20XX)
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Wireline Full Facilities-Based Service to Wireline Full Facilities-
Based Service with LNP (Scenario 4D) (continued)

Responsibilities by Carrier

e New Local Service Provider (New LSP)/New Network Service
Provider (New NSP)

o

(e}

o

o

(e}

Interfaces with and obtains authority from end user
Acquires current CSR/CSI
Establishes new loops(s) to end user

Submits LSR to Old Local Service Provider (Old LSP)/Old
NSP requesting to port telephone number(s)

Submits LSR to Directory Service Provider (DSP)
Creates subscription version in NPAC

Builds translations (Required) and builds 10-digit triggers(s)
(Recommended)

Activates number port(s) in NPAC

Deactivates 10-digit trigger(s) if used

Migrates and locks E9-1-1 records

Updates CNAM/Line information database records
Submits CARE transaction to New IXC

e 0Old Local Service Provider (Old LSP)/Old Network Service Provider
(Old NSP)

o

(e}

Responds to CSR request

Sends Local Response (Confirmation) to New Local Service
Provider (New LSP)

Submits LSR to DSP to remove Directory Listing(s)
Activates 10-digit trigger

Concurs with subscription version (Optional)
Removes translations and deactivates 10-digit triggers
Unlocks E9-1-1 records

Deletes CNAM/Line information database records
Terminates end user billing

Submits CARE LSP Change transaction to Old IXC
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Wireline Full Facilities-Based Service to Wireline Full Facilities-
Based Service with LNP (Scenario 4D) (continued)

o Disconnects old loop(s)
e Directory Service Provider (DSP)

o Sends Local Response (Confirmation) to the New Local
Service Provider (New LSP)

o Sends Local Response (Confirmation) to the Old Local
Service Provider (Old LSP)

o Removes old Directory Listing(s)
o Establishes new Directory Listing(s)

o Sends Directory Completion notice(s) to the New Local
Service Provider (New LSP)

e New Interexchange Carrier (New IXC)

o Processes New LSP CARE transaction
¢ Old Interexchange Carrier (Old IXC)

o Processes Old LSP CARE transaction
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9.4.5 Wireline Full Facilities-Based Service to Wireline UNE-L with
LNP (Scenario 4E)

Migrations of this type include:
e Full Facilities-Based Service to UNE-L
Scenario Description:

e This migration involves a change from the facilities of one provider
to the Switch of the New Local Service Provider (New LSP)
combined with a new Loop from the New Loop Provider, while
retaining the end user’s telephone number.

e The New Local Service Provider (New LSP) serves the end user via
its own switch (becoming New Switch Provider) and an unbundled
Loop leased from a Loop provider (LP).

e The Old Local Service Provider (Old LSP) serves the end user via its
own switch and Loop (Old NSP).

e The Directory Service Provider (DSP) remains unchanged
throughout the migration.

Carrier Designations:

e The New Local Service Provider (New LSP):

o Has the incoming relationship with the end user
o Is the New Network Switch Provider

e The Old Local Service Provider (Old LSP):

o Has the outgoing relationship with the end user

o Is the Old Network Service Provider (Old NSP).
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Wireline Full Facilities-Based Service to Wireline UNE-L with LNP
(Scenario 4E) (continued)

New LSP New LSP submits 0Old LSP returns New LSP subt_‘nits LSR New LP sends Local
interfaces CSR/CSI request to CSR/CSI to to Loop Provider (LP) Response
with [ Old LSP New LSP p{ for new unbundled »1 (Confirmation) to
end user 2 3 loop(s) New LSP
1 4 5
|
Y
New LSP submits Old LSP sends Local DSP sends Local
LSR to Old LSP to Response Old LSP submits Response
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6 LSP 8 LSP
7 9
\ 2
DSP sends Local
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11
|
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12 loop Notice(s)
- . . 16 to New LSP
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M (recommended) prior to
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13 *
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P trigger prior to due date > : New LSP completes any ort(s) in NPAC on Due
14 (optional) necessary field work s P
15 18 Date
19
Old LSP removes v ]
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10-digit trigger(s) no NPAC broadcasts New LSP deactivates 10-
earlier than Due Date il ported information to digit trigger(s) on Due Date
all appropriate 1 (Conditional - dependent
22 database providers on 13)
20 21
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5—; on Due Date P New LSP migrates &
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3 8 27
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L New Lo Tull faciites based | | ©1d LsP terminates New L5
and sends Directory end user billing 33
Completion Notification - loop(s) 31
26 30
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Wireline Full Facilities-Based Service to Wireline UNE-L with LNP
(Scenario 4E) (continued)

Process
Step Owner Description
1 New Local Service Interfaces with the End User

Provider (New LSP)

2

New Local Service
Provider (New LSP)

Requests Customer Service Records
(CSR)/Customer Service Information
(CSI)) from the Old LSP as identified in
the Pre-Order section of this document.

Additionally, this request includes an
indication of a need for Directory
Listing(s) Information. Submission
method will be dependent upon
individual provider requirements.

Old Local Service
Provider (Old LSP)

Sends Customer Service Records
(CSR)/Customer Service Information
(CSI)) response as identified in the Pre-
Order section of this document.

Additionally, this response includes
Directory Listing(s) Information. Return
method will be dependent upon
individual provider requirements.

New Local Service
Provider (New LSP)

Submits Local Service Request (LSR) to
Loop Provider (LP) to request new
Loop(s)

New Loop Provider
(New LP)

Upon receipt of a valid LSR, sends Local
Response (Confirmation) to the New LSP
with the New LSP Purchase Order
Number (PON), confirmed Due Date
(DD) and LP Order Number

New Local Service
Provider (New LSP)

Submits Local Service Request (LSR) to
Old LSP to port TN(s)

0Old Local Service
Provider (Old LSP)

Upon receipt of a valid Local Service
Request (LSR), sends Local Response
(Confirmation) to New LSP
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Wireline Full Facilities-Based Service to Wireline UNE-L with LNP
(Scenario 4E) (continued)

Process
Step Owner Description
8 Old Local Service Sends Local Service Request (LSR) to
Provider (Old LSP) Directory Service Provider (DSP) to
remove listing following Due Date (DD)
Note: Individual provider business
requirements may vary
9 Directory Service Upon receipt of a valid Local Service
Provider (DSP) Request (LSR) sends Local Response
(Confirmation) to Old LSP
10 New Local Service Submits Local Service Request (LSR) to
Provider (New LSP) Directory Service Provider (DSP) to
establish Directory Services, such as:
e Directory Assistance
e Directory Listings
e Publication
e Delivery
Note: Some providers may allow this to
be included in step 4
11 Directory Service Upon receipt of a valid Local Service

Provider (DSP)

Request (LSR), sends Local Response
(Confirmation) to the New LSP with the
New LSP Purchase Order Number
(PON), confirmed Due Date (DD) and
New DSP Order Number

Note: Some providers do not issue
service orders for the directory portion
and therefore would not provide the
DSP Order Number
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Wireline Full Facilities-Based Service to Wireline UNE-L with LNP
(Scenario 4E) (continued)

Process
Step Owner Description
12 New Local Service Creates subscription version in NPAC
Provider (New LSP) prior to Due Date (DD) to allow
sufficient time for NPAC timer
expiration intervals as reflected in

NANC Inter-Service Provider Flows

Alternately: Old LSP creates the
subscription version(s) upon receipt and
processing of New LSP’s LSR. In this
alternate scenario, the New LSP must
concur with the subscription version(s)
created or the migration will not be able
to be completed.

13 New Local Service Builds translations (Required) and
Provider (New LSP) builds 10-digit trigger(s)
(Recommended) in switch prior to Due
Date (DD)
14 Old Local Service Activates 10-digit trigger(s) prior to Due
Provider (Old LSP) Date (DD)
15 Old Local Service Optional: Concurs with the subscription
Provider (Old LSP) version in NPAC as reflected in NANC
Inter-Service Provider Flows
16 New Loop Provider Installs new loop(s) on Due Date (DD)
(New LP)
17 New Loop Provider Sends Completion Notice(s) to New LSP
(New LP) based on local provider business rules
18 New Local Service Completes work at switch, collocation
Provider (New LSP) location and end user’s premise as
required.
19 New Local Service Activates the number port(s) within the
Provider (New LSP) NPAC database on Due Date (DD)
20 Number Portability Sends Broadcast Notification to Local

Administration
Center (NPAC)

Service Management Systems (LSMS)
databases that migration has taken
place
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Wireline Full Facilities-Based Service to Wireline UNE-L with LNP
(Scenario 4E) (continued)

Process
Step Owner Description
21 New Local Service Deactivates 10-digit trigger(s)
Provider (New LSP) (Recommended) when provided, on Due
Date (DD) following completion of
port(s). Conditional, dependent on Step
13.
22 Old Local Service Removes translations and deactivates
Provider (Old LSP) 10-digit trigger(s) no earlier than Due
Date (DD)
23 Old Local Service Unlocks the E9-1-1 database records
Provider (Old LSP) no earlier than Due Date (DD)
24 Old Local Service Deletes the CNAM/Line information
Provider (Old LSP) database records no earlier than Due
Date (DD)
25 Old Local Service Sends CARE transaction to Old
Provider (Old LSP) Interexchange  Carrier (Old IXC)
advising of change of Local Service
Provider (See Section 5—- TCSI 2231)
26 Directory Service Assigns directory listing to New LSP and
Provider (DSP) sends Completion Notification
(Directory)
27 New Local Service Migrates and locks EO9-1-1 database
Provider (New LSP) record
28 New Local Service Updates CNAM/Line information
Provider (New LSP) database records
29 New Local Service Sends CARE transaction to New
Provider (New LSP) Interexchange Carrier (IXC) (See Section
5— TCSI 2033/20XX)
30 Old Local Service Disconnects old loop(s)
Provider (Old LSP)
31 Old Local Service Terminates end user billing
Provider (Old LSP)
32 Old Interexchange Processes Old LSP CARE transaction(s)
Carrier (Old IXC) advising of change of Local Service
Provider (See Section 5- TCSI 2231)
33 New Interexchange Processes New LSP CARE transaction(s)

Carrier (New IXC)

(See Section 5— TCSI 2033/20XX)
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Wireline Full Facilities-Based Service to Wireline UNE-L with LNP
(Scenario 4E) (continued)

Responsibilities by Carrier

e New Local Service Provider (New LSP)/New Switch Provider

o

o

(e}

o

(e}

Interfaces with and obtains authority from end user
Acquires current CSR/CSI
Submits LSR to New Loop Provider requesting new Loop

Submits LSR to Old LSP/Switch Provider requesting to port
telephone number(s)

Submits LSR to Directory Service Provider (DSP)
Creates subscription version in NPAC

Builds translations (Required) and builds 10-digit trigger(s)
(Recommended)

Completes any necessary field work

Activates number port(s) in NPAC

Deactivates 10-digit trigger(s) if used

Migrates and locks E9-1-1 records

Updates CNAM/Line information database records
Submits CARE transaction to New IXC

e 0Old Local Service Provider (Old LSP)/Old NSP

o

o

Responds to CSR request

Sends Local Response (Confirmation) to New Local Service
Provider (New LSP)

Submits LSR to DSP to remove Directory Listing(s)
Activates 10-digit trigger

Concurs with subscription version (Optional)
Removes translations and deactivates 10-digit triggers
Unlocks E9-1-1 records

Deletes CNAM/Line information database records
Terminates end user billing

Submits CARE LSP Change transaction to Old IXC
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Wireline Full Facilities-Based Service to Wireline UNE-L with LNP
(Scenario 4E) (continued)

o Disconnects old loop(s)
e New Loop Provider (New LP)

o Sends Local Response (Confirmation) to New Local Service
Provider (New LSP)

o Installs new Loop(s)

o Sends provisioning completion notice to New Local Service
Provider (New LSP)

o Sends billing completion notice (if applicable)
e Directory Service Provider (DSP)

o Sends Local Response (Confirmation) to the New Local
Service Provider (New LSP)

o Sends Local Response (Confirmation) to the Old Local
Service Provider (Old LSP)

o Removes old Directory Listing(s)
o Establishes new Directory Listing(s)

o Sends Directory Completion notice(s) to the New Local
Service Provider (New LSP)

e New Interexchange Carrier (New IXC)

o Processes New LSP CARE transaction
e Old Interexchange Carrier (Old IXC)

o Processes Old LSP CARE transaction
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9.5 Wireless Scenarios

Migrations of this type include:

Wireline Resale/UNE-P to Wireless Service (Network and Local)
Wireline Full Facilities-Based to Wireless Service (Network and
Local)

Wireline UNE-L to Wireless Service (Network and Local)

Wireless Service (Network and Local) to Wireline Full Facilities-
Based

Wireless Service (Network and Local) to Wireline UNE-L
Wireless Service to Wireline Resale/UNE-P (TBD - To be
documented in a future release)

Wireless Service to Wireless Service

Wireless Type 1 Scenarios (TBD — To be documented in a future
release)

Note: All migration scenarios involve Local Number Portability (LNP).

9-101







ATIS-0405300-0002
Issued August 19, 2005

9.5.1 Wireline Resale/UNE-P to Wireless Service (Network and
Local) with LNP (Scenario 5A)

Migrations of this type include:
e Wireline Resale/UNE-P to Wireless Service

Scenario Description:

e This migration involves disconnecting the existing loop while
retaining the end user’s telephone number.

e The Wireless New Network Service Provider (New NSP) serves the
end user via its own Switch.

e The Wireline Old Local Service Provider (Old LSP) serves the end
user via bundled services leased from a Wireline Network Service
Provider (NSP).

e The Wireline Old Network Service Provider (Old NSP) as the
Directory Service Provider (DSP) provides the current End User
Wireline Directory Services. End User Wireline Directory Services
may or may not be retained by the Wireless New Network Service
Provider (New NSP) after the Number Port.

Carrier Designations:

e Wireless New Network Service Provider (New NSP):
o Has the incoming relationship with the end user
o Has the relationship with the Old Network Service Provider
(Old NSP)
e Wireline Old Local Service Provider (Old LSP):
o Has the outgoing relationship with the end user
e Wireline Old Network Service Provider (Old NSP):
o Is the Directory Service Provider (DSP) for the existing end
user’s directory services
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Wireline Resale/UNE-P to Wireless Service (Network and Local) with
LNP (Scenario 5A) (continued)
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Wireline Resale/UNE-P to Wireless Service (Network and Local) with
LNP (Scenario 5A) (continued)

Process
Step Owner Description
1 Wireless New Interfaces with End User requesting

Network Service
Provider (New NSP)

Porting of Wireline TN(s) to Wireless
Service.

Wireless New
Network Service
Provider (New NSP)

New NSP Requests Customer Service
Records (CSR)/Customer Service
Information (CSI) from the Old LSP
using the OBF documented process
identified in the Pre-Order section of
this document.

Alternately: submits CSR/CSI request
to the NSP where offered based on local
business practices. In some cases the
NSP may provide the available
information. However, this information
may not convey the total picture of the
end user’s configuration.

Note: Recommended as best practice
approach to minimize LSR processing
errors. Not a required step for LSR
submission.

Wireline Old Local
Service Provider (Old
LSP)

Note: Wireline Old
LSP or alternately
NSP returns
CSR/CSI based on
local business
practices

Sends Customer Service Records
(CSR)/Customer Service Information
(CSI) response using the OBF
documented process identified in the

Pre-Order section of this document.

Note: Conditional based on step 2
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Wireline Resale/UNE-P to Wireless Service (Network and Local) with
LNP (Scenario 5A) (continued)

Process
Step Owner Description
4 Wireless New Submits Local Service Request (LSR) to

Network Service
Provider (New NSP)

Old NSP to port TN(s). (When the New
NSP is a Wireless Service Provider, the
End User Directory Services, at the New
NSP’s option, may not be retained.)

5 Wireline Old Network | Upon receipt of a valid Local Service
Service Provider Request (LSR), sends Local Response
(NSP) (Confirmation) to the New NSP
6 Wireless New Creates subscription version in NPAC
Network Service prior to Due Date (DD) to allow
Provider (New NSP) sufficient time for NPAC timer
expiration intervals as reflected in
NANC Inter-Service Provider Flows
Alternately: Old NSP creates the
subscription version(s) upon receipt and
processing of New NSP’s LSR. In this
alternate scenario, the New NSP must
concur with the subscription version(s)
created or the migration will not be able
to be completed.
7 Wireless New Builds translations in switch no later
Network Service than Due Date (DD)
Provider (New NSP)
8 Wireline Old Network | Activates 10-digit trigger(s) prior to Due
Service Provider (Old | Date (DD)
NSP)
9 Wireline Old Network | Optional: Concurs with the subscription
Service Provider (Old | version in NPAC as reflected in NANC
NSP) Inter-Service Provider Flows
10 Wireless New Activates the number port(s) within the

Network Service
Provider (New NSP)

NPAC database on Due Date (DD)
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Wireline Resale/UNE-P to Wireless Service (Network and Local) with
LNP (Scenario SA) (continued)

Process
Step Owner Description
11 Number Portability Sends Broadcast Notification to Local
Administration Service Management Systems (LSMS)
Center (NPAC) databases that migration has taken
place
12 Wireline Old Network | Removes translations and deactivates

Service Provider (Old
NSP)

10-digit trigger(s) (Recommended)
earlier than Due Date (DD)

no

13 Wireline Old Network | Deletes the E9-1-1 database records no
Service Provider (Old | earlier than Due Date (DD)

NSP)

14 Wireline Old Network | Deletes the CNAM/Line information
Service database records no earlier than Due
Provider (Old NSP) Date (DD)

15 Wireless New Updates CNAM and optionally updates
Network Service line information database records
Provider (New NSP)

16 Wireless New Optional: Sends CARE transaction to
Network Service New Interexchange Carrier (IXC) (See
Provider (New NSP) Section 5- TCSI 2033 /20XX)

17 New Interexchange Optional: Processes New NSP CARE
Carrier (New IXC) transaction(s) (See Section 5- TCSI

2033 /20XX)

18 Old Network Service | Sends Completion Notice(s) (Service

Provider (Old NSP) Order) to New NSP. Optional, based on
Old NSP business practices.
19 Wireless New Optionally receives Old NSP Completion

Network Service
Provider (New NSP)

Notice and updates appropriate service
records.
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Wireline Resale/UNE-P to Wireless Service (Network and Local) with
LNP (Scenario SA) (continued)

Process
Step Owner Description
20 Wireline Old Network | Sends completion notice to New LSP
Service Provider (Old
NSP)
21 Wireline Old Network | Sends Provider Notification (Line Loss
Service Provider (Old | Notification) to Old LSP
NSP)
22 Wireline Old Local Sends CARE transaction to Old
Service Provider (Old | Interexchange  Carrier (Old IXC)
LSP) advising of change of Local Service
Provider (See Section 5- TCSI 2231)
23 Wireline Old Local Terminates end user billing
Service Provider (Old
LSP)
24 Old Interexchange Processes Old NSP CARE transaction(s)
Carrier (Old IXC) advising of change of Local Service
Provider (See Section 5—- TCSI 2231)
25 Wireline Old Network | Removes End User Wireline Directory

Service Provider (Old
NSP)

Services.

Note: When the New NSP is a Wireless
Service Provider, the End User Wireline
Directory Services may or may not be
retained based on Customer/Provider
negotiations.
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Wireline Resale/UNE-P to Wireless Service (Network and Local) with
LNP (Scenario 5A) (continued)

Responsibilities by Carrier

e Wireless New Local Service Provider (New LSP)/Wireless New
Network Service Provider (New NSP)

o

(e}

o

o

Interfaces with and obtains authority from end user
Acquires current CSR/CSI (Recommended)

Submits LSR to Old NSP requesting to port telephone
number(s)

Creates subscription version in NPAC
Builds translations
Activates number port(s) in NPAC

Updates CNAM and optionally updates line information
database records

Submits CARE transaction to New IXC (Optional)

e Wireline Old Local Service Provider (Old LSP)

o

o

o

o

Responds to CSR/CSI request
Processes Old NSP Loss Notification
Terminates end user billing

Submits CARE transaction to Old IXC

e Wireline Old Network Service Provider (NSP)/Directory Service
Provider (DSP)

o

o

Alternately: Responds to CSR/CSI request

Sends Local Response (Confirmation) to the New Network
Service Provider (New NSP)

Activates 10-digit trigger
Concurs with subscription version (Optional)

Sends provisioning completion notice to New Network Service
Provider (New NSP)

Sends Provider Notification (Line Loss Notification) to Old
Local Service Provider (Old LSP)

Removes translations and deactivates 10-digit triggers
Unlocks and deletes E9-1-1 records
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Wireline Resale/UNE-P to Wireless Service (Network and Local) with
LNP (Scenario 5A) (continued)

o Deletes CNAM/Line information database records

o As DSP, removes old Wireline Directory Listing(s)
e New Interexchange Carrier (New IXC)

o Processes Wireless New LSP CARE transaction (Optional)
¢ Old Interexchange Carrier (Old IXC)

o Processes Wireline Old LSP CARE transaction
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9.5.2 Wireline Full Facilities-Based Service to Wireless Service
(Network and Local) with LNP (Scenario 5B)

Migrations of this type include:
e Wireline Full Facilities-Based Local Service to Wireless Service.
Scenario Description:

e This migration involves a change from the facilities of one provider
to the facilities of a new provider, while retaining the end user’s
telephone number.

e The Wireless New Network Service Provider (New NSP) serves the
end user via its own switch.

e The Wireline Old Local Service Provider (Old LSP) serves the end
user via its own switch and Loop (Old NSP).

e The Wireline Old Network Service Provider (Old NSP) as the
Directory Services Provider (DSP) provides the current End User
wireline Directory Services. End User wireline Directory Services
may or may not be retained by the Wireless New Network Service
Provider (New NSP) after the Number Port.

Carrier Designations:

e Wireless New Network Service Provider (New NSP):
o Has the incoming relationship with the end user
e Wireline Old Local Service Provider (Old LSP):
o Had the outgoing relationship with the end user
o Is the Wireline Old Network Service Provider
e Directory Service Provider (DSP):
o Provides the current end user directory services
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Wireline Full Facilities-Based Service to Wireless Service (Network
and Local) with LNP (Scenario 5SB) (continued)
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Wireline Full Facilities-Based Service to Wireless Service (Network
and Local) with LNP (Scenario 5SB) (continued)

Process
Step Owner Description
1 Wireless New Service | Interfaces with an End User requesting

Provider (New NSP)

Porting of Wireline TN(s) to Wireless
Service.

2 Wireless New Requests Customer Service Records
Network Service (CSR)/Customer Service Information
Provider (New NSP) (CSI) from the Old LSP using the OBF

documented process identified in the
Pre-Order section of this document.
Note: Recommended as best practice
approach to minimize LSR processing
errors. Not a required step for LSR
submission.

3 Wireline Old Local Sends Customer Service Records
Service Provider (Old | (CSR)/Customer Service Information
LSP) (CSI) response using the OBF

documented process identified in the
Pre-Order section of this document.
Note: Conditional based on step 2

4 Wireless New Submits Local Service Request (LSR) to

Network Service Old LSP to port TN(s)
Provider (New NSP)
S Wireline Old Local Upon receipt of a valid Local Service

Service Provider (Old
LSP)

Request (LSR), sends Local Response
(Confirmation) to New NSP
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Wireline Full Facilities-Based Service to Wireless Service (Network
and Local) with LNP (Scenario 5SB) (continued)

Process
Step Owner Description
6 Wireless New Creates subscription version in NPAC
Network Service prior to Due Date (DD) to allow
Provider (New NSP) sufficient time for NPAC timer
expiration intervals as reflected in

NANC Inter-Service Provider Flows.

Alternately: Old NSP creates the
subscription version(s) upon receipt and
processing of New NSP’s LSR. In this
alternate scenario, the New NSP must
concur with the subscription version(s)
created or the migration will not be able
to be completed.

7 Wireless New Builds translations in switch no later
Network Service than Due Date (DD)

Provider (New NSP)

8 Wireline Old Local Activates 10-digit trigger(s) prior to Due
Service Provider (Old | Date (DD)

LSP)

9 Wireline Old Local Optional: Concurs with the subscription
Service Provider (Old | version in NPAC as reflected in NANC
LSP) Inter-Service Provider Flows

10 Wireless New Activates the number port(s) within the
Network Service NPAC database on Due Date (DD)
Provider (New NSP)

11 Number Portability Sends Broadcast Notification to Local
Administration Service Management Systems (LSMS)
Center (NPAC) databases that migration has taken

place

12 Wireline Old Local Removes translations and deactivates
Service Provider (Old | 10-digit trigger(s) no earlier than Due
LSP) Date (DD)

13 Wireline Old Local Deletes the E9-1-1 database records no

Service Provider (Old
LSP)

earlier than Due Date (DD)
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Wireline Full Facilities-Based Service to Wireless Service (Network
and Local) with LNP (Scenario 5SB) (continued)

Process
Step Owner Description

14 Wireline Old Local Deletes the CNAM/Line information
Service Provider (Old | database records no earlier than Due
LSP) Date (DD)

15 Wireless New Updates CNAM and optionally updates
Network Service line information database records
Provider (New NSP)

16 Wireless New Optional: Sends CARE transaction to
Network Service New Interexchange Carrier (IXC) (See
Provider (New NSP) Section 5- TCSI 2033 /20XX)

17 New Interexchange Processes New LSP CARE transaction(s)
Carrier (New IXC) (See Section 5- TCSI 2033/20XX)

(Conditional based on step 16)

18 Wireline Old Local Sends LSP Change CARE transaction to
Service Provider (Old | Old Interexchange Carrier (Old IXC)
LSP) advising of change of Local Service

Provider (See Section 5— TCSI 2231)

19 Wireline Old Processes Old LSP CARE transaction(s)
Interexchange Carrier | advising of change of Local Service
(Old IXC) Provider (See Section 5—- TCSI 2231)

20 Wireline Old Local Sends Completion Notice (Service
Service Provider (Old | Order) to New NSP
LSP)

21 Wireline Old Local Disconnects loop(s)

Service Provider (Old
LSP)

22 Wireline Old Local Terminates end user billing
Service Provider (Old
LSP)

23 Wireline Old Local As a function of their Network Service

Service Provider (Old
LSP)

Provider responsibilities, removes
wireline Directory Services following
Due Date (DD)

Note: When the New NSP is a Wireless
Service Provider, the End User wireline
Directory Services may or may not be
retained based on Customer/Provider
negotiations.
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Wireline Full Facilities-Based Service to Wireless Service (Network
and Local) with LNP (Scenario 5SB) (continued)

Responsibilities by Carrier

e Wireless New Network Service Provider (New NSP)

o

o

(e}

(e}

Interfaces with and obtains authority from end user
Acquires current CSR/CSI (Recommended)

Submits LSR to Old Local Service Provider (Old LSP)/Old
NSP requesting to port telephone number(s)

Creates subscription version in NPAC
Builds translation(s)
Activates number port(s) in NPAC

Updates CNAM and optionally updates line information
database records

Submits CARE transaction to New IXC (Optional)

e Wireline Old Local Service Provider (Old LSP)/Wireline Old Network
Service Provider (Old NSP)

o

(e}

e}

o

Responds to CSR request

Sends Local Response (Confirmation) to Wireless New
Network Provider (New NSP)

Activates 10-digit trigger

Concurs with subscription version (Optional)

Removes translations and deactivates 10-digit trigger(s)
Deletes E9-1-1 record(s)

Deletes CNAM/Line information database record(s)
Submits CARE transaction to Old IXC

Disconnects loop(s)

Disconnects Wireline Directory Services

Terminate end user billing

e New Interexchange Carrier (New IXC)

(e}

Processes Wireless New LSP CARE transaction(s) (Optional)

e Old Interexchange Carrier (Old IXC)

o

Processes Wireline Old LSP CARE transaction(s)
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9.5.3 Wireline UNE-L to Wireless Service (Network and Local) with
LNP (Scenario 5C)

Migrations of this type include:
e Wireline UNE-L to Wireless Service
Scenario Description:

e This migration involves disconnecting an existing Loop while
retaining the end user’s telephone number.

e The Wireless New Network Provider (New NSP) serves the end user
via its own Switch.

e The Wireline Old Local Service Provider (Old LSP) serves the end
user via its own Switch (Old Switch Provider) and an unbundled
Loop leased from a Loop Provider (LP).

e The Wireline Old Loop Provider (Old LP) as the Directory Services
Provider (DSP) provides the current End User wireline Directory
Services. End User wireline Directory Services may or may not be
retained by the Wireless New Network Service Provider (New NSP)
after the Number Port.

Carrier Designations:

e Wireless New Network Provider (New NSP):

o Has the incoming relationship with the end user

e Wireline Old Local Service Provider (Old LSP):

o Has the outgoing relationship with the end user
o Is the Old Switch Provider

e Wireline Loop Provider (LP):

o Has the relationship with the Old Local Service Provider (Old
LSP) for the Unbundled Loop

o Is the Directory Service Provider (DSP) for the existing end
user directory services
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Wireline UNE-L to Wireless Service (Network and Local) with LNP
(Scenario 5C) (continued)
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014 L3P deletes EZ-1-1
e reconls no earlisr than Due
Diate. 13

014 L3F deletes CHAM, Line
P information datsbase records
no earhier than Chae Date.

0ld L3P sends L3P change

CARE transacton to Old LT,
— 18

Zld ISP sends Completion
" Notice to New NSP. 20

014 L3F sends 1L3F to

—Lb L F/D3F to Disconmect

wireline Directory Services
22

Old L3P zernvds LSE to O1d
LP to Disconnect
Urbundled Loop

24

Herw MEF updates CHAM and
optonally updates line mfarmation
databasze Fecords 15

¥
HNew N3P zends CAFE transacton to
L [OpHonal]
15

New [HC proceszez CARE
Transaction. [Conditional -
depends on step 16) 17

Old IXC  proceszes CARE

Neww MBF updates Service Fecords.
21

TEP/LP recerves LAE and sends
Local FEesponse [Confirmation] to
Cld L3F.

23

Old P recermes Dizconnect LEF and
zends Local Fesponse [Confirmation)
to Cld L3F 25

Transactions.

19

Old L3F terminates end
user billing
26

9-117







ATIS-0405300-0002
Issued August 19, 2005

Wireline UNE-L to Wireless Service (Network and Local) with LNP
(Scenario 5C) (continued)

Process
Step Owner Description
1 Wireless New Interfaces with an End User requesting

Network Service
Provider (New NSP)

Porting of Wireline TN(s) to Wireless
Service.

2 Wireless New Requests Customer Service Records
Network Service (CSR)/Customer Service Information
Provider (New NSP) (CSI)) from the Old LSP using the OBF

documented process identified in the
Pre-Order section of this document.
Note: Optional - Recommended as best
practice approach to minimize LSR
processing errors. Not a required step
for LSR submission.

3 Wireline Old Local Sends Customer Service Records
Service Provider (Old | (CSR)/Customer Service Information
LSP) (CSI)) response using the OBF

documented process identified in the
Pre-Order section of this document.
Note: Conditional based on step 2.

4 Wireless New Submits Local Service Request (LSR) to

Network Service Old LSP to port TN(s)
Provider (New NSP)
5 Wireline Old Local Upon receipt of a valid Local Service

Service Provider (Old
LSP)

Request (LSR), sends Local Response
(Confirmation) to New NSP

9-118








ATIS-0405300-0002
Issued August 19, 2005

Wireline UNE-L to Wireless Service (Network and Local) with LNP
(Scenario 5C) (continued)

Process
Step Owner Description
6 Wireless New Creates subscription version in NPAC

Network Service
Provider (New NSP)

prior to Due Date (DD) to allow
sufficient time for NPAC timer
expiration intervals as reflected in

NANC Inter-Service Provider Flows.

Alternately: Old LSP creates the
subscription version(s) upon receipt and
processing of New NSP’s LSR. In this
alternate scenario, the New LSP must
concur with the subscription version(s)
created or the migration will not be able
to be completed.

7 Wireless New Builds translations in switch prior to
Network Service Due Date (DD)

Provider (New NSP

8 Wireline Old Local Activates 10-digit trigger(s) prior to Due
Service Provider (Old | Date (DD)

LSP)

9 Wireline Old Local Optional: Concurs with the subscription
Service Provider (Old | version in NPAC as reflected in NANC
LSP) Inter-Service Provider Flows

10 Wireless New Activates the number port(s) within the
Network Service NPAC database on Due Date (DD)
Provider (New NSP)

11 Number Portability Sends Broadcast Notification to Local
Administration Service Management Systems (LSMS)
Center (NPAC) databases that migration has taken

place

12 Wireline Old Local Removes translations and deactivates
Service Provider (Old | 10-digit trigger(s) no earlier than Due
LSP) Date (DD)

13 Wireline Old Local Deletes the E9-1-1 database records no
Service Provider (Old | earlier than Due Date (DD)

LSP)
14 Wireline Old Local Deletes the CNAM/Line information

Service Provider (Old
LSP)

database records no earlier than Due
Date (DD)
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Wireline UNE-L to Wireless Service (Network and Local) with LNP
(Scenario 5C) (continued)

Process
Step Owner Description

15 Wireless New Updates CNAM and optionally updates
Network Service line information database records
Provider (New NSP)

16 Wireless New Optional: Sends CARE transaction to
Network Service New Interexchange Carrier (IXC) (See
Provider (New NSP) Section 5— TCSI 2033 /20XX)

17 New Interexchange Processes New LSP CARE transaction(s)
Carrier (New IXC) (See Section 5- TCSI 2033/20XX)

(Conditional — depends on step 16)

19 Wireline Old Local Sends LSP Change CARE transaction to
Service Provider (Old | Old Interexchange Carrier (Old IXC)
LSP) advising of change of Local Service

Provider (See Section 5—- TCSI 2231)

20 Old Interexchange Processes Old LSP CARE transaction(s)

Carrier (Old IXC) advising of change of Local Service
Provider (See Section 5—- TCSI 2231)

21 Wireline Old Local Sends Completion Notice to New NSP
Service Provider (Old | (May optionally send a  Billing
LSP) Completion Notice)

22 Wireless New Local Receives Old LSP Completion Notice
Service Provider (New | and updates appropriate Service
NSP) Records.

23 Wireline Old Local Sends Local Service Request (LSR) to
Service Provider (Old | Loop Provider (LP) in their role as
LSP) Directory Service Provider (DSP) to

remove listing following Due Date (DD)
Note: Individual provider business
requirements may vary

24 Directory Service Upon receipt of a valid Local Service
Provider (DSP)/Loop | Request (LSR) sends Local Response
Provider (LP) (Confirmation) to Old LSP

25 Old Local Service Sends LSR to Old LP to disconnect

Provider (Old LSP)

Unbundled Loop.
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Wireline UNE-L to Wireless Service (Network and Local) with LNP
(Scenario 5C) (continued)

Process
Step Owner Description
26 Old Loop Provider Receives Old LSP Disconnect LSR and
(Old LP) sends Local Service Response
(Confirmation) May optionally send a
Billing Completion Notice)
27 Old Local Service Terminates end user billing

Provider (Old LSP)
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Wireline UNE-L to Wireless Service (Network and Local) with LNP
(Scenario 5C) (continued)
Responsibilities by Carrier
e Wireless New Network Provider ( New NSP)
o Interfaces with and obtains authority from end user
o Acquires current CSR/CSI (Recommended)

o Submits LSR to Old Local Service Provider (Old LSP)/Switch
Provider requesting to port telephone number(s)

o Creates subscription version in NPAC

o Builds translation and optionally builds 10-digit trigger(s)
o Activates number port(s) in NPAC

o Deactivates 10-digit trigger(s) if used

o Updates CNAM and optionally updates line information
database records

o Submits CARE transaction to New IXC (Optional)

e Wireline Old Local Service Provider (Old LSP)/Wireline Old Switch
Provider

o Responds to CSR request

o Sends Local Response (Confirmation) to Wireless New
Network Service Provider (New NSP)

o Submits LSR to Loop Provider to disconnect Loop

o Submits LSR to LP/DSP to remove Wireline Directory
Listing(s)

o Activates 10-digit trigger

o Concurs with subscription version (Optional)

o Removes translations and deactivates 10-digit trigger(s)
o Unlocks and deletes E9-1-1 record(s)

o Deletes CNAM/Line information database record(s)

o Submits CARE transaction to Old IXC

o Terminates end user billing

e Wireline Loop Provider (LP) /Directory Service Provider (DSP)
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Wireline UNE-L to Wireless Service (Network and Local) with LNP
(Scenario 5C) (continued)

o As DSP, removes old Wireline Directory Listing(s)
o As DSP, sends Directory Completion notice(s)
o Disconnects Loop

o Sends provisioning completion notice to Old Local Service
Provider (Old LSP)

o Sends billing completion notice (if applicable)
e New Interexchange Carrier (New IXC)

o Processes Wireless New LSP CARE transaction (Optional)
¢ Old Interexchange Carrier (Old IXC)

o Processes Wireline Old LSP CARE Change transaction
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9.5.4 Wireless Service (Network and Local) to Wireline Full
Facilities-Based Service with LNP (Scenario SD)

Migrations of this type include:

e Wireless Service to Wireline Full Facilities-Based Local Service.

Scenario Description:

e This migration involves establishing new end user service while
retaining the end user’s telephone number(s) and establishing the
following end user services:

o

o
o
o

End User Directory Services

End User E9-1-1 Service

End User CNAM/Line information database

End User Interexchange Carrier Access (long distance)
Service

e The Wireline New Local Service Provider (New LSP) serves the end
user via its own switch and loop, becoming the New Network
Service Provider (New NSP).

e The Wireless Old Network Service Provider (Old NSP) serves the
end user via its own switch.

Carrier Designations:

e Wireline New Local Service Provider (New LSP):
o Has the incoming relationship with the end user
o Is the New Network (Facilities — switch and loop) Service

Provider (New NSP)

e Wireless Old Network Service Provider (Old NSP):
o Has the outgoing relationship with the end user
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Wireless Service (Network and Local) to Wireline Full Facilities-
Based Service with LNP (Scenario 5D) (continued)

Newe HEP establishes End Neww LEP submits LEE to Old
User Local Loop. H3P to Port TH[s|] on Due
2 — Date
3
Cld MEF recerres L3R and
provides Local Fesponse
[Confirmation] to Mew L3P, HPAC broadcasts ported
4 nformation to all appropnate
data base providers.
New N3P activates 9
[ number part(s] in NPAC —_—
Heww ISP creates on Thae Date 8
—F subsoripton wersion in i
NFAC 5
Hew NEP deactrrates 10-dizit
tiggerfz)] on  Dus  Date
[Conditonal - depends o
Herw MEP buailds step &) 10
translations [Feguired] and
" buids 10dizit tigger|s]
[Recommended) in switch Old N3P concurs with L
prior to Due Date. & subslcnph.on PErEOL. Cld ME P remowes translations
[Optional) 7 no earlier thaw Dus Date
» 11
]
¥
HNewr L3P creates CHAM /Line
— | Old MEF deletes CHAM and infarmation database records
opbomally deletes hine HRE
tfcrmation database records
no earlier than Due Date. ¥
12
Newr LS F creates and locks ES-1-1

14

¥
Neew L3P coordinates/establiches
End Uszer Divectory Services.
15

¥ Nenwe [HZ processes CARE
Meww L3P sends CARE transacton to = Trmnsachon. 17
Mewe [HC
16
Old MEF sends L3P change Old DI processes CARE
L | CARE transacton to Cld TEC. M Trmnsactons. [Cphonal -
[Cphonal) 18 depenids on step 18]
[ 3 19
Qld N3F terminates end user
billing 20
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Wireless Service (Network and Local) to Wireline Full Facilities-
Based Service with LNP (Scenario 5D) (continued)

Process
Step Owner Description

1 Wireline New Local Interfaces with an End User requesting
Service Provider (New | Porting of Wireless TN(s) to Wireline
LSP) Service.

2 Wireline New Network | Establishes End User Local Loop.
Service Provider (New
NSP)

3 Wireline New Local Submits Local Service Request (LSR) to
Service Provider (New | Wireless Old NSP to port TN(s)
LSP)

4 Wireless Old Network | Upon receipt of a valid Local Service

Service Provider (Old
NSP)

Request (LSR), sends Local Response
(Confirmation) to Wireline New LSP

5 Wireline New Network | Creates subscription version in NPAC
Service Provider (New | prior to Due Date (DD) to allow
NSP) sufficient time for NPAC timer
expiration intervals as reflected in
NANC Inter-Service Provider Flows.
Alternately: Wireless Old NSP creates
the subscription version(s) upon receipt
and processing of Wireline New LSPs
LSR. In this alternate scenario, the
Wireline New NSP must concur with the
subscription version(s) created or the
migration will not be able to be
completed.
6 Wireline New Network | Builds translations (Required) and
Service Provider (New | builds 10-digit trigger(s)
NSP) (Recommended) in switch prior to Due
Date (DD)
7 Wireless Old Network | Concurs with the subscription version
Service Provider (Old |in NPAC as reflected in NANC Inter-
NSP) Service Provider Flows (Optional)
8 Wireline New Network | Activates the number port(s) within the

Service Provider (New
NSP)

NPAC database on Due Date (DD)
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Wireless Service (Network and Local) to Wireline Full Facilities-
Based Service with LNP (Scenario SD) (continued)

Process
Step Owner Description
9 Number Portability Sends Broadcast Notification to Local
Administration Service Management Systems (LSMS)

Center (NPAC)

databases that migration has taken
place

10 Wireline New Network | Deactivates 10-digit trigger(s)
Service Provider (New | (Recommended) when provided, on Due
NSP) Date (DD) following completion of
port(s). Conditional, dependent on Step
6.
11 Wireless Old Network | Removes translations no earlier than
Service Provider (Old | Due Date (DD)
NSP)
12 Wireless Old Network | Deletes the CNAM and optionally
Service Provider (Old | deletes line information database
NSP) records no earlier than Due Date (DD)
13 Wireline New Local Creates CNAM/Line information
Service Provider (New | database records
LSP)
14 Wireline New Local Creates and Locks E9-1-1 Records
Service Provider (New
LSP)
15 Wireline New Local Coordinates End User Directory
Service Provider (New | Services.
LSP)
Note: When the New LSP is the DSP,
the New LSP will establish the end
user’s directory services
16 Wireline New Local Sends CARE transaction to New
Service Provider (New | Interexchange Carrier (IXC) (See Section
LSP) 5— TCSI 2033 /20XX)
17 New Interexchange Processes CARE transaction(s) (See
Carrier (New IXC) Section 5— TCSI 2033 /20XX)
18 Wireless Old Network | Sends Change CARE transaction to Old

Service Provider (Old
NSP)

Interexchange  Carrier (Old IXC)
advising of change of Local Service
Provider (See Section 5- TCSI 2231)
(Optional)
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Wireless Service (Network and Local) to Wireline Full Facilities-
Based Service with LNP (Scenario 5D) (continued)

Process
Step Owner Description

19 Old Interexchange Processes CARE transaction(s) advising

Carrier (Old IXC) of change of Local Service Provider (See
Section 5— TCSI 2231) (Optional)

20 Wireless Old Network | Terminates end user billing
Service Provider (Old
NSP)
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Wireless Service (Network and Local) to Wireline Full Facilities-
Based Service with LNP (Scenario 5D) (continued)

Responsibilities by Carrier

Wireline New Local Service Provider (New LSP)/Wireline New
Network Service Provider (New NSP)

o

(e}

o

o

Interfaces with and obtains authority from end user

Submits LSR to Wireless Old Network Service Provider (Old
NSP) requesting to port Wireless telephone number(s)

Establishes new loops(s) to end user
Creates subscription version in NPAC

Builds translations and builds 10-digit trigger(s)
(Recommended)

Activates number port(s) in NPAC

Deactivates 10-digit trigger(s) (Conditional)

Creates CNAM/Line information database records
Creates and Locks E9-1-1 Records.
Coordinates/Establishes End User Directory Services
Submits CARE transaction to New IXC

Wireless Old Network Service Provider (Old NSP)

o

o

o

Sends Local Response (Confirmation) to New Local Service
Provider (New LSP)

Concurs with subscription version (Optional)

Removes translations and deactivates 10-digit trigger(s)
Deletes CNAM/Line information database records (Optional)
Submits CARE Change transaction to Old IXC (Optional)

Terminates end user billing

New Interexchange Carrier (New IXC)

o

Processes Wireline New LSP CARE Change transaction

Old Interexchange Carrier (Old IXC)

o

Processes Wireless Old NSP CARE Change transaction
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9.5.5 Wireless Service (Network and Local) to Wireline UNE-L (Loop)

with LNP (Scenario S5E)

Migrations of this type include:

Wireless Service to Wireline UNE-Loop.

Scenario Description:

This migration involves establishing a new end user UNE Loop
while retaining the end wuser’s telephone number(s) and
establishing the following end user services:

o End User Directory Services

o End User E9-1-1 Service

o End User CNAM/Line information database

o End User Interexchange Carrier Access (long distance)

Service

The Wireless Old Network Service Provider (Old NSP) serves the
end user via its own Switch.

The Wireline New Local Service Provider (New LSP) serves the end
user via its own Switch and an unbundled loop leased from a Loop
Provider (LP).

The Wireline New Local Service Provider (New LSP) establishes end
user Directory Services via a New Directory Services Provider (New
DSP).

The Wireline New Local Services Provider (New LSP) establishes
end user Long distance Services via a New Interexchange Access
Carrier (New IXC).

The Wireline New Local Service Provider, as the New Switch
Provider, establishes end user E9-1-1 services.

The Wireline New Local Service Provider, as the New Switch
Provider, establishes end user CNAM/Line information database
services.

Carrier Designations:

Wireline New Local Service Provider (New LSP):

Has the incoming relationship with the end user

Is the New Switch Provider (New SP)

Has the relationship with the New Loop Provider (New LP)
Has the relationship with the New Directory Services
Provider (New DSP)

O 0O OO
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Wireless Service (Network and Local) to Wireline UNE-L (Loop) with
LNP (Scenario 5E) (continued)

o Is responsible for establishing end user E9-1-1 Service
o Is responsible for establishing end wuser CNAM/Line
information database Service
o Has the relationship with the New Interexchange Access
Carrier (New IXC)
e Wireless Old Network Service Provider (Old NSP)

o Has the outgoing relationship with the end user
o Is the Old Network Service Provider (Old NSP)

e Wireline New Loop Provider (New LP) has the relationship with the
Wireline New Local Service Provider (New LSP) and may also be the
New Directory Services Provider (New DSP)

e New Interexchange Access Carrier (New IXC) has a relationship
with the New Wireline Local Service Provider (New LSP)
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Wireless Service (Network and Local) to Wireline UNE-L (Loop) with

LNP (Scenario 5E) (continued)

Mew L3P submits THE

Mew LP recerves L3F and
zends Local Fesponss

TMew [SP Loop(s] L3R with Desired
imterfaces wth —pe [hae Date to New LF. 2 e [Confirmation] with Loop(s)
Erd User 1 (EEISE
Old NEP provides Local MNewe L3P submits LEE to Ol
— FRespmse [Confirmation) & M3F to Port TH 5] on Desired
with Duae Date to New LEP Lz Date. 4
5
Neww HEP activates NEAC broadcasts ported
— Mew I\SP F:reata o ‘rP muraber port(s] in NPAZ ~ ———M information to all appropriate
sub soription wersion in on Dhae Diate El data base providers. 10
MPATZ &
Meww N3P blds i . ..
—  farnclatons ['Raqwred] and Mew MBF deactvates 10-digit

builds 10-digit bizer(s)
[Fecommended) in swwtch
prior to Due Date. 7

h 4

—

Cild N3P conecwrs wath
subscripton wersinn.

[Opticnal] 8

trigger{s] on [we Date
[Conditional — depends on
step 7) 11

¥

Cld N3P removes translations
no earhier than Due Date 12

Old N3P deletes CHAM and
optionally deletes line
informaton database records
no earher than Fort Due
Drate. 13

O1d NEP zends NEP change
CARE transachon to Old IHC.

[(Optional) o

L3
MNew L3P creates CIHAM ! Line
information datshass Records no
earlisr than Port Thas Date. 14

¥

Mew L3P creates and locks E2-1-1
Fecord. 15

¥

Mew L3P zends L3F to DEF to
estab hish Directory Services
16

¥

Mew L3P sends CARE transscton to
Henw [HC.
18

—

D3R mwcerres walid [SE and sends
Local Fesponze [Confirmation) to
Mew L3E

— 17

Mew [HZ processes CARE
Transachon. 19

Cll DT proceszes CARE

r

Old NEF zend=s Com pletion
Motice to Mew NSP. [(Cphonal)

22—

Mew L3P updates Service Fecords.
[Cptional based on step 23]
3

Transactons, [Cptional based
on shep 20] 21

MNeww LP zendds Completion
Notice to new L3P, [Optonal] =
24

Mew L3P recaives [P completion Notice
and updates records. [Optonal based on
step 24| 25

Cld M3F terminates end user

— billing o
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Wireless Service (Network and Local) to Wireline UNE-L (Loop) with
LNP (Scenario 5E)

Process
Step Owner Description
1 Wireline New Local Interfaces with an End User requesting

Service Provider (New
LSP)

Porting of Wireless TN(s) to Wireline
Service

2 Wireline New Local Submits a UNE Loop LSR to the New
Service Provider (New | Loop Provider (New LP) with a Desired
LSP) Due Date for the UNE Loop(s) service
3 Wireline New Loop Upon receipt of a valid UNE Loop LSR,
Provider (New LP) sends a Local Response (Confirmation)
to the Wireline New LSP with a Due
Date for delivery of the UNE Loop(s)
(Loop Due Date)
4 Wireline New Local Submits a Local Number Portability
Service Provider (New | Service Request to the  Wireless Old
LSP) NSP to port Wireless TN(s) on the
Desired Due Date
S Wireless Old Network | Upon receipt of a valid Local Number
Service Provider (Old | Portability Service Request, sends a
NSP) Local Response (Confirmation) to the
Wireline New LSP with a Due Date for
Porting of the Wireless TN(s) (Port Due
Date)
6 Wireline New Creates the subscription version in

Network Service
Provider (New NSP)

NPAC prior to the Port Due Date (DD) to
allow sufficient time for NPAC timer
expiration intervals as reflected in
NANC Inter-Service Provider Flows

Alternately: The Wireless Old NSP
creates the subscription version(s) upon
receipt and processing of New Wireline
LSP’s Local Number Portability Service
Request. In this alternate scenario, the
Wireline New LSP must concur with the
subscription version(s) created by the
Wireless Old NSP or the migration will
not be able to be completed.
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Wireless Service (Network and Local) to Wireline UNE-L (Loop) with
LNP (Scenario 5E)

Process
Step Owner Description
7 Wireline New Network | Builds translations (Required) and
Service Provider (New | builds 10-digit trigger(s)
NSP) (Recommended) in the switch prior to
the Port Due Date (DD)
8 Wireless Old Network | Concurs with the Wireline New NSP
Service Provider (Old | subscription version in NPAC as
NSP) reflected in NANC Inter-Service Provider
Flows (Optional)
9 Wireline New Network | Activates the number port(s) within the
Service Provider (New | NPAC database on the Port Due Date
NSP) (DD)
10 Number Portability Sends Broadcast Notification to the

Administration
Center (NPAC)

Local Service Management Systems
(LSMS) databases that migration has
taken place

11 Wireline New Deactivates 10-digit trigger(s)
Network Service (Recommended) when provided, on Due
Provider (New NSP) Date (DD) following completion of
port(s). Conditional, dependent on Step
7.
12 Wireless Old Network | Removes translations no earlier than
Service Provider (Old | Port Due Date (DD)
NSP)
13 Wireless Old Network | Deletes the CNAM and optionally
Service Provider (Old | deletes line information database
NSP) records no earlier than Port Due Date
(DD)
14 Wireline New Local Creates CNAM/Line information
Service Provider (New | database records no later than Port Due
LSP) Date (DD)
15 Wireline New Local Creates and Locks E9-1-1 Database
Service Provider (New | Record no later than Port Due Date
LSP) (DD)
16 Wireline New Local Sends a Directory Services Request LSR

Service Provider (New
LSP)

to the New Directory Service Provider
(DSP)
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Wireless Service (Network and Local) to Wireline UNE-L (Loop) with
LNP (Scenario 5E)

Process
Step Owner Description
17 New Directory Receives New LSP Directory Services
Services Provider Request LSR and sends a Local Service
(New DSP) Response (Confirmation)
18 Wireline New Local Sends CARE transaction to New
Service Provider (New | Interexchange Carrier (IXC) (See Section
LSP) 5— TCSI 2033/20XX)
19 New Interexchange Processes New LSP CARE transaction(s)
Carrier (New IXC) (See Section 5— TCSI 2033 /20XX)
20 Wireless Old Network | Sends CARE transaction to Old
Service Provider (Old | Interexchange  Carrier (Old IXC)
NSP) advising of change of Local Service
Provider (See Section 5- TCSI 2231)
(Optional)
21 Old Interexchange Processes Wireless Old NSP CARE
Carrier (Old IXC) transaction(s) advising of change of
Local Service Provider (See Section 5-
TCSI 2231) (Optional)
22 Wireless Old Network | Sends Completion Notice to Wireline
Service Provider (Old | New LSP (Optional)
NSP)
23 Wireline New Local Receives Wireless Old NSP Completion
Service Provider (New | Notice and updates appropriate Service
NSP) Records (Optional)
24 Wireline New Loop Sends UNE Loop Completion Notice to
Provider (New LP) Wireline New Local Service Provider
25 Wireline New Local Receives New Loop Provider Completion
Service Provider (New | Notice and updates service records.
LSP)
26 Wireless Old Network | Terminates end user billing

Service Provider (Old
NSP)
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Wireless Service (Network and Local) to Wireline UNE-L (Loop) with
LNP (Scenario 5E)

Responsibilities by Carrier

e Wireline New Local Service Provider (New LSP)/Switch Provider
(Wireline New Network Provider (New NSP))

o Interfaces with and obtains authority from end user

o Submits LSR to New Loop Provider to establish new UNE
Loop(s)

o Submits LSR to Wireless Old Network Service Provider (Old
NSP)/Switch Provider requesting port of Wireless telephone
number(s)

o Creates subscription version in NPAC

o Builds translations (Required) and builds 10-digit trigger(s)
(Recommended)

o Activates number port(s) in NPAC

o Deactivates 10-digit trigger(s) if used

o Creates CNAM/Line information database records
o Creates and Locks E9-1-1 Records

o Submits Directory Services Request to New directory
Services Provider to establish end user Directory Services

o Submits CARE transaction to New IXC
e Wireless Old Network Service Provider

o Sends Local Response (Confirmation) to Wireline New Local
Service Provider (New LSP)

o Concurs with subscription version (Optional)
o Removes translations

o Deletes CNAM and optionally deletes line information
database records

o Submits CARE LSP Change transaction to Old IXC (Optional)

o Sends Completion Notice to New Wireline Local Service
Provider (Optional)

o Terminates end user billing

e Wireline New Loop Provider (LP)
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Wireless Service (Network and Local) to Wireline UNE-L (Loop) with
LNP (Scenario 5E)

o Sends Local Response (Confirmation) to Wireline New Local
Service Provider

o Sends Local Service Completions Notice to Wireline New
Local Service Provider

e New Directory Services Provider

o Sends Local Service Response (Confirmation) to Wireline New
Local Services Provider

e New Interexchange Access Carrier (New IXC)
o Processes Wireline New LSP CARE transaction
e Old Interexchange Carrier (Old IXC)

o Processes Wireless Old LSP CARE Change transaction
(Optional)
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9.5.6 Wireless Service Provider to Wireline Resale/UNE-P (Scenario
5F)

Note: This section is currently being developed and will be included in
future releases of this document.

9.5.7 Wireless Service Provider to Wireless Service Provider
Note: Wireless to wireless migration guidelines can be found in the

Wireless Intercarrier Communications Interface Specification (WICIS) for
Local Number Portability document (ATIS-0409001-XXXX).
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9.6 Data Scenarios

Migrations of this type include:

Basic Data (DSL to DSL)

Line Sharing (TBD - To be documented in a future release)
Line Splitting (TBD — To be documented in a future release)
Loop Splitting (TBD — To be documented in a future release)
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9.6.1 Wireline Basic Data (DSL to DSL) Migration (Scenario 6A)
Migrations of this type include:

e UNE-L to UNE-L with Reuse of Loop facilities
Scenario Description:

e This migration involves reusing the existing Loop. The New Data
Provider (New DP) serves the end user via its own switch, becoming
the New Switch Provider (New SP), and reusing the same
unbundled Loop from the same Loop Provider (LP).

e The Old Data Provider (Old DP) serves the end user via its own
switch, Old Switch Provider (Old SP), and an unbundled Loop from
the Loop Provider (LP).

e Loop reuse requires coordination between the Loop Provider (LP)
and New Data Provider (New DP) to move loop from an old
collocation location to a new collocation location.

Carrier Designations:

e New Data Provider (New DP):
o Has the incoming relationship with the end user
o Is the New Switch Provider (New SP)

e Old Data Provider (Old DP):
o Has the outgoing relationship with the end user
o Is the Old Switch Provider (Old SP)

e Loop Provider (LP):
o Remains constant throughout the migration
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Wireline Basic Data (DSL to DSL) Migration (Scenario 6A) (continued)

New DP
interfaces
with
end user
1

N DP
subn:nls CSR/ Old DP returns
- == g CSl request to CSR/CSI to
Old DP New DP
2 3
New DP Old DP sends

submits LSR to
Old DP to
reuse loop(s)
4

Local Response
(Confirmation) to
New DP
5

New DP
submits LSR to

LP sends Local
Response
(Confirmation) to

L LP to reuse New DP for loop
loop(s)
6 reuse
7
New DP
builds
translations
in switch prior
to Due Date
8
P
LP LP sends Provider
transfers loop sends Completion Notification
to New DP on Notice(s) (PN)
Due Date to New DP to Old DP
9 10 (Optional)
11
Old DP
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Wireline Basic Data (DSL to DSL) Migration (Scenario 6A) (continued)

Process
Step Owner Description
1 New Data Provider Interfaces with the End User

(New DP)

2

New Data Provider
(New DP)

Requests Customer Service Records
(CSR)/Customer Service Information
(CSI)) from the Old DP as identified in
the Pre-Order section of this document.

Additionally, this request includes an
indication of a need for the ECCKT(s)
associated with the circuit(s) to be
migrated. Submission method will be
dependent wupon individual provider
requirements.

0Old Data Provider
(Old DP)

Sends Customer Service Records
(CSR)/Customer Service Information
(CSI)) response as identified in the Pre-
Order section of this document.

Additionally, this response includes
ECCKT|(s) associated with circuits to be
migrated. Return method will be
dependent wupon individual provider
requirements.

New Data Provider
(New DP)

Submits Local Service Request (LSR) to
Old DP to:
¢ Request reuse of Loop facilities
e Provide Old Loop Provider (LP)
ECCKT(s)

0Old Data Provider
(Old DP)

Upon receipt of a valid Local Service
Request (LSR), sends Local Response
(Confirmation) to the New DP with the
New DP Purchase Order Number (PON),
confirmed Due Date (DD) and Old DP
Order Number

New Data Provider
(New DP)

Prepares and sends Local Service
Request (LSR) to Loop Provider (LP) to
reuse loop(s)
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Wireline Basic Data (DSL to DSL) Migration (Scenario 6A) (continued)

Process
Step Owner Description
7 Loop Provider (LP) Upon receipt of a valid Local Service
Request (LSR), sends Local Response
(Confirmation) to the New DP with the
New DP Purchase Order Number (PON),
confirmed Due Date (DD) and Loop
Provider (LP) Order Number
8 New Data Provider Builds translations in switch prior to
(New DP) Due Date (DD)
9 Loop Provider (LP) Provides cross connection at New DP
collocation location on Due Date (DD)
10 Loop Provider (LP) Sends Completion Notice(s) to New DP
based on local provider business rules
11 Loop Provider (LP) Sends Provider Notification (Line Loss
Notification) to Old DP. Optionally
provided based on local provider
business rules.
12 New Data Provider Completes work at switch, collocation
(New DP) location and end user’s premise as
required.
13 Old Data Provider Removes translations no earlier than
(Old DP) Due Date (DD)
14 Old Data Provider Terminates end user billing
(Old DP)
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Wireline Basic Data (DSL to DSL) Migration (Scenario 6A) (continued)

Responsibilities by Carrier

e New Data Provider (New DP)/New Switch Provider (New SP)

o

o

(e}

o

o

Interfaces with and obtains authority from end user
Acquires current CSR/CSI

Submits LSR to Old DP/Old Switch Provider (Old SP)
requesting reuse of loop(s)

Submits LSR to Loop Provider (LP) requesting reuse of
Loop(s)

Builds translations prior to the due date

Completes any necessary field work

e Old Data Provider (Old DP)/Old Switch Provider (Old SP)

o

o

o

o

Responds to CSR/CSI request

Sends Local Response (Confirmation) to the New Data
Provider (New DP)

Removes translations no earlier than due date

Terminates end user billing

e Loop Provider (LP)

o

Sends Local Response (Confirmation) to the New Data
Provider (New DP)

Transfers loop(s) to New DP

Sends provisioning completion notice to New Data Provider
(New DP)

Sends billing completion notice (if applicable)

Sends Provider Notification (Line Loss Notification) to Old
Data Provider (Old DP)

Note: Optionally provided based on local provider business rules
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9.6.2 Line Sharing Migrations

Note: This section is currently being developed and will be included in
future releases of this document.

9.6.3 Line Splitting Migrations

Note: This section is currently being developed and will be included in
future releases of this document.

9.6.4 Loop Splitting Migrations

Note: This section is currently being developed and will be included in
future releases of this document.
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10 CROSS REFERENCES

Note: This section is currently being developed and will be included in
future releases of this document.
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11 DEFINITIONS AND ACRONYMS

The definitions below are specific to these Local Service Migration
Guidelines. These same terms may be defined differently in other
documents.

9-1-1 Emergency Service (9-1-1)

Emergency reporting system whereby a caller can dial a common
number, 9-1-1, for all emergency services. May be referred to as Basic 9-
1-1 Emergency Service . Also see Enhanced 9-1-1 Emergency Service

(E9-1-1).

Access Carrier (AC)
Entity responsible for traffic between Local Access and Transport Areas
(LATASs) (i.e. Interexchange Carrier [IXC])

Access Provider (AP)

Entity responsible for traffic originating and terminating within
jurisdictional areas as defined by regulatory agencies (i.e. Local Service
Provider, which may be an ILEC or CLEC (Facility-Based, reseller or UNE
provider))

Account Level

Term generally used to describe features or activities that apply to all
telephone lines of an account as opposed to “line level” which indicates
features or activities associated with a specific telephone line on the
account

Agent
Person or persons legally authorized to order the end user’s telephone
service or equipment from the telephone companies

Authorization
See End User Authorization

Basic Rate Interface (BRI)

Integrated Services Digital Network (ISDN) offering which consists of two
64 Kbps B-channels and one 16 Kbps D-channel. Thus, a BRI user can
have up to 128 Kbps service.

Bundled/Bundled Services
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Act of combining several different services together in a single package
and often offered at a discounted price. For example, Resale and UNE-P
services are considered bundled services.

Company Code (CC)

Unique four character alphanumeric code which must be assigned by
National Exchange Carrier Association (NECA) to all U.S. domestic local
exchange telecommunications providers

CNAM (Caller ID with Name)
Service on local telephone service whereby an end user’s name and
telephone number is delivered to a called party when the end user with
the service originates the call

Customer Account Record Exchange (CARE)

System developed for the exchange of end user account information
between IXCs and LECs to facilitate the provisioning of
telecommunications services

Competitive Local Exchange Carrier (CLEC)

Company certified by the state to compete with local exchange providers
by providing switching and/or network, or by purchasing network
elements from an established local telephone service provider. This term
is used to identify carriers entering the market after The
Telecommunications Act of 1996 to compete with the established, or
incumbent local exchange provider. Also know as Certified Local
Exchange Carrier.

Completion Notification

Notification issued by the Network Service Provider upon completion of
the work requested on a Local Service Request (LSR). See ATIS-
0405123-00XX practice for more information.

Customer Proprietary Network Information (CPNI)
Legal reference to confidential customer network information available to
a telephone company and that should not be shared without end user
consent. CPNI may include the quantity, location, type, amount and use
of local telephone service the end user subscribes to.

Customer Service Record (CSR)

Information maintained by an end wuser’s Service Provider, which
inventories the specific services, features and configuration of that end
user’s telephone service. Also know as Customer Service Information
(CSI).








ATIS-0405300-0002
Issued August 19, 2005

Data Provider (DP)
Provider that administers and bills data services to the end user

Desired Due Date (DDD)
Identifies the date by which the customer desires service

Digital Subscriber Line (DSL)
Technology for bringing high-bandwidth information to homes and small
business over ordinary copper telephone lines

Direct Inward Dialing (DID)

Service of a local phone company (or local exchange carrier) that provides
a block of telephone numbers for calling into a company’s private branch
exchange (PBX) system. Using DID, a company can offer its customers
individual phone numbers for each person or workstation within the
company without requiring a physical line into the PBX for each possible
connection.

Direct Outward Dialing (DOD)

Service of a local phone company (or local exchange carrier) that allows
subscribers within a company’s private branch exchange (PBX) system to
connect to outside lines directly. Using DOD, a company can offer each
person or workstation within the company the ability to dial numbers
direct, without the need to go through an operator or dial other numbers
first.

Directory Assistance (DA)
Provides a caller the ability to get telephone number information. This
information is provided by the Directory Services Provider (DSP).

Directory Listings (DL)

Customer information contained in the telephone directory. This
information may contain the customer’s name, address and other
information that they desire within their individual listing.

Directory Service Provider (DSP)

Entity that receives/implements the local service provider’s directory
services requirements for the end user (e.g. white page and/or yellow
page listings). For some DSPs, this may also include directory
assistance.

Demarcation Point
Point of interconnection at which the telephone service provider’s

equipment ends and the end user’s equipment or premise begins
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Due Date (DD)

Due Date (DD) provided on the Local Response indicates the Service
Providers next available date for workload scheduling at time of receipt of
a valid LSR and may be the same or later than the Desired Due Date
(DDD) requested

Exchange Company Circuit (ECCKT)
Circuit identification commonly used in reference to an end user’s loop.

End State
Description of how the service and equipment configuration should look
on completion of an LSR as requested by the LSP

End User
Customer who receives local exchange and/or inter-exchange service
from a provider and does not resell it to others

End User Authorization

Recorded data that indicates an end user’s legal permission for a service
provider to act as his/her agent when requesting additions, changes, or
deletions to telephone service

Enhanced 9-1-1 Emergency Service (E9-1-1)

Emergency reporting system whereby a caller can dial 9-1-1 for
emergency services. The originating telephone number of the caller is
transmitted to the Public Safety Answering Point (PSAP), where it is
cross-referenced with an address database to determine the caller’s
location.

Full Facilities-Based Provider
Local Service Provider (LSP) who supplies their own switching and plant
(e.g. loop) in order to provide service to their end user

Global Positioning System (GPS)
System for determining latitude and longitude coordinates

Incumbent Local Exchange Carrier (ILEC)
Local exchange carrier providing local service prior to the
Telecommunications Act of 1996

Direct Outward Dialing (DOD)
Service of a local phone company (or local exchange carrier) that allows
subscribers within a company’s private branch exchange (PBX) system to
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connect to outside lines directly. Using DOD, a company can offer each
person or workstation within the company the ability to dial numbers
direct, without the need to go through an operator or dial other numbers
first.

Industry Support Interface (ISI)

Record protocol used by those companies in the exchange of Access
Service Requests (ASRs) and consists of a 1200 byte fixed fielded record,
each data element having its own predetermined portion of the record

Interexchange Carrier (IXC)

Facility-based or resale long distance carriers that provide inter-LATA
connections between Local Access and Transport Areas (LATA). These
carriers may also provide intra-LATA toll.

Jeopardy
Type of Local Response (LR) returned when the Network Service Provider

(NSP) is unable to meet the confirmed Due Date (DD) commitment made
to a trading partner

Letter of Agency (LOA)
See End User Authorization

Line Information Data Base

Any database system utilized by a provider that functions as a
centralized repository for information associated with end user telephone
numbers and special billing numbers. Information in the database
supports call processing including, but not limited to: calling card
validation, operator services handling, branding, and calling name
delivery.

Line Level

Term generally used to describe features or activities associated with a
specific telephone line on an account as opposed to “account level” which
indicates the features or activities that apply to all lines on the account

Line Loss Notification

Notification, from the underlying Network Service Provider (NSP) to the
Old Local Service Provider (LSP), advising of the loss of the end user,
issued upon completion of the appropriate Local Service Request

Local Business Practices
General term wused to include provider specific business rules,
operational practices and state commission orders
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Local Number Portability (from a wireline to a wireless provider)
Ability of an end user to retain the same telephone number when
changing to a Wireless Service Provider within the same local area where
the wireless carrier's coverage area overlaps the rate center in which the
wireline phone number is assigned, provided that the wireless carrier
maintains the number's original rate center designation following the
port

Local Number Portability (to a wireline provider)
Ability of an end user to retain the same telephone number when
changing Local Service Providers within the same rate center

Local Response (LR)

Notification used by a service provider to respond to an LSR with a
confirmed Due Date (DD), jeopardy, or other updated order processing
information. Types of local response include:

e Local Service Confirmation or FOC - Firm Order
Confirmation that the order has been received and established
the Due Date (DD).

¢ Reject - The order has been rejected and all order processing
has stopped.

e Jeopardy - Issued after the FOC to identify a network provider
initiated Due Date (DD) change.

Local Service Confirmation
See Local Response (LR)

Local Service Provider (LSP)

Provider that administers and bills local exchange and related services
for the end user. The LSP interacts directly with the end user. The
following terms identify LSPs with specific roles during the migration
process:

e New Local Service Provider (New LSP) - The provider of record
following the completion of the migration process.

e 0ld Local Service Provider (Old LSP) - The provider of record prior to
the migration process.

LSP ID
Local Service Provider Identification number utilized in the CARE process

Local Service Request (LSR)
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Industry standard document utilized between LSPs and NSPs to install,
change, and/or disconnect local services. Business rules and processes
are defined in the Local Service Ordering Guidelines (LSOG).

Loop
Transmission facility from the NSP’s Main Distribution Frame (MDF) or

its equivalent, to the Network Interface Device (NID) at an end user’s
premises

Loop Provider
See Network Service Provider

Loop Reuse
Retention of the same loop facility when an end user migrates local

service to a New Local Service Provider (New LSP)

Loss Notification

Type of Provider Notification (PN) initiated by the Network Service
Provider (NSP) at the completion of a service migration to notify the Old
Local Service Provider (Old LSP) of the loss of end user facilities

Migration

End user transfers their local telephone service from one LSP to another

e Full Migration - Occurs when the New Local Service Provider (New
LSP) provides disposition for all lines and services on an existing end
user account and no lines remain on that account

e Partial Migration — Occurs when one or more lines and services
remain on the existing end user account with the Old Local Service
Provider (Old LSP)

Network Service Provider (NSP)

Carrier that provides the facilities and equipment components needed to
make up an end user’s local telecommunications service. The following
terms identify NSPs with specific roles during the migration process:

e New Network Service Provider (New NSP) - The provider of record
following the completion of the migration process

e 0Old Network Service Provider (Old NSP) - The provider of record prior
to the migration process

When a carrier provides a portion of the network service (e.g. switch or
loop) the terms “Switch Provider” or “Loop Provider” will be used.

Number Portability Administration Center (NPAC)
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Entity that manages and administers the processes and databases for
Local Number Portability

Purchase Order Number (PON)
Identifies the customer’s unique purchase order of requisition number
that authorizes the issuance of a service request or supplement

Pre-Order Process
Description of the activities that may need to occur prior to the ordering
of service

Primary Interexchange Carrier (PIC)
Carrier designated by the end user to carry their InterLATA long distance
traffic

Primary Rate Interface (PRI

Integrated Services Digital Network (ISDN) offering which consists of 23
B-channels and one 64 Kbps D-Channel in the United States or 30 B-
channels and 1 D-channel in Europe

Private Branch Exchange (PBX)

Telephone system within an enterprise that switches calls between
enterprise users on local lines while allowing all users to share a certain
number of external phone lines. The main purpose of a PBX is to save
the cost of requiring a line for each user to the telephone company’s
central office.

The PBX is owned and operated by the enterprise rather than the
telephone company (which may be a supplier or service provider,
however).

Provider Notification (PN)
Used by the NSP to advise their wholesale customer (e.g. LSP) of changes
that occur after service has been provisioned

Rate Center
Geographic area defined by specific coordinates utilized to determine the
availability of local number portability

Resale Services
Local products and services that are sold wholesale to LSPs-resellers and
subsequently resold to an end user

Retail Services (Retail/Bundled)
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Bundled services where the service provider is the same as the network
provider. This commonly refers to the ILEC, but can also refer to a full
facility-based CLEC provider.

Service Configuration
Type of serving arrangement used by the LSP to provide service to the
end user (E.g., Retail, Resale, UNE-L, UNE-P, etc.)

Service Providers

Term used when referring to all providers involved in supplying service to
the end user, e.g. the Local Service Provider and Network Service
Provider(s)

Switch Provider
See Network Service Provider

10-Digit Trigger
Functionality in a Service Provider’s switch that initiates an LNP
database inquiry to identify the correct switch location for call routing

Activation of the 10-digit trigger permits establishment of translations for
a telephone number in advance of that number being ported to a new
carrier, while allowing that end user to continue to receive their calls.
Triggers also permit translations for a telephone number to remain in
place in a provider’s switch for a period of time following a port to a new
provider, without negative impact to the end user’s call routing.

Transaction Code Status Indicator (TCSI)
Four character numeric code defining a particular type of CARE activity

Transition Information (TI)

Portion of the CSR/CSI provided by the Old Service Provider, upon
request from the New Service Provider, that includes service
configuration and ECCKT(s) with associated telephone number(s).

Type 1

Trunk interconnection between a Mobile
Switching Center (MSC) and a wireline end office switch, where the Type
1 numbers reside, which supports traffic between the MSC and the
Public Switched Telephone Network (PSTN)

Note: The NPA NXX associated with the Type 1 interconnection is
assigned to the ILEC providing the interconnection arrangement and not
the wireless carrier. As a consequence, when the wireless Type 1
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customer elects to port, both the ILEC and the existing wireless carrier
are impacted.

Unbundled Network Elements (UNE) / Unbundled Services

Individual elements of the network, as defined by the Federal
Communications Commission (FCC), that incumbent local telephone
companies must make available to competitors to provide telephone
service to an end user

Unbundled Network Element Loop (UNE-L) Service

Service configuration whereby a Local Service Provider (LSP) provides
local exchange telephone service to an end user utilizing its own switch
facilities combined with a transmission facility (local loop) provided by an
underlying Network Service Provider

Unbundled Network Element Platform (UNE-P) Service

Service configuration where loop and port services are bundled to provide
end-to-end service to the end user. This configuration is commonly
known as UNE-Platform (UNE-P) or also known as Unbundled Network
Elements — Combination.

Unbundled Services
ILEC provided services, separated into individual components and offered
to competitive local service providers (i.e. UNE-L)

Wireless Reseller

Business entity that purchases wireless telecommunications services at
wholesale and sells them to third parties; a wireless service provider that
does not own transmission facilities, but obtains communications
services from a wireless carrier for resale to the public for profit.

Working Telephone Number (WTN)
In-service telephone number associated with a customer or account
record
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ACRONYM

9-1-1
AC

AP
ATIS
BRI
CARE
CC
CLEC
CNAM
CPNI
CSI
CSR
DA
DD
DDD
DEMARC
DID
DL
DOD
DP
DSL
DSP
E9-1-1
ECCKT
GPS
ILEC
ISDN
ISI
IXC
JEP
LEC
LNP
LOA
LP

LR
LSMS
LSOG
LSP
LSP ID
LSR
NANC

Acronyms Glossary

PHRASE

9-1-1 Emergency Service

Access Carrier

Access Provider

Alliance for Telecommunications Industry Solutions
Basic Rate Interface

Customer Account Record Exchange
Company Code

Competitive Local Exchange Carrier
Caller ID with Name

Customer Proprietary Network Information
Customer Service Information
Customer Service Record

Directory Assistance

Due Date

Desired Due Date

Demarcation Point

Direct Inward Dialing

Directory Listings

Direct Outward Dialing

Data Provider

Digital Subscriber Line

Directory Service Provider
Enhanced 9-1-1 Emergency Service
Exchange Carrier Circuit

Global Positioning System
Incumbent Local Exchange Company
Integrated Services Digital Network
Industry Support Interface
Interexchange Carrier

Jeopardy

Local Exchange Carrier

Local Number Portability

Letter of Agency

Loop Provider

Local Response

Local Service Management Systems
Local Service Ordering Guidelines
Local Service Provider

Local Service Provider Identification
Local Service Request

North American Numbering Council
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Acronyms Glossary (continued)

NENA National Emergency Number Association
NID Network Interface Device

NPAC Number Portability Administration Center
NSP Network Service Provider

OBF Ordering and Billing Forum

PBX Private Branch Exchange

PIA Provider Initiated Activity

PIC Primary Interexchange Carrier

PN Provider Notification

PON Purchase Order Number

PRI Primary Rate Interface

PSAP Public Safety Answering Point

SMS Service Management System

SP Switch Provider

TCSI Transaction Code Status Indicator

TI Transition Information

TN Telephone Number

UNE Unbundled Network Element

UNE - L Unbundled Network Element - Loop
UNE - P Unbundled Network Element — Platform
WICIS Wireless Intercarrier Communications Interface Specification
WTN Working Telephone Number
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There is a need for enhancements for the LSMG to include static VoIP scenarios. Static VoIP is aligned with the current wireline environment rate center and geographic constraints. This does not include nomadic or dynamic VoIP services.




Suggested Solution: 


Modify the LSMG as needed.


Related work required for the solution to this issue to be implementable by the industry:


DSC, Wireless (IS), LSMS

Input may be solicited from: NENA, LNPA, NANC




Issue Champion(s):

		Name:

		Steve Moore

		Name:

		



		Company:

		Sprint

		Company:

		



		Telephone:

		913-269-5039

		Telephone:

		



		E-mail Address:

		Steve.moore@sprint.com

		E-mail Address:

		








Resolution Statement: DRAFT Developed Issue 4 of the Local Service Migrations Guidelines  (ATIS-0405300-0004) to include static VoIP scenarios.




Activity Log (can be very brief but this must be regularly updated on a meeting-by-meeting basis and include all agreements reached and action items):
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1200 G Street, NW
Suite 500
Washington, DC 20005

www.atis.org

Ordering and Billing Forum
(OBF)

dean.grady@mci.com

David Thurman
OBF Co-Chair
David. Thurman@mail.sprint.com

John Pautlitz
ATIS Director Industry Forums-OBF

jpautlitz@atis.org

“Developing Standards
that Drive the Business
of Communications and
Information Technology”

July 27, 2005

Paula Jordan
LNPA Working Group Co-Chair
Email: paula.jordan@t-mobile.com

Gary Sacra
LNPA Working Group Co-Chair
Email: gary.m.sacra@verizon.com

Re: Problem Identification & Management (PIM) Issues

During its July quarterly meeting, the Ordering and Billing Forum’s Local Services Ordering
and Provisioning (LSOP) Committee placed Issue 2801 in Initial Closure. This issue
corresponds to Problem Identification & Management (PIM) Issue 44. It was determined that
a streamlined approach to the amount of data exchanged would facilitate the porting process.
The Intermodal Subcommittee (IS) has begun developing this new approach to local number
portability under Issue 2943. A copy of the issue identification form is attached.

The resolution statement to Issue 2801 is as follows:
Agreement was reached to open a new issue (Issue 2943) to begin an analysis of a minimum

data set for an intermodal port. The expectation is that the resolution of this new issue will
resolve Issue 2801.

Thank you,

Jim Mabhler Monet Topps

Verizon SBC

LSOP Committee Co-Chair LSOP Committee Co-Chair

CC: Dean Grady, OBF Co-Chair
Dave Thurman, OBF Co-Chair
John Pautlitz, ATIS Director — Industry Forums - OBF
Alissa Medley, ATIS OBF Project Manager
Yvonne Reigle, ATIS OBF Team Manager
Joe Scolaro, LSOP Subject Matter Expert
Drew Greco, LSOP Committee Administrator
Tom Goode, ATIS Attorney
Steve Moore, LSOP’s Liaison to LNPA
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North American Numbering Council (NANC)


Local Number Portability Administration Working Group (LNPA WG)



November 17, 2005


The North American Numbering Council (NANC) Local Number Portability Administration Working Group (LNPA WG) is an industry forum made up of service providers and vendors responsible for developing and maintaining the process that is followed by all service providers participating in Local Number Portability (LNP), and for the resolution of all industry LNP issues.  The LNPA WG is also responsible for defining the requirements for the national Number Portability Administration Center (NPAC) Service Management System (SMS) and how it interfaces with each service provider's local LNP systems.


The LNPA WG encourages and cordially invites you to join and attend our meetings to address any porting issues you may be experiencing, and to participate in the ongoing development of LNP as telecommunications technology continues to evolve and new providers enter into the Local Number Portability community.  In order for the consumer’s porting experience to be trouble-free and transparent, it is critical that all providers participating in LNP understand the industry’s process and requirements.   The LNPA WG is an open industry forum and there are no fees to join and attend the meetings.  A dial-in conference bridge is also provided for each meeting for those who choose not to attend in person.


Following is our meeting schedule for the remainder of 2005 and for 2006.  

		MONTH

		LNPA WG


MEETING DATES

		HOST

		LOCATION



		

		

		

		



		December 2005

		6th-7th



		Evolving Systems

		Denver, Colorado



		January 2006 

		10th-11th 

		Syniverse

		Tampa, Florida



		February 2006

		No meeting.


2/8/06 reserved for call, if necessary.

		

		



		March 2006

		7th-8th


9th is tentative date for Cross-Regional meeting

		NeuStar

		TBD



		April 2006

		No meeting.


4/12/06 reserved for call, if necessary.

		

		



		May 2006

		9th-10th 

		Sprint/Nextel

		Overland Park, Kansas



		June 2006

		No meeting.


6/14/06 reserved for call, if necessary.

		

		



		July 2006

		11th-12th 

		Canadian Consortium

		TBD



		August 2006

		No meeting.


8/9/06 reserved for call, if necessary.

		

		



		September 2006

		12th-13th 

		Verizon

		TBD



		October 2006

		No meeting.


10/11/06 reserved for call, if necessary.

		

		



		November 2006

		7th-8th 

		SBC

		St. Louis, Missouri



		December 2006

		No meeting.


12/6/06 reserved for call, if necessary.

		

		



		

		

		

		





More information on the LNPA WG, such as past meeting minutes, open and resolved issues, Best Practices document, etc., can be obtained at www.npac.com.  Individuals can be placed on the LNPA WG’s e-mail distribution exploder list by following the instructions after accessing the following link: http://lists.neustar.biz/mailman/listinfo.cgi/lnpa

Please feel free to contact us at anytime if you have any questions regarding the LNPA WG.  We look forward to welcoming you at one of our future meetings.


Sincerely,


Gary Sacra (gary.m.sacra@verizon.com)


Paula Jordan (paula.jordan@t-mobile.com)


Co-Chairs - LNPA WG

PAGE  
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1. 



2. Executive Summary

On August 29, 2005, Hurricane Katrina slammed into the Louisiana, Mississippi, and Alabama Gulf Coast leaving extensive damage in its wake.  Millions of customers were out of service, and there was extensive damage to both wireline and wireless switching centers, facilities, cell sites, and to 9-1-1 call centers.  With many switching centers damaged or totally destroyed by extreme winds and/or flooding, service providers explored ways to expeditiously move telephone numbers into working switches.  The Federal Communications Commission (FCC) temporarily relaxed numbering rules facilitating service providers to move numbers to remote locations without regard to Toll Message Rate Center or Local Access Transport Area (LATA) restrictions.  Service providers began using Local Number Portability (LNP) and/or Number Pooling to move numbers from the non-working switches into working switches in other locations.  This report focuses on the technical aspects of suspending the rules that prohibit porting or pooling outside LATA boundaries.

Moving numbers to working switches was typically more advantageous for wireless subscribers than for wireline subscribers.  When the wireless subscribers were moved to working switches, they had originating service and some terminating service.  With wireline service, no originating or terminating service is possible as there is no facility to the subscriber.  If a wireline number is moved to a working switch, remote call forwarding can be used to route terminating calls to other subscriber locations or to voice mail.


The edit in the NPAC that prevents assignment of out of LATA Location Routing Numbers (LRN) to a ported number or a pooled block was suspended thereby allowing numbers to be ported or pooled across LATA boundaries.  This allowed wireless subscribers to have originating service and some level of terminating service.  It would allow wireline subscribers to forward some terminating calls to other locations or voice mail.  Many calls would not complete because Regional Bell Operating Companies (RBOC) cannot deliver calls across LATA boundaries.  Other calls fail because of trunk group overloading as the groups were not sized to handle the increased loads resulting from the massive unplanned movement of telephone numbers.

The Local Number Portability Administration (LNPA) Working Group considers the actions taken by the North American Numbering Council (NANC) and the FCC to temporarily relax numbering rules to be appropriate, thereby allowing telecommunications service providers to immediately act to restore service to the extent possible.  Moving numbers, even across LATA boundaries, is a viable method, especially for wireless carriers, to restore service.  However, the Working Group believes that many carriers moved numbers across LATA boundaries after Hurricane Katrina without a full understanding of the consequences.  


This document describes situations encountered, lists pros and cons for consideration when moving numbers, and provides recommendations in preparation for future disasters.  


3. Background


On Monday, August 29, 2005, Hurricane Katrina struck the Gulf Coast causing extensive damage in Louisiana, Mississippi, and Alabama.  In addition to the damage caused by hurricane force winds, extensive flooding occurred especially in the vicinity of New Orleans, Louisiana.  The flooding in and around New Orleans was exacerbated by failure of the levies in areas of the city that are actually below sea level.

The destruction caused by Hurricane Katrina put more than 3 million telephone lines out of service in the three states.  There was extensive damage to wireline switching centers and interconnection trunks.  Thirty-eight 9-1-1 call centers were out of service.  The wireless network also sustained considerable damage with more than 1000 cell sites out of service.
  Wireless switching centers were damaged as well.  

Immediately after the hurricane subsided, telecommunications employees began extraordinary efforts to restore service.  Many of these employees had suffered personal losses themselves, but continued to work to restore overall service.  In the tradition of the telecommunications industry, the workers looked for ways to reinstate service as expeditiously as possible.  To that end, number porting and pooling techniques were used to rapidly move subscribers from non-working switches to working switches.  This report analyzes the benefits and drawbacks of such action.

Subsequent to Hurricane Katrina inflicting catastrophic damage to the Louisiana, Mississippi, and Alabama coast lines, Hurricanes Rita and Wilma have hit the Texas-Louisiana coast and southern Florida respectively.  While both caused significant damage, neither was as devastating as Katrina.  This report will concentrate on events associated with Katrina realizing that lessons learned will apply in other disastrous situations.

3.1. Situation

In the aftermath of Katrina, both wireless and wireline telecommunications companies were working to restore service.  Wireline companies had facilities damaged or destroyed by high winds and flooding.  Wireless carriers had cell towers destroyed, and facilities connecting switches to towers destroyed.  Both wireless and wireline carriers had switches that were either damaged or totally destroyed by the hurricane.

Many service providers moved their customers’ telephone numbers from the switches that were out of service to working switches in other locations.  Depending on the type of service provider (wireless or wireline) and the location of the “ported-to” switch, varying service levels were restored using number porting or pooling functionality.    

3.2. Federal Communications Commission Order Suspending Numbering Rules

The FCC adopted and released an order on September 1, 2005, that suspended many numbering rules for a period of 90 days (August 27 to November 27, 2005).  The Commission recognized “that telecommunications service must be restored to the hurricane victims as quickly as possible and we find that waiver of the Commission’s local number portability and number assignment rules is a reasonable and practical means for doing so.” 
 

The Commission waived the rules to the extent necessary to permit carriers to port numbers from the hurricane affected area to remote locations on a temporary basis.  This waiver applied to carriers providing service in the states of Louisiana, Mississippi, and Alabama.  The waiver also applies to the numbering administrators to the extent necessary to support carriers in the affected areas.


3.3. Actions Taken


3.4. Service Provider Actions


With the temporary suspension of porting and pooling location rules, some service providers used LNP or number pooling to move telephone numbers from non-working switches to working switches in other locations.  Effects of moving the numbers will vary depending on whether the numbers are moved within rate center boundaries, across rate center boundaries, or across LATA boundaries.  Effects also depend on the type of network attempting to originate calls to these ported or pooled numbers.  

Moving numbers to another switch serving the same rate center has no negative effects on call routing or rating; however, calls may fail due to overloading of inter-switch trunk groups designed for smaller volumes.  Current LNP rules allow movement within the rate center.  

Moving numbers to a switch that does not serve the porting numbers’ rate center may affect terminating call rating and billing.  Calls will be routed to the number based on the LRN of the new switch.  However, terminating calls will be rated as if the number were still in the original rate center, and calls may fail due to overloading of inter-switch trunk groups.  

If the telephone numbers are moved outside the LATA, routing and billing problems may be encountered in addition to failure of calls caused by overloading inter-switch trunk groups.  In normal circumstances, the NPAC has a software edit that prohibits a service provider from porting a number to an LRN that is outside the LATA.  Section 4 of this document contains a discussion of the issues associated with porting outside the LATA.    

3.5. Changes to the NPAC

The only change made to the NPAC database was to suspend the edit that prevents a service provider from assigning an out of LATA LRN to a ported number or pooled block.  The North American Portability Management (NAPM) LLC approved suspension of the NPAC edit in the Southeast NPAC Region
 on August 31, 2005.  The edit will be restored on November 27, 2005, matching the period of suspension of numbering rules ordered by the FCC.

3.6. Numbers Ported or Pooled Out of LATA to Provide Temporary Service

In the Southeast NPAC Region, approximately 2000 telephone numbers were ported across LATA boundaries after Hurricane Katrina.  Additionally, about 300 blocks of existing numbers (1000 per block) were moved across LATA boundaries using number pooling.  

4. Impacts of Porting or Pooling Numbers Outside the LATA

Porting and pooling numbers outside the LATA to restore service has mixed results.  Depending on the type of carrier, some level of customer service can be restored.  This section describes the effects of porting and pooling out of LATA and the resulting problems encountered in the aftermath of Hurricane Katrina.  Appendix A provides a summary of the pros and cons in matrix format for easy reference.

As stated previously, there were many numbers ported or pooled outside the serving LATAs after Hurricane Katrina.  For example, many numbers were moved from the New Orleans LATA to the Houston LATA.  Due to differences in technology and service, the benefits are much more pronounced for wireless subscribers than for wireline subscribers, but full service is not restored in either case.  It is important for service providers to be aware of all the impacts.

4.1. Wireless Service

If a wireless subscriber’s home switch is out of service but the Home Location Register (HLR) is still in service, that subscriber can originate calls as a roamer/traveler if within range of a working cell tower, but cannot receive calls since terminating calls route through the home switch.  If the HLR is out of service, the subscriber will not have originating or terminating service since there would be no way to register elsewhere as a valid user.
  Porting or pooling a wireless number to a working switch in another LATA gives the customer originating service and some terminating service.  Moving the number creates a new home location, and the subscriber can be served from that switch or register as a roamer/traveler in another area.  Terminating calls will route through the “new” home switch.

When a wireless number is moved to another LATA, the subscriber will have originating telephone service and some degree of terminating service.  Calls from many locations and carriers will complete, however, calls from wireline subscribers in the affected LATA
 that are served by the RBOC will not complete normally.  RBOCs are prohibited from carrying traffic across LATA boundaries.  Calls to these numbers appear to be local, but querying the LNP database will return an out of LATA LRN.  RBOC switch generics are coded to block this type of call or to hand them off to an Inter-exchange carrier (IXC).  

Calls from locations outside the affected LATA to the ported or pooled numbers
 will complete if the calls are queried by the originating carrier or the IXC (N-1 query) and routed to the new switch.  Calls from locations outside the affected LATA that are default routed to the RBOC in the affected LATA will fail.  When such a call reaches the RBOC tandem in the affected LATA, a query is made and an out of LATA LRN is returned.  The RBOC switch is not capable of routing the call across LATA boundaries.  

The inability of RBOC switches to route these calls caused many customer trouble reports after Katrina.  Complaints were received by both the RBOC carrier and the carriers who ported out of LATA.  Not only would calls originated by RBOC customers fail, but any calls to the ported out of LATA numbers that were default routed to the RBOC would fail as well.  In situations where calls are routed to IXCs, billing records are generated for calls that should be routed as local.  This has caused billing confusion and disputes that are still being resolved.  

RBOC switches treat the blocked calls as switching errors and log the failures.  In the case of one switch type, parts of the switch network may be turned down when thresholds are exceeded as the switch logic “believes” that internal problems exist.  

Telecommunications trunk routes are sized to handle forecasted loads.  Moving large quantities of telephone numbers inside or outside of LATA boundaries suddenly routes large volumes of calls over trunk groups that were not sized to handle such loads.  Many customers received “all circuits busy” indications.

There should not be any problems with 9-1-1 call originating service for wireless numbers ported or pooled out of LATA.  However, the NENA representative participating in the study indicated that in some cases call backs failed due to the RBOC inability to route calls across LATA boundaries.  

4.2. Wireline Service

Porting or pooling wireline telephone numbers out of LATA does not offer as many advantages as with wireless numbers.  When a number is moved to a working switch, there is no originating or terminating service as there is no facility to a wireline set.  However, when the number is placed in another switch, remote call forwarding can be used to route the call to another customer location not affected by the disaster, or to a voice messaging system.

If wireline numbers are ported out of LATA, the same routing problems are incurred as with the wireless numbers.  If a number is ported out of LATA, and then remote call forwarded to another location, calls from RBOC customers in the affected LATA will not complete or will be handed off to an IXC.  Many trouble reports were received with the customers complaining that calls to these numbers cannot be completed.  Billing confusion and disputes occur for these local calls that are completed through an IXC.


As with wireless numbers ported or pooled out of LATA, calls from locations outside the affected LATA will complete and be forwarded as long as they are originating or N-1 queried.  Default routed calls to the RBOC switch will fail.


Moving large volumes of numbers to other LATAs would have the same effects on inter-LATA trunk routes as with wireless numbers.  Trunk groups may be overloaded and many calls will receive “all circuits busy” indication.


Failed calls indicate switching errors, and, as described in the previous section, can cause some switch types to remove network elements when thresholds are exceeded.

There was no RBOC porting or pooling out of LATA in the Southeast NPAC Region.


4.3. Administration and Cleanup

After restoration of switches, towers, and facilities, numbers must be moved back to switches in the correct LATA and rate center.  It is imperative that good records of the numbers moved outside the LATA be kept to facilitate prompt restoration in the correct LATA.  

5. Lessons Learned from Porting or Pooling Out of LATA

The carrier representatives involved in generating this report compiled their observations as to “lessons learned.”  These observations are listed below:

1. Due to regulatory restrictions and switch design to comply with those restrictions, inbound calls from RBOC subscribers will fail or be routed through an inter-exchange carrier.


2. Calls routed through an IXC will generate toll charges for local calls and create confusion and billing disputes.


3. Large volumes of customer trouble tickets were generated due to calls from the RBOC failing to complete.


4. More service provider education and/or industry communication is needed to insure that all participants are aware of the benefits and short comings of actions taken.


5. More customer education is needed to explain the impacts of porting their numbers out of LATA and what level of service restoration they can expect in this situation.

6. The time frame to move subscribers to the out of LATA switches was longer than anticipated due to maximum nightly porting/pooling limitations established by the industry.


7. Carriers have experienced problems when porting/pooling the numbers back, and it is taking longer than porting/pooling them out.  (For example, voicemail platform issues, new trunk install issues, facility testing issues, internal system delays, etc.)  

8. Moving large volumes of telephone numbers to another location overloads trunking facilities that were designed for smaller forecasted loads.


9. Accurate record keeping is a must for moving numbers back to the correct locations as service is restored.


10. Moving telephone numbers across LATA boundaries does restore some level of service to many subscribers (especially to wireless subscribers).


Moving numbers to working switches even if out of LATA is a viable method to restore partial service.  However, carriers should be aware of the consequences associated with such action and that full service is not restored.  Other alternatives should be considered before automatically moving numbers across LATA boundaries.  As discussed, many calls will not be delivered due to the design of RBOC switches that cannot carry calls across LATA boundaries.  It is also very significant that trunk groups sized for lesser volumes will be overloaded, and many calls that are routed across the LATA boundary will not be delivered due to unavailability of a trunk facility.

6. Future Steps and Recommendations


The LNPA Working Group recommends that service providers carefully consider alternatives and consequences before porting or pooling numbers out of the serving LATA as a service restoration method.  In general, porting or pooling out of LATA is more advantageous for wireless carriers than for wireline carriers.  Before moving the numbers out of LATA, alternatives such as porting to working switches inside the LATA, or assigning new telephone numbers should be considered.  

Porting or pooling out of LATA allowed service providers to move numbers to working switches on an expedited basis. As a lesson learned from the Katrina experience, continuing evaluation of impacts and alternatives would be advisable before suspension of the NPAC edit in the future.  Suspension of the LATA edit in an NPAC region allows numbers to be ported out of LATA erroneously in other parts of the region not affected by the disaster.  The edit was developed and implemented to stop this troublesome problem.   Some lessons learned comments from providers have indicated that moving the numbers out of LATA was not as easy to do or as much of a cure as they had initially believed it would be.

If porting or pooling numbers out of LATA appears to be advantageous, then it should be done selectively, and records kept for expeditious return to the correct switch.  In such cases, the service providers should make best effort attempts to educate consumers as to expectations.


6.1. Issues for NANC or FCC Consideration

Under the circumstances, the LNPA Working Group believes that the NANC and FCC took appropriate action in relaxing numbering rules and allowing industry bodies and individual carriers to take emergency actions to restore service.  This prompt action allowed service providers to respond quickly.  Relaxing the rules gave the Pooling Administrator, the North American Numbering Plan Administrator, and the North American Portability Management LLC the freedom needed during the disaster recovery.

The LNPA Working Group recommends that the FCC and the NANC take similar actions in any future disastrous situations.  Temporarily relaxing numbering rules will thereby allow service providers to expeditiously make decisions and take action in the best interest of providing service to their customers.  


With the number and variety of telecommunications providers currently serving customers in the United States, the LNPA Working Group feels that more education is needed as to the pros and cons of porting numbers across rate center and LATA boundaries.  The Working Group requests that NANC share information such as contained in this report with its members, the industry associations participating in NANC activities, conferences, etc.  


 Appendix A:  Porting/Pooling Outside the LATA for Disaster Relief “Pros & Cons”


After Hurricane Katrina, number portability and/or number pooling were felt to be effective means of restoring service to customers in the affected areas.  Accordingly, the NPAC edit that prevents porting across LATA boundaries was temporarily suspended.  Some level of service can be restored in some scenarios, but other problems can be introduced.  These problems can be especially pronounced if the numbers are ported across a LATA boundary.  Some of the pros and cons that should be considered are enumerated in this document.

Wireless Service Providers


		· Pros

		· Wireless Customer has originating service at new location if ported to a working switch.  Assumption is that former switch and HLR is no longer in service.


· 9-1-1 access will still function properly for the wireless ported subscriber.


· Customer has partial terminating service at new location.


· Calls from the same wireless carriers will complete.


· Many calls from other wireless carriers will complete.


· Many calls from wireline carriers outside the affected LATA will complete.





		· Cons

		· Cannot receive calls from many wireline subscribers in the affected LATA.


· 9-1-1 callbacks from PSAPs may not complete.


· Trouble reports from customers complaining about failed calls.


· Billing confusion and disputes (locals calls billed as toll calls).


· Possible Trunk route overloading in areas where customers are ported to.


· Default routed calls from non-affected LATAs won’t complete to the customer.  If IXC does not query, LATA tandem in affected LATA will query and receive an LRN that it cannot route out on.


· Potential adverse wireline switch effects.  (Some switch types will automatically take corrective action when call failure thresholds are reached.)


· Administrative recordkeeping and required cleanup.







Wireline Service Providers


		· Pros

		· Can possibly use remote call forwarding from “ported-in” switch to route terminating calls to another customer location and working number or voice mail.  Preference would be to port the customer to a working switch within the affected LATA.





		· Cons

		· No originating service (no facility to customer location).


· Cannot receive calls from many wireline subscribers in the affected LATA.


· 9-1-1 access may or may not work.  Delivery of the caller’s location/address and phone number to the PSAP may not be possible.


· Trouble reports from customers complaining about failed calls.


· Billing errors (locals calls billed as toll calls).


· Possible Trunk route overloading.


· Default routed calls from non-affected LATAs won’t complete.

· Potential adverse wireline switch effects.  (Some switch types will automatically take corrective action when call failure thresholds are reached.)

· Administrative recordkeeping and required cleanup.







Appendix B:  Glossary


FCC

Federal Communications Commission


HLR

Home Location Register


ILEC

Incumbent Local Exchange Carrier


IXC

Inter-exchange Carrier


LATA

Local Access Transport Area


LATA ID
LATA Identification


LNP

Local Number Portability


LNPA

Local Number Portability Administration


LRN

Location Routing Number


NANC

North American Numbering Council


NENA

National Emergency Number Association


NAPM LLC
North American Portability Management Limited Liability Company


NPAC

Number Portability Administration Center

PSAP

Public Safety Answering Point

RBOC

Regional Bell Operating Company


TN

Telephone Number

� Written statement of Kenneth P. Moran, Director, Office of Homeland Security Enforcement Bureau, Federal Communications Commission.  Hearing on Ensuring Operability during Catastrophic Events before the Committee on Homeland Security Subcommittee on Emergency Preparedness, Science, and Technology, US House of Representatives, October 26, 2005.



� FCC Order 05-161, September 1, 2005.



� FCC Order 05-161, September 1, 2005, paragraph 3.



� The NAPM also approved suspension of the LATA edit in the Southwest NPAC Region in connection with Hurricane Rita.  The LATA edit was restored in the Southwest Region on November 7th and is scheduled to be restored in the Southeast region on November 27th.



� The subscriber will still have 9-1-1 access if within range of a working cell tower even if not registered.



� The affected LATA is the LATA where the disaster occurred.  



� As an example, consider that a New Orleans number ports out of LATA to Houston.  If a caller in Nashville were to dial the number, it would be recognized as an inter-LATA call and handed off to an IXC.  The IXC should query the call, receive an LRN for Houston and deliver the call.
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NOVEMBER 2005 LNPA ACTION ITEMS ASSIGNED:


NOTE:  THE ACTION ITEM NUMBERING SCHEME IS AS FOLLOWS:


· FIRST TWO DIGITS DESIGNATE THE MONTH OF THE LNPA MEETING


· SECOND TWO DIGITS DESIGNATE THE YEAR OF THE LNPA MEETING


· LAST TWO DIGITS DESIGNATE THE ACTION ITEM NUMBER


NEUSTAR ACTION ITEMS:


No Action Items were assigned to NeuStar at the November 2005 LNPA meeting.

MARIAN HEARN (CANADIAN CONSORTIUM) ACTION ITEMS:

1105-01:  Marian Hearn, Canadian Consortium, will determine if Canadian Service 


Providers can support a 2/26/06 or 3/26/06 load date for Release 3.3 in the SOW 34 test bed.

GARY SACRA (VERIZON AND LNPA CO-CHAIR) ACTION ITEMS:


1105-02:  Gary Sacra, LNPA Co-Chair, will send the attached letter encouraging 


participation in the LNPA WG, to Paula Jordan, LNPA Co-Chair, for distribution to the VoN, and he will send it to the NANC for distribution to its members, including the associations that sit on the NANC.










[image: image1.emf]LNPA WG  Participation Letter (Final).doc




1105-03:  Gary Sacra, Verizon, will revise the attached contribution on Jurisdiction 


Information Parameter (JIP) to include the attached NIIF Guidelines, and to make it consistent with the NIIF Guidelines in that the JIP is to be sent where technically feasible







[image: image2.emf]VZ COMM JIP  Contribution v2.doc
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1105-04:  Gary Sacra and Paula Jordan, LNPA Co-Chairs, will discuss the next steps for 


the attached Interim Report on Out of LATA Porting and Pooling for Disaster Relief with the NAPM LLC Co-Chairs.










[image: image4.emf]Out of  LATA-FINAL.doc




SERVICE PROVIDER ACTION ITEMS:

1105-05:  Regarding the attached PIM 32 on porting reseller numbers, Service Providers 


are to quantify the average time required to work a port that falls out due to this issue.






[image: image5.emf]PIM 32v4.doc




1105-06:  Service Providers are to submit contributions and/or come prepared to the 


December 2005 LNPA meeting to discuss how to define a separate entity for voting purposes in the LNPA WG.


1105-07:  Service Providers are to come to the December 2005 meeting prepared to 


discuss what steps, if any, they have taken to automate the SPID Migration process in their local systems.


1105-08:  Service Providers are to come to the December 2005 LNPA meeting prepared 


to determine if the group will send a liaison to the INC proposing changes to their Thousand Block Pooling Administration Guidelines (TBPAG) per the attached proposed PIM addressing providers failing to perform the necessary intra-SP ports prior to donating a contaminated block to the pool.
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ACTION ITEMS REMAINING OPEN FROM PREVIOUS LNPA MEETINGS:

0205-04:  Related to Action Item 0205-15, NeuStar will continue to monitor any NPAC 


Help Desk reports of codes opened by the wrong provider, and monitor ongoing SPID migrations for the correction of any codes opened by the wrong provider.  NeuStar will provide readouts at the January 2006 and July 2006 LNPA meetings.


November meeting update:  Item remains Open.  NeuStar will continue to collect data at the Help Desk and during SPID migrations.  This Action Item was modified to reflect that NeuStar will provide readouts at the January 2006 and July 2006 LNPA meetings.

0605-16:  Regarding the attached PIMs 42 and 44, Rob Smith, Syniverse, will develop a 


document that further explains the PIM 42 and 44 issues and why these fields are not necessary for wireless providers, to be used by wireless carriers to explain and work with their ILEC Account Teams.  See related Action Items 0605-08 and 0605-15.
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November meeting update:  Item remains open.

0605-22:  At the June meeting, NeuStar reported that some protocols are being used by 


provider platforms for traffic communication with the NPAC that are not supported in the requirements for the interface.  NeuStar wants to open up a dialogue to tighten down on the protocols being used.  A firewall for security has been put in place as part of the Linux migration.  Supported protocols are listed in the attached document, e.g. CMIP.  Examples of protocols being used that are not supported in requirements for the interface include Echo protocol on Port 7.  The NeuStar security group has deemed this a risk area that needs to be eliminated.  Implementation of controls is scheduled for the end of 2006 to enable those SPs time to adjust to the change in tightening down on those allowed protocols.  NeuStar wants to open up a dialogue to see if there are any protocols that they have missed so they can be included.  Service Providers and Local System Vendors are to review the document and come prepared in July to discuss.  
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November meeting update:  Item remains open.

1005-10:  Related to Action Item 1005-14, Rob Smith, Syniverse, will:


1. identify the average time it takes to complete an inter-modal port,


2. identify the average time it takes to complete an inter-modal port of a reseller number,


3. identify the % of inter-modal ports resulting in “CSR Too Large,”


4. identify the average time it takes to complete a “CSR Too Large” port.


November meeting update:  In response to No. 1, Rob Smith reported that when there is no fallout on inter-modal ports, the time to receive the FOC is 10-15 minutes.  For No. 3, he reported that 5% of inter-modal ports fall out due to CSR Too Large.  This Action Item will remain open for Nos. 2 and 4.

1005-13:  Service Providers are to review the attached Verizon contribution on 


compliance to Jurisdictional information Parameter (JIP) and come to the November LNPA meeting prepared to discuss.
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November meeting update:  It was agreed that Gary Sacra, Verizon, will revise the attached contribution on Jurisdiction Information Parameter (JIP) to include the attached NIIF Guidelines, and to make it consistent with the NIIF Guidelines in that the JIP is to be sent where technically feasible (see Action Item 1105-03).  Service Providers are to review the revised version for discussion at the December LNPA meeting.
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1. Overview



As a part of the recent technology migration to the Linux Blade architecture, a firewall was added to the NeuStar network between the NPAC and all provider systems that connect to the NPAC. This firewall was put in place for 2 purposes:



· To perform Network Address Translation (NAT) on messages between the NPAC and service providers systems eliminating the need for providers to keep up with multiple IP addresses for each NPAC region. 



· To increase the security of the NPAC and the NeuStar network by restricting messages between the NPAC and provider systems to only those protocols that are required to satisfy the requirements documented in the NANC LNP industry specifications.



2. Supported Protocols



Based on the requirements in Interoperability Interface Specification (IIS) and the Functional Requirements Specification (FRS) for the NPAC system, NeuStar shall support the following network protocols over service provider circuits:


· CMIP and associated protocols defined in the IIS on TCP port number 102.



· HTTP for LTI GUI access on TCP port 80.


· HTTPS for LTI GUI access on TCP port 443.


· FTP on TCP port number 20 and 21 only to the NPAC FTP server.



· SFTP (Secure FTP) on TCP port number 22 only to the NPAC FTP server.



· ICMP ping.



3. Current Network Usage



As a part of the Linux port rollout, analysis of all network traffic has been done and protocols other than those listed above are being used. For example, some providers systems are sending echo requests on TCP port 7 to verify network connectivity.


4. Schedule



The usage of network protocols other than those specified in the industry documentation has been identified as a security concern. As a result, NeuStar will be tightening firewall controls to eliminate this traffic. To allow ample time for providers to adjust to these firewall changes, the current schedule for placing these controls into production is the end of 2006. Providers and vendors need to plan accordingly.
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Contribution to the October 2005 LNPA Working Group                        Version 2.0 dated October 13, 2005






VERIZON COMMUNICATIONS’ CONTRIBUTION FOR PROPOSED TEXT TO THE LNPA’S NP BEST PRACTICES DOCUMENT ADDRESSING THE SIGNALING OF THE INCORRECT ISUP JURISDICTION INFORMATION PARAMETER (JIP)


The ISUP Jurisdiction Information Parameter (JIP) is a 6-digit parameter in the format of NPA-NXX that is signaled in the Initial Address Message (IAM) by the originating switch.  The JIP is used by carriers downstream in the call path to identify the originating switch for billing settlement purposes.  Verizon Communications has identified several cases where carriers are signaling the incorrect JIP.  In these cases, the carriers are signaling an NPA-NXX in the JIP that is LERG-assigned to another carrier.


Verizon Communications proposes that this issue be added to the LNPA’s NP Best Practices document with the following text to be added under the Decisions/Recommendations:



The ISUP Jurisdiction Information Parameter (JIP) is a 6-digit parameter in the format of NPA-NXX that is signaled in the Initial Address Message (IAM) by the originating switch.  The JIP is used by carriers downstream in the call path to identify the originating switch for billing settlement purposes.  When carriers signal an incorrect JIP to another carrier, e.g., signaling an NPA-NXX in the JIP that is LERG-assigned to another carrier, this will result in improper identification of the originating switch.



The LNPA WG supports and reiterates the following signaling requirements for JIP as documented in ATIS’ industry standard for Local Number Portability – Technical Requirement on Number Portability Switching Systems (T1.TRQ.2-2001):


Page 6, Assumption 19:  


“An NPA-NXX used as a JIP is a LERG-assigned code on the switch.” 



Page 50, cites from REQ-03300:  



“The ISUP JIP parameter shall be included in the IAM for all line and private trunk call originations.”


“The JIP identifies the switch from which the call originates, and can be recorded to identify that switch.”


1


1


This contribution includes proposals which were prepared to assist the LNPA Working Group. This document is submitted for discussion only, and is not to be construed as binding on Verizon.  Subsequent study may lead to a revision of this document, both in numerical value and/or form, and, after continuing study and analysis, Verizon specifically reserves the right to change the contents of this contribution



* CONTACT: Gary Sacra; email: gary.m.sacra@verizon.com; Tel: 410-736-7756
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November 10, 2005
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Paula Jordan 



Gary Sacra



T-Mobile 



Verizon



Via Email: paula.jordan@t-mobile.com
Via Email: gary.m.sacra@verizon.com



The ATIS Network Interconnection Interoperability Forum (NIIF)’s  Network Inter-Operability Committee (NIOC) submits the following information on JIP for consideration by the Local Number Portability Administration (LNPA)


The NIOC is aware that the LNPA has received a request from Verizon to discuss JIP rules and proposed changes to the LNPA Best Practices regarding JIP through an email to the LNPA exploder list titled “[lnpa] New Business Item”. The NIOC offers, as an additional industry reference, the excerpt below from the ATIS NIIF Reference Document, Part III, Installation and Maintenance Responsibilities for SS7 Links and Trunks. The Rules for Populating JIP described in this document provide guidelines for populating JIP in a number of circumstances.


Rules for Populating JIP



1. JIP should be populated in the IAMs of all wireline and wireless originating calls where technically feasible.



2. JIP should be populated with an NPA-NXX that is assigned in the LERG to the originating switch or MSC. 



3. The NIIF does not recommend proposing that the JIP parameter be mandatory since calls missing any mandatory parameter will be aborted. However, the NIIF strongly recommends that the JIP be populated on all calls where technologically possible.



4. Where technically feasible if the originating switch or MSC serves multiple states/LATAs, then the switch should support multiple JIPs such that the JIP used for a given call can be populated with an NPA-NXX that is specific to both the switch as well as the state and LATA of the caller.


5. If the JIP cannot be populated at the state and LATA level, the JIP should be populated with an NPA-NXX specific to the originating switch or MSC where it is technically feasible.



6. Where the originating switch cannot signal JIP it is desirable that the subsequent switch in the call path populate the JIP using a data fill default associated with the incoming route.  The value of the data fill item is an NPA-NXX associated with the originating switch or MSC and reflects its location.  



7. When call forwarding occurs, the forwarded from DN (Directory Number) field will be populated, the JIP will be changed to a JIP associated with the forwarded from DN and the new called DN will be inserted in the IAM.



8. As per T1.TRQ2, the JIP should be reset when a new billable call leg is created. 



If you have any questions related to this correspondence please contact:



Robert Amling



Robin Meier



NIOC Co Chair 



NIOC Co Chair



ramling@telcordia.com 


rx2378@sbc.com
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1. 




2. Executive Summary


On August 29, 2005, Hurricane Katrina slammed into the Louisiana, Mississippi, and Alabama Gulf Coast leaving extensive damage in its wake.  Millions of customers were out of service, and there was extensive damage to both wireline and wireless switching centers, facilities, cell sites, and to 9-1-1 call centers.  With many switching centers damaged or totally destroyed by extreme winds and/or flooding, service providers explored ways to expeditiously move telephone numbers into working switches.  The Federal Communications Commission (FCC) temporarily relaxed numbering rules facilitating service providers to move numbers to remote locations without regard to Toll Message Rate Center or Local Access Transport Area (LATA) restrictions.  Service providers began using Local Number Portability (LNP) and/or Number Pooling to move numbers from the non-working switches into working switches in other locations.  This report focuses on the technical aspects of suspending the rules that prohibit porting or pooling outside LATA boundaries.


Moving numbers to working switches was typically more advantageous for wireless subscribers than for wireline subscribers.  When the wireless subscribers were moved to working switches, they had originating service and some terminating service.  With wireline service, no originating or terminating service is possible as there is no facility to the subscriber.  If a wireline number is moved to a working switch, remote call forwarding can be used to route terminating calls to other subscriber locations or to voice mail.



The edit in the NPAC that prevents assignment of out of LATA Location Routing Numbers (LRN) to a ported number or a pooled block was suspended thereby allowing numbers to be ported or pooled across LATA boundaries.  This allowed wireless subscribers to have originating service and some level of terminating service.  It would allow wireline subscribers to forward some terminating calls to other locations or voice mail.  Many calls would not complete because Regional Bell Operating Companies (RBOC) cannot deliver calls across LATA boundaries.  Other calls fail because of trunk group overloading as the groups were not sized to handle the increased loads resulting from the massive unplanned movement of telephone numbers.


The Local Number Portability Administration (LNPA) Working Group considers the actions taken by the North American Numbering Council (NANC) and the FCC to temporarily relax numbering rules to be appropriate, thereby allowing telecommunications service providers to immediately act to restore service to the extent possible.  Moving numbers, even across LATA boundaries, is a viable method, especially for wireless carriers, to restore service.  However, the Working Group believes that many carriers moved numbers across LATA boundaries after Hurricane Katrina without a full understanding of the consequences.  



This document describes situations encountered, lists pros and cons for consideration when moving numbers, and provides recommendations in preparation for future disasters.  



3. Background



On Monday, August 29, 2005, Hurricane Katrina struck the Gulf Coast causing extensive damage in Louisiana, Mississippi, and Alabama.  In addition to the damage caused by hurricane force winds, extensive flooding occurred especially in the vicinity of New Orleans, Louisiana.  The flooding in and around New Orleans was exacerbated by failure of the levies in areas of the city that are actually below sea level.


The destruction caused by Hurricane Katrina put more than 3 million telephone lines out of service in the three states.  There was extensive damage to wireline switching centers and interconnection trunks.  Thirty-eight 9-1-1 call centers were out of service.  The wireless network also sustained considerable damage with more than 1000 cell sites out of service.
  Wireless switching centers were damaged as well.  


Immediately after the hurricane subsided, telecommunications employees began extraordinary efforts to restore service.  Many of these employees had suffered personal losses themselves, but continued to work to restore overall service.  In the tradition of the telecommunications industry, the workers looked for ways to reinstate service as expeditiously as possible.  To that end, number porting and pooling techniques were used to rapidly move subscribers from non-working switches to working switches.  This report analyzes the benefits and drawbacks of such action.


Subsequent to Hurricane Katrina inflicting catastrophic damage to the Louisiana, Mississippi, and Alabama coast lines, Hurricanes Rita and Wilma have hit the Texas-Louisiana coast and southern Florida respectively.  While both caused significant damage, neither was as devastating as Katrina.  This report will concentrate on events associated with Katrina realizing that lessons learned will apply in other disastrous situations.


3.1. Situation


In the aftermath of Katrina, both wireless and wireline telecommunications companies were working to restore service.  Wireline companies had facilities damaged or destroyed by high winds and flooding.  Wireless carriers had cell towers destroyed, and facilities connecting switches to towers destroyed.  Both wireless and wireline carriers had switches that were either damaged or totally destroyed by the hurricane.


Many service providers moved their customers’ telephone numbers from the switches that were out of service to working switches in other locations.  Depending on the type of service provider (wireless or wireline) and the location of the “ported-to” switch, varying service levels were restored using number porting or pooling functionality.    


3.2. Federal Communications Commission Order Suspending Numbering Rules


The FCC adopted and released an order on September 1, 2005, that suspended many numbering rules for a period of 90 days (August 27 to November 27, 2005).  The Commission recognized “that telecommunications service must be restored to the hurricane victims as quickly as possible and we find that waiver of the Commission’s local number portability and number assignment rules is a reasonable and practical means for doing so.” 
 


The Commission waived the rules to the extent necessary to permit carriers to port numbers from the hurricane affected area to remote locations on a temporary basis.  This waiver applied to carriers providing service in the states of Louisiana, Mississippi, and Alabama.  The waiver also applies to the numbering administrators to the extent necessary to support carriers in the affected areas.



3.3. Actions Taken



3.4. Service Provider Actions



With the temporary suspension of porting and pooling location rules, some service providers used LNP or number pooling to move telephone numbers from non-working switches to working switches in other locations.  Effects of moving the numbers will vary depending on whether the numbers are moved within rate center boundaries, across rate center boundaries, or across LATA boundaries.  Effects also depend on the type of network attempting to originate calls to these ported or pooled numbers.  


Moving numbers to another switch serving the same rate center has no negative effects on call routing or rating; however, calls may fail due to overloading of inter-switch trunk groups designed for smaller volumes.  Current LNP rules allow movement within the rate center.  


Moving numbers to a switch that does not serve the porting numbers’ rate center may affect terminating call rating and billing.  Calls will be routed to the number based on the LRN of the new switch.  However, terminating calls will be rated as if the number were still in the original rate center, and calls may fail due to overloading of inter-switch trunk groups.  


If the telephone numbers are moved outside the LATA, routing and billing problems may be encountered in addition to failure of calls caused by overloading inter-switch trunk groups.  In normal circumstances, the NPAC has a software edit that prohibits a service provider from porting a number to an LRN that is outside the LATA.  Section 4 of this document contains a discussion of the issues associated with porting outside the LATA.    


3.5. Changes to the NPAC


The only change made to the NPAC database was to suspend the edit that prevents a service provider from assigning an out of LATA LRN to a ported number or pooled block.  The North American Portability Management (NAPM) LLC approved suspension of the NPAC edit in the Southeast NPAC Region
 on August 31, 2005.  The edit will be restored on November 27, 2005, matching the period of suspension of numbering rules ordered by the FCC.


3.6. Numbers Ported or Pooled Out of LATA to Provide Temporary Service


In the Southeast NPAC Region, approximately 2000 telephone numbers were ported across LATA boundaries after Hurricane Katrina.  Additionally, about 300 blocks of existing numbers (1000 per block) were moved across LATA boundaries using number pooling.  


4. Impacts of Porting or Pooling Numbers Outside the LATA


Porting and pooling numbers outside the LATA to restore service has mixed results.  Depending on the type of carrier, some level of customer service can be restored.  This section describes the effects of porting and pooling out of LATA and the resulting problems encountered in the aftermath of Hurricane Katrina.  Appendix A provides a summary of the pros and cons in matrix format for easy reference.


As stated previously, there were many numbers ported or pooled outside the serving LATAs after Hurricane Katrina.  For example, many numbers were moved from the New Orleans LATA to the Houston LATA.  Due to differences in technology and service, the benefits are much more pronounced for wireless subscribers than for wireline subscribers, but full service is not restored in either case.  It is important for service providers to be aware of all the impacts.


4.1. Wireless Service


If a wireless subscriber’s home switch is out of service but the Home Location Register (HLR) is still in service, that subscriber can originate calls as a roamer/traveler if within range of a working cell tower, but cannot receive calls since terminating calls route through the home switch.  If the HLR is out of service, the subscriber will not have originating or terminating service since there would be no way to register elsewhere as a valid user.
  Porting or pooling a wireless number to a working switch in another LATA gives the customer originating service and some terminating service.  Moving the number creates a new home location, and the subscriber can be served from that switch or register as a roamer/traveler in another area.  Terminating calls will route through the “new” home switch.


When a wireless number is moved to another LATA, the subscriber will have originating telephone service and some degree of terminating service.  Calls from many locations and carriers will complete, however, calls from wireline subscribers in the affected LATA
 that are served by the RBOC will not complete normally.  RBOCs are prohibited from carrying traffic across LATA boundaries.  Calls to these numbers appear to be local, but querying the LNP database will return an out of LATA LRN.  RBOC switch generics are coded to block this type of call or to hand them off to an Inter-exchange carrier (IXC).  


Calls from locations outside the affected LATA to the ported or pooled numbers
 will complete if the calls are queried by the originating carrier or the IXC (N-1 query) and routed to the new switch.  Calls from locations outside the affected LATA that are default routed to the RBOC in the affected LATA will fail.  When such a call reaches the RBOC tandem in the affected LATA, a query is made and an out of LATA LRN is returned.  The RBOC switch is not capable of routing the call across LATA boundaries.  


The inability of RBOC switches to route these calls caused many customer trouble reports after Katrina.  Complaints were received by both the RBOC carrier and the carriers who ported out of LATA.  Not only would calls originated by RBOC customers fail, but any calls to the ported out of LATA numbers that were default routed to the RBOC would fail as well.  In situations where calls are routed to IXCs, billing records are generated for calls that should be routed as local.  This has caused billing confusion and disputes that are still being resolved.  


RBOC switches treat the blocked calls as switching errors and log the failures.  In the case of one switch type, parts of the switch network may be turned down when thresholds are exceeded as the switch logic “believes” that internal problems exist.  


Telecommunications trunk routes are sized to handle forecasted loads.  Moving large quantities of telephone numbers inside or outside of LATA boundaries suddenly routes large volumes of calls over trunk groups that were not sized to handle such loads.  Many customers received “all circuits busy” indications.


There should not be any problems with 9-1-1 call originating service for wireless numbers ported or pooled out of LATA.  However, the NENA representative participating in the study indicated that in some cases call backs failed due to the RBOC inability to route calls across LATA boundaries.  


4.2. Wireline Service


Porting or pooling wireline telephone numbers out of LATA does not offer as many advantages as with wireless numbers.  When a number is moved to a working switch, there is no originating or terminating service as there is no facility to a wireline set.  However, when the number is placed in another switch, remote call forwarding can be used to route the call to another customer location not affected by the disaster, or to a voice messaging system.


If wireline numbers are ported out of LATA, the same routing problems are incurred as with the wireless numbers.  If a number is ported out of LATA, and then remote call forwarded to another location, calls from RBOC customers in the affected LATA will not complete or will be handed off to an IXC.  Many trouble reports were received with the customers complaining that calls to these numbers cannot be completed.  Billing confusion and disputes occur for these local calls that are completed through an IXC.



As with wireless numbers ported or pooled out of LATA, calls from locations outside the affected LATA will complete and be forwarded as long as they are originating or N-1 queried.  Default routed calls to the RBOC switch will fail.



Moving large volumes of numbers to other LATAs would have the same effects on inter-LATA trunk routes as with wireless numbers.  Trunk groups may be overloaded and many calls will receive “all circuits busy” indication.



Failed calls indicate switching errors, and, as described in the previous section, can cause some switch types to remove network elements when thresholds are exceeded.


There was no RBOC porting or pooling out of LATA in the Southeast NPAC Region.



4.3. Administration and Cleanup


After restoration of switches, towers, and facilities, numbers must be moved back to switches in the correct LATA and rate center.  It is imperative that good records of the numbers moved outside the LATA be kept to facilitate prompt restoration in the correct LATA.  


5. Lessons Learned from Porting or Pooling Out of LATA


The carrier representatives involved in generating this report compiled their observations as to “lessons learned.”  These observations are listed below:


1. Due to regulatory restrictions and switch design to comply with those restrictions, inbound calls from RBOC subscribers will fail or be routed through an inter-exchange carrier.



2. Calls routed through an IXC will generate toll charges for local calls and create confusion and billing disputes.



3. Large volumes of customer trouble tickets were generated due to calls from the RBOC failing to complete.



4. More service provider education and/or industry communication is needed to insure that all participants are aware of the benefits and short comings of actions taken.



5. More customer education is needed to explain the impacts of porting their numbers out of LATA and what level of service restoration they can expect in this situation.


6. The time frame to move subscribers to the out of LATA switches was longer than anticipated due to maximum nightly porting/pooling limitations established by the industry.



7. Carriers have experienced problems when porting/pooling the numbers back, and it is taking longer than porting/pooling them out.  (For example, voicemail platform issues, new trunk install issues, facility testing issues, internal system delays, etc.)  


8. Moving large volumes of telephone numbers to another location overloads trunking facilities that were designed for smaller forecasted loads.



9. Accurate record keeping is a must for moving numbers back to the correct locations as service is restored.



10. Moving telephone numbers across LATA boundaries does restore some level of service to many subscribers (especially to wireless subscribers).



Moving numbers to working switches even if out of LATA is a viable method to restore partial service.  However, carriers should be aware of the consequences associated with such action and that full service is not restored.  Other alternatives should be considered before automatically moving numbers across LATA boundaries.  As discussed, many calls will not be delivered due to the design of RBOC switches that cannot carry calls across LATA boundaries.  It is also very significant that trunk groups sized for lesser volumes will be overloaded, and many calls that are routed across the LATA boundary will not be delivered due to unavailability of a trunk facility.


6. Future Steps and Recommendations



The LNPA Working Group recommends that service providers carefully consider alternatives and consequences before porting or pooling numbers out of the serving LATA as a service restoration method.  In general, porting or pooling out of LATA is more advantageous for wireless carriers than for wireline carriers.  Before moving the numbers out of LATA, alternatives such as porting to working switches inside the LATA, or assigning new telephone numbers should be considered.  


Porting or pooling out of LATA allowed service providers to move numbers to working switches on an expedited basis. As a lesson learned from the Katrina experience, continuing evaluation of impacts and alternatives would be advisable before suspension of the NPAC edit in the future.  Suspension of the LATA edit in an NPAC region allows numbers to be ported out of LATA erroneously in other parts of the region not affected by the disaster.  The edit was developed and implemented to stop this troublesome problem.   Some lessons learned comments from providers have indicated that moving the numbers out of LATA was not as easy to do or as much of a cure as they had initially believed it would be.


If porting or pooling numbers out of LATA appears to be advantageous, then it should be done selectively, and records kept for expeditious return to the correct switch.  In such cases, the service providers should make best effort attempts to educate consumers as to expectations.



6.1. Issues for NANC or FCC Consideration


Under the circumstances, the LNPA Working Group believes that the NANC and FCC took appropriate action in relaxing numbering rules and allowing industry bodies and individual carriers to take emergency actions to restore service.  This prompt action allowed service providers to respond quickly.  Relaxing the rules gave the Pooling Administrator, the North American Numbering Plan Administrator, and the North American Portability Management LLC the freedom needed during the disaster recovery.


The LNPA Working Group recommends that the FCC and the NANC take similar actions in any future disastrous situations.  Temporarily relaxing numbering rules will thereby allow service providers to expeditiously make decisions and take action in the best interest of providing service to their customers.  



With the number and variety of telecommunications providers currently serving customers in the United States, the LNPA Working Group feels that more education is needed as to the pros and cons of porting numbers across rate center and LATA boundaries.  The Working Group requests that NANC share information such as contained in this report with its members, the industry associations participating in NANC activities, conferences, etc.  



 Appendix A:  Porting/Pooling Outside the LATA for Disaster Relief “Pros & Cons”



After Hurricane Katrina, number portability and/or number pooling were felt to be effective means of restoring service to customers in the affected areas.  Accordingly, the NPAC edit that prevents porting across LATA boundaries was temporarily suspended.  Some level of service can be restored in some scenarios, but other problems can be introduced.  These problems can be especially pronounced if the numbers are ported across a LATA boundary.  Some of the pros and cons that should be considered are enumerated in this document.


Wireless Service Providers



			· Pros


			· Wireless Customer has originating service at new location if ported to a working switch.  Assumption is that former switch and HLR is no longer in service.



· 9-1-1 access will still function properly for the wireless ported subscriber.



· Customer has partial terminating service at new location.



· Calls from the same wireless carriers will complete.



· Many calls from other wireless carriers will complete.



· Many calls from wireline carriers outside the affected LATA will complete.








			· Cons


			· Cannot receive calls from many wireline subscribers in the affected LATA.



· 9-1-1 callbacks from PSAPs may not complete.



· Trouble reports from customers complaining about failed calls.



· Billing confusion and disputes (locals calls billed as toll calls).



· Possible Trunk route overloading in areas where customers are ported to.



· Default routed calls from non-affected LATAs won’t complete to the customer.  If IXC does not query, LATA tandem in affected LATA will query and receive an LRN that it cannot route out on.



· Potential adverse wireline switch effects.  (Some switch types will automatically take corrective action when call failure thresholds are reached.)



· Administrative recordkeeping and required cleanup.











Wireline Service Providers



			· Pros


			· Can possibly use remote call forwarding from “ported-in” switch to route terminating calls to another customer location and working number or voice mail.  Preference would be to port the customer to a working switch within the affected LATA.








			· Cons


			· No originating service (no facility to customer location).



· Cannot receive calls from many wireline subscribers in the affected LATA.



· 9-1-1 access may or may not work.  Delivery of the caller’s location/address and phone number to the PSAP may not be possible.



· Trouble reports from customers complaining about failed calls.



· Billing errors (locals calls billed as toll calls).



· Possible Trunk route overloading.



· Default routed calls from non-affected LATAs won’t complete.


· Potential adverse wireline switch effects.  (Some switch types will automatically take corrective action when call failure thresholds are reached.)


· Administrative recordkeeping and required cleanup.











Appendix B:  Glossary



FCC

Federal Communications Commission



HLR

Home Location Register



ILEC

Incumbent Local Exchange Carrier



IXC

Inter-exchange Carrier



LATA

Local Access Transport Area



LATA ID
LATA Identification



LNP

Local Number Portability



LNPA

Local Number Portability Administration



LRN

Location Routing Number



NANC

North American Numbering Council



NENA

National Emergency Number Association



NAPM LLC
North American Portability Management Limited Liability Company



NPAC

Number Portability Administration Center


PSAP

Public Safety Answering Point


RBOC

Regional Bell Operating Company



TN

Telephone Number


� Written statement of Kenneth P. Moran, Director, Office of Homeland Security Enforcement Bureau, Federal Communications Commission.  Hearing on Ensuring Operability during Catastrophic Events before the Committee on Homeland Security Subcommittee on Emergency Preparedness, Science, and Technology, US House of Representatives, October 26, 2005.




� FCC Order 05-161, September 1, 2005.




� FCC Order 05-161, September 1, 2005, paragraph 3.




� The NAPM also approved suspension of the LATA edit in the Southwest NPAC Region in connection with Hurricane Rita.  The LATA edit was restored in the Southwest Region on November 7th and is scheduled to be restored in the Southeast region on November 27th.




� The subscriber will still have 9-1-1 access if within range of a working cell tower even if not registered.




� The affected LATA is the LATA where the disaster occurred.  




� As an example, consider that a New Orleans number ports out of LATA to Houston.  If a caller in Nashville were to dial the number, it would be recognized as an inter-LATA call and handed off to an IXC.  The IXC should query the call, receive an LRN for Houston and deliver the call.
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NANC – LNPA Working Group
                     
Problem/Issue Identification Document






LNP Problem/Issue Identification and Description Form



Submittal Date (mm/dd/yyyy): 
11/15/2005


Company(s) Submitting Issue: 
Sprint Nextel


Contact(s):  Name: 
Jeff Adrian, Sue Tiffany, Cyndi Jones, Lavinia Rotaru, Rosemary Emmer


Contact Number: 


407-889-6356, 913-315-6923, 913-345-7881   



Email Address: 
Jeff.M.Adrian@Sprint.com, Sue.T.Tiffany@Sprint.com, Cyndi.C.Jones@Sprint.com .
 



(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)



1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)



Carriers are receiving blocks in which the Intra-Service Provider ports (ISPs) have not been completed by the donor provider prior to being donated to the pool.  These blocks should be considered unusable due to the issues and rippling effects caused when the receiving service provider begins to assign customers out of the block.  


2. Problem/Issue Description: (Provide detailed description of problem/issue.)



A. Examples & Impacts of Problem/Issue: 



The receiving service provider begins to assign the block after successful testing which may result in dual assignment where an existing customer of the donor service provider has the same number as a newly assigned customer of the receiving service provider.  Calls are either routed to the donor provider’s customer handset or the receiving provider’s customer handset depending on where the call is originated so that neither customer is receiving all of their calls.  Incorrect voicemail routing will similarly occur causing one customer to receive the messages meant for the other.


Both the receiving service provider and the donor service provider will likely receive trouble reports from their respective customers.  The receiving service provider incurs expenses related to time and resources spent resolving trouble tickets, acquiring new blocks from the PA, on calls with donor service providers, and concessions to frustrated customers.  There is also the impact of delay to market if a new block has to be ordered to meet customer demand in a particular geographic area.


B. Frequency of Occurrence:



These problems may occur ___ per month.


C. NPAC Regions Impacted:



 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     



 West Coast___  ALL_x_



D. Rationale why existing process is deficient: 



There is no consequence to the donor for not performing their ISPs prior to donation as they expect to continue to use the block without regard to the rippling effects to the receiving service provider and its customers.


E. Identify action taken in other committees / forums: 



F. Any other descriptive items: __



__________________________________________________________________________________________________________________________________________________________________________



3. Suggested Resolution: 



We are seeking a Best Practice inclusion which sets donor expectations.


Recommendation:  



Important:  Before implementing this recommendation, both providers should negotiate with each other and their customers to determine what is best for all customers involved.



Blocks in which the Intra-Service Provider ports (ISPs) have not been completed by the donor provider prior to being donated to the pool, should remain with the receiving provider and the receiving provider keeps the dual assigned telephone numbers.  The other telephone numbers assigned by the donor get ported back to the donor. 


This encourages the donor provider to go back internally and tighten up their processes and M&Ps to eliminate the disruption to customers.  



Additional Suggestion:



The Receiving Provider should allow 5 business days whenever possible between activating the block at NPAC and assigning the first customer on the receiving provider’s network.  This would allow the donor provider’s customers time to contact their provider and should prevent the majority of the dual assignments.


Examples:



Scenario 1:  


A provider= donor, B provider= receiver, there are 100 of A’s customers assigned to the block donated to B, and now B has assigned 5 customers to different TNs in the same block.  No dual assignment.


Result:  B keeps block, 100 TNs ported to A.



Scenario 2:  


A provider= donor, B provider= receiver, there are 100 of A’s customers assigned to the block donated to B, and now B has assigned 5 customers to the same block and same TNs as A.  Dual assignment.



Result:  B keeps block, B keeps the 5 dual assigned TNs, 95 TNs not dual assigned are ported to A.



**Exception:  Only under special circumstances such as when a high profile customer from the donor network as emergency services or a hospital, etc is involved should the dual assigned numbers remain with the donor provider.  



Scenario 3:  A provider= donor, B provider= receiver, there are 100 of A’s customers assigned to the block donated to B, and now B has assigned 5 customers to the same block and same TNs as A.  Dual assignment, but A has completed all ISPs properly and all 100 TNs have accurate NPAC records.  


Result:  B keeps block, A keeps the 5 dual assigned TNs and the other 95 TNs.



LNPA WG: (only)



Item Number:




Issue Resolution Referred to: _________________________________________________________


Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________



1
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North American Numbering Council (NANC)



Local Number Portability Administration Working Group (LNPA WG)





November 17, 2005



The North American Numbering Council (NANC) Local Number Portability Administration Working Group (LNPA WG) is an industry forum made up of service providers and vendors responsible for developing and maintaining the process that is followed by all service providers participating in Local Number Portability (LNP), and for the resolution of all industry LNP issues.  The LNPA WG is also responsible for defining the requirements for the national Number Portability Administration Center (NPAC) Service Management System (SMS) and how it interfaces with each service provider's local LNP systems.



The LNPA WG encourages and cordially invites you to join and attend our meetings to address any porting issues you may be experiencing, and to participate in the ongoing development of LNP as telecommunications technology continues to evolve and new providers enter into the Local Number Portability community.  In order for the consumer’s porting experience to be trouble-free and transparent, it is critical that all providers participating in LNP understand the industry’s process and requirements.   The LNPA WG is an open industry forum and there are no fees to join and attend the meetings.  A dial-in conference bridge is also provided for each meeting for those who choose not to attend in person.



Following is our meeting schedule for the remainder of 2005 and for 2006.  


			MONTH


			LNPA WG



MEETING DATES


			HOST


			LOCATION





			


			


			


			





			December 2005


			6th-7th





			Evolving Systems


			Denver, Colorado





			January 2006 


			10th-11th 


			Syniverse


			Tampa, Florida





			February 2006


			No meeting.



2/8/06 reserved for call, if necessary.


			


			





			March 2006


			7th-8th



9th is tentative date for Cross-Regional meeting


			NeuStar


			TBD





			April 2006


			No meeting.



4/12/06 reserved for call, if necessary.


			


			





			May 2006


			9th-10th 


			Sprint/Nextel


			Overland Park, Kansas





			June 2006


			No meeting.



6/14/06 reserved for call, if necessary.


			


			





			July 2006


			11th-12th 


			Canadian Consortium


			TBD





			August 2006


			No meeting.



8/9/06 reserved for call, if necessary.


			


			





			September 2006


			12th-13th 


			Verizon


			TBD





			October 2006


			No meeting.



10/11/06 reserved for call, if necessary.


			


			





			November 2006


			7th-8th 


			SBC


			St. Louis, Missouri





			December 2006


			No meeting.



12/6/06 reserved for call, if necessary.


			


			





			


			


			


			








More information on the LNPA WG, such as past meeting minutes, open and resolved issues, Best Practices document, etc., can be obtained at www.npac.com.  Individuals can be placed on the LNPA WG’s e-mail distribution exploder list by following the instructions after accessing the following link: http://lists.neustar.biz/mailman/listinfo.cgi/lnpa


Please feel free to contact us at anytime if you have any questions regarding the LNPA WG.  We look forward to welcoming you at one of our future meetings.



Sincerely,



Gary Sacra (gary.m.sacra@verizon.com)



Paula Jordan (paula.jordan@t-mobile.com)



Co-Chairs - LNPA WG


PAGE  
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Contribution to the October 2005 LNPA Working Group                        Version 2.0 dated October 13, 2005






VERIZON COMMUNICATIONS’ CONTRIBUTION FOR PROPOSED TEXT TO THE LNPA’S NP BEST PRACTICES DOCUMENT ADDRESSING THE SIGNALING OF THE INCORRECT ISUP JURISDICTION INFORMATION PARAMETER (JIP)


The ISUP Jurisdiction Information Parameter (JIP) is a 6-digit parameter in the format of NPA-NXX that is signaled in the Initial Address Message (IAM) by the originating switch.  The JIP is used by carriers downstream in the call path to identify the originating switch for billing settlement purposes.  Verizon Communications has identified several cases where carriers are signaling the incorrect JIP.  In these cases, the carriers are signaling an NPA-NXX in the JIP that is LERG-assigned to another carrier.


Verizon Communications proposes that this issue be added to the LNPA’s NP Best Practices document with the following text to be added under the Decisions/Recommendations:



The ISUP Jurisdiction Information Parameter (JIP) is a 6-digit parameter in the format of NPA-NXX that is signaled in the Initial Address Message (IAM) by the originating switch.  The JIP is used by carriers downstream in the call path to identify the originating switch for billing settlement purposes.  When carriers signal an incorrect JIP to another carrier, e.g., signaling an NPA-NXX in the JIP that is LERG-assigned to another carrier, this will result in improper identification of the originating switch.



The LNPA WG supports and reiterates the following signaling requirements for JIP as documented in ATIS’ industry standard for Local Number Portability – Technical Requirement on Number Portability Switching Systems (T1.TRQ.2-2001):


Page 6, Assumption 19:  


“An NPA-NXX used as a JIP is a LERG-assigned code on the switch.” 



Page 50, cites from REQ-03300:  



“The ISUP JIP parameter shall be included in the IAM for all line and private trunk call originations.”


“The JIP identifies the switch from which the call originates, and can be recorded to identify that switch.”


1


1


This contribution includes proposals which were prepared to assist the LNPA Working Group. This document is submitted for discussion only, and is not to be construed as binding on Verizon.  Subsequent study may lead to a revision of this document, both in numerical value and/or form, and, after continuing study and analysis, Verizon specifically reserves the right to change the contents of this contribution



* CONTACT: Gary Sacra; email: gary.m.sacra@verizon.com; Tel: 410-736-7756
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NANC – LNPA Working Group
                     
Problem/Issue Identification Document






LNP Problem/Issue Identification and Description Form



Submittal Date (mm/dd/yyyy): 07/21/2004



Company(s) Submitting Issue: T-Mobile, Sprint, Verizon Wireless, Nextel, Cingular, US Cellular



Contact(s):  Name: Paula Jordan, Sue Tiffany, Debbie Stevens, Rosemary Emmers, Elton Allan, Chris Toomey




         Contact Number: 925-325-3325; 913-762-8024; 425-603-2282; 301-399-4332; 404-236-6447; 773-845-9070




         Email Address: : Paula.Jordan@T-Mobile.com; Sue.T.Tiffany@mail.sprint.com; Deborah.Stephens@verizonwireless.com; rosemary.emmer@nextel.com; elton.allen@cingular.com; Chris.Toomey@uscellular.com



(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)



1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)



Wire line carriers rules for developing a local service request (LSR) in order to port a number are unique to each carrier, dynamic and complex requiring dozens of different fields.  Each carrier can set their own rules and requirements for porting numbers from them.  Each field may be required to match exactly to the information as it appears in validation fields for both wire line and wireless ports.  Any difference, even slight, can result in a port request being rejected.   The number of validation fields for wire line LSR porting process makes it very difficult and costly to port numbers from wire line carriers.  Porting to these complex requirements takes a great deal of time and typically requires manual intervention, which inhibits and discourages porting and the automation of the porting process.



2. Problem/Issue Description: (Provide detailed description of problem/issue.)



A. Examples & Impacts of Problem/Issue: 



Wireless carriers rules for porting are uniform, constant, simple and relatively fast and inexpensive.  Only a few key fields are required to match customer records in order to validate and port a number.  Wireless experience has proven that when two or three key validation fields match the old service provider records there is no risk of inadvertent ports.  



Wireless processes do not collect the data or have access to data as wire line carriers may require on an LSR.  For example wireless carriers collect all address information for a street address within a single field.  Wire line collects the same address information in 5 or more distinct fields.  The one address field in wireless does not map to the 5 or more fields in wire line. If wire less does not provide the ‘FLOOR’ number or the ‘ROOM/MAIL STOP’ in these specific fields, a wire line carrier may reject the port request.  Wireless processes do not validate on the street address field because it is nearly impossible to correctly match this information and it has been determined to have no bearing on whether a port would be inadvertent if it does not match provided other key fields match.



While data requirements to complete an LSR are often extensive and complex, wire line carriers will provide much of the needed information to complete their LSR by providing a customer service record (CSR) in response to a query provided a minimal amount of customer information.  Since a minimal amount of customer information is needed to obtain the CSR it should stand to reason that the port could take place with the same minimal amount of information, and that transferring data from the carrier’s CSR to the carrier’s LSR is in fact an exercise that only increases complexity without really adding value.  It is after all only returning the wire line carrier’s own information back to them.   Wireless experience has proven that inadvertent ports do not occur when only two or three key fields of information are presented and match the old service provider’s records.  



B. Frequency of Occurrence:



100s of time each day.



C. NPAC Regions Impacted:



 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     



 West Coast___  ALL_x_



D. Rationale why existing process is deficient: 



The current process results in needles and excessive cost, time, error and fall-out to complete a port.



E. Identify action taken in other committees / forums: 



The LNPA WG felt that this issue should be referred to OBF ITF.



F. Any other descriptive items: __


__________________________________________________________________________________________________________________________________________________________________________



3. Suggested Resolution: 



Wire line port request can be validated with very minimal risk of inadvertent ports when the following fields correctly match the old service provider records:



  1) The telephone number being ported



  2) The old service provider account number from the EAN field



  3) The porting customer’s billing ZIP code



Other customer and field information should be provided to the extent that it is possible, but should not be used to reject a port request if it fails to match exactly.



Information that might be needed to complete the disconnection processes can be obtained by the wire line service provider’s own customer service records.  


LNPA WG: (only)



Item Number: 0044




Issue Resolution Referred to: _OBF Interspecies Taskforce______________________


Why Issue Referred: _____LSOG expertise and responsibility is at this committee_______ ____________________________________________________________________________________________________________________________________________________________________________



1
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NANC – LNPA Working Group
                     
Problem/Issue Identification Document






LNP Problem/Issue Identification and Description Form



Submittal Date (mm/dd/yyyy): 02/27/2004



Company(s) Submitting Issue: TSI



Contact(s):  Name: Rob Smith 



         Contact Number: 813-273-3319   




         Email Address: rsmith@tsiconnections.com 



(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)



1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)



Wireless carriers are not receiving customer service records (CSRs) from all wire line network service providers when a reseller is the local service provider.  Wireless port requests do not collect the needed information to complete a wire line local service request (LSR).  The CSR is a primary source of information needed to complete the LSR and port the number.


2. Problem/Issue Description: (Provide detailed description of problem/issue.)



A. Examples & Impacts of Problem/Issue: 



The current NANC flows suggest that when a number is porting from a reseller, the port request should be issued to the network service provider.



Developing a local service request (LSR) from a wireless port request (WPR) requires a customer service record (CSR) provided by the old network service provider (OSP).  When the OSP is a reseller and the number is porting from an old network service provider, the CSR is not always provided by the wire line network service provider and there is not enough information to complete the LSR.  



About half of the larger wire line carriers do provide the CSR on reseller numbers and the ports occur without incident.  The others wire line carriers simply reject the CSR request because it is not their customer and the port fails and is nearly impossible to resolve.


B. Frequency of Occurrence:



These problems may occur multiple times a day.



C. NPAC Regions Impacted:



 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     



 West Coast___  ALL_x_



D. Rationale why existing process is deficient: 



For old network service providers that do not provide CSRs, the ports fail.



E. Identify action taken in other committees / forums: 



No other action has been taken by other groups.



F. Any other descriptive items: __



__________________________________________________________________________________________________________________________________________________________________________



3. Suggested Resolution: 



Wire line network service providers should provide the customer service record on porting reseller numbers.  The response message to the CSR query should include a statement that the number being requested is a reseller number.



LNPA WG: (only)



Item Number: 0032v4




Issue Resolution Referred to: _________________________________________________________


Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________
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NANC – LNPA Working Group
                     
Problem/Issue Identification Document






LNP Problem/Issue Identification and Description Form



Submittal Date (mm/dd/yyyy): 7/7/2004



Company(s) Submitting Issue: Syniverse



Contact(s):  Name: Rob Smith 



         Contact Number: 813-273-3319   




         Email Address: robert.smith@syniverse.com 



(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)



1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)



The wireless process for porting based on developing and sending a ‘wireless port request’ (WPR) does not provide all the information that is needed to map to the wire line ‘local service request’ (LSR).  Fields that are relevant to wire line porting may have no relevance to wireless porting but may be required by wire line trading partners before allowing a port.  Where the information is not available or does not apply, the ports fail.



2. Problem/Issue Description: (Provide detailed description of problem/issue.)



A. Examples & Impacts of Problem/Issue: 



 The ‘EU Address’ fields – End User Address on the End User forms



A wireless end user has a billing address but does not always have or require an address where service is provided.  Mapping these fields is problematic since wireless has a single field for an address and wire line has 5 or more fields for an address.  The one field is difficult to map to the 5+ fields



The TOS fields – Type Of Service on the Local Request form



This field requires 4 different variables.  The first is ‘type’ and has 5 options, which are residential, business, government, coin or home office.  The second is ‘product’ and has 17 options, which include Single line, multi line, CENTRIX, PBX trunk and Not Applicable.  The third is ‘class’ and has 5 options, which are measured rate, flat rate, message, pre-pay overtime, and not applicable.  The forth is ‘characterization’ and includes foreign exchange, Semi-public, Normal, Prison/Inmate, and Not applicable.  This information is not available from the WPR and can only be assumed or guessed when creating an LSR.



The MI – The Migration Indicator on the Number Portability form



According to LSOG guidelines, the MI field is ‘optional’ when the ACT field is populated with ‘V’ for “Conversion of service to a new LSP”.    Some carriers are requiring the MI field, which is difficult for wireless to populate.  Since this is an optional field wire line carriers should not require the MI field on intermodal ports when the ACT field is populated with “V”.



The CCNA field and the Bill Section of the LSR form



The wireless process does not support special ports that are billable back to the new service provider.  As an example wire line carriers might require a charge to the new service provider for an expedite port request.  The WPR does not support the ability to request an expedited port. 



B. Frequency of Occurrence:



10 to 100 times daily



C. NPAC Regions Impacted:



 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     



 West Coast___  ALL_x_



D. Rationale why existing process is deficient: The current process causes ports to fail and substantial fall-out and manual processing.



E. Identify action taken in other committees / forums:  This could become moot if PIM 39 is first successful which would be to reduce the number of required validation fields to a small set.  This may be referred to the LSOP or the Interspecies Taskforce under ATIS 



F. Any other descriptive items: __



__________________________________________________________________________________________________________________________________________________________________________



3. Suggested Resolution: 



The problem would be resolved if carriers did not require the fields and sections identified above to be populated on LSRs for numbers porting from wire line to wireless.



LNPA WG: (only)



Item Number: 0042




Issue Resolution Referred to: _________________________________________________________


Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________
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NIIF Correspondence #051110-001


November 10, 2005

LNPAWG 


Paula Jordan 



Gary Sacra


T-Mobile 



Verizon


Via Email: paula.jordan@t-mobile.com
Via Email: gary.m.sacra@verizon.com


The ATIS Network Interconnection Interoperability Forum (NIIF)’s  Network Inter-Operability Committee (NIOC) submits the following information on JIP for consideration by the Local Number Portability Administration (LNPA)

The NIOC is aware that the LNPA has received a request from Verizon to discuss JIP rules and proposed changes to the LNPA Best Practices regarding JIP through an email to the LNPA exploder list titled “[lnpa] New Business Item”. The NIOC offers, as an additional industry reference, the excerpt below from the ATIS NIIF Reference Document, Part III, Installation and Maintenance Responsibilities for SS7 Links and Trunks. The Rules for Populating JIP described in this document provide guidelines for populating JIP in a number of circumstances.

Rules for Populating JIP


1. JIP should be populated in the IAMs of all wireline and wireless originating calls where technically feasible.


2. JIP should be populated with an NPA-NXX that is assigned in the LERG to the originating switch or MSC. 


3. The NIIF does not recommend proposing that the JIP parameter be mandatory since calls missing any mandatory parameter will be aborted. However, the NIIF strongly recommends that the JIP be populated on all calls where technologically possible.


4. Where technically feasible if the originating switch or MSC serves multiple states/LATAs, then the switch should support multiple JIPs such that the JIP used for a given call can be populated with an NPA-NXX that is specific to both the switch as well as the state and LATA of the caller.

5. If the JIP cannot be populated at the state and LATA level, the JIP should be populated with an NPA-NXX specific to the originating switch or MSC where it is technically feasible.


6. Where the originating switch cannot signal JIP it is desirable that the subsequent switch in the call path populate the JIP using a data fill default associated with the incoming route.  The value of the data fill item is an NPA-NXX associated with the originating switch or MSC and reflects its location.  


7. When call forwarding occurs, the forwarded from DN (Directory Number) field will be populated, the JIP will be changed to a JIP associated with the forwarded from DN and the new called DN will be inserted in the IAM.


8. As per T1.TRQ2, the JIP should be reset when a new billable call leg is created. 


If you have any questions related to this correspondence please contact:


Robert Amling



Robin Meier


NIOC Co Chair 



NIOC Co Chair


ramling@telcordia.com 


rx2378@sbc.com
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VERIZON COMMUNICATIONS’ CONTRIBUTION FOR PROPOSED TEXT TO THE LNPA’S NP BEST PRACTICES DOCUMENT ADDRESSING THE SIGNALING OF THE INCORRECT ISUP JURISDICTION INFORMATION PARAMETER (JIP)

The ISUP Jurisdiction Information Parameter (JIP) is a 6-digit parameter in the format of NPA-NXX that is signaled in the Initial Address Message (IAM) by the originating switch.  The JIP is used by carriers downstream in the call path to identify the originating switch for billing settlement purposes.  Verizon Communications has identified several cases where carriers are signaling the incorrect JIP.  In these cases, the carriers are signaling an NPA-NXX in the JIP that is LERG-assigned to another carrier.

Verizon Communications proposes that this issue be added to the LNPA’s NP Best Practices document with the following text to be added under the Decisions/Recommendations:


The ISUP Jurisdiction Information Parameter (JIP) is a 6-digit parameter in the format of NPA-NXX that is signaled in the Initial Address Message (IAM) by the originating switch.  The JIP is used by carriers downstream in the call path to identify the originating switch for billing settlement purposes.  When carriers signal an incorrect JIP to another carrier, e.g., signaling an NPA-NXX in the JIP that is LERG-assigned to another carrier, this will result in improper identification of the originating switch.


The LNPA WG supports and reiterates the following signaling requirements for JIP as documented in ATIS’ industry standard for Local Number Portability – Technical Requirement on Number Portability Switching Systems (T1.TRQ.2-2001):

Page 6, Assumption 19:  

“An NPA-NXX used as a JIP is a LERG-assigned code on the switch.” 


Page 50, cites from REQ-03300:  


“The ISUP JIP parameter shall be included in the IAM for all line and private trunk call originations.”

“The JIP identifies the switch from which the call originates, and can be recorded to identify that switch.”

1

1

This contribution includes proposals which were prepared to assist the LNPA Working Group. This document is submitted for discussion only, and is not to be construed as binding on Verizon.  Subsequent study may lead to a revision of this document, both in numerical value and/or form, and, after continuing study and analysis, Verizon specifically reserves the right to change the contents of this contribution


* CONTACT: Gary Sacra; email: gary.m.sacra@verizon.com; Tel: 410-736-7756
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Wireline Number Portability Issue

Steven Turner – Kaleo Consulting

on behalf of

PAETEC Communications







Current State

		Service number portability from wireline incumbent LECs to PAETEC is permitted – this process works well and often

		Number portability from wireline incumbent LECs to CMRS providers is also permitted

		FCC requires that the “requesting wireless carrier’s ‘coverage area’ overlaps the geographic location of the rate center in which the customer’s wireline number is provisioned, provided that the porting-in carrier maintains the number’s original rate center designation following the port.”  (FCC 03-284 ¶ 22)

		FCC does not consider this to be Location Portability even though the FCC knows that CMRS providers offer mobility and generally larger local calling areas.  (FCC 03-284 ¶¶ 27-28)









Wireline Carriers Should Have Similar Opportunities

		PAETEC and many other new entrant wireline carriers also offer their local customers larger calling scopes that the incumbent LEC.

		The FCC recognizes that this is inherent with the new entrant’s use of a single switch to serve multiple incumbent LEC rate centers.

		Once a customer is inside the new entrant wireline carrier’s network the FCC does not preclude the wireline carrier from offering what be termed as Location Portability.

		“While the 1996 Act does not require LECs to offer service and location portability, it does not … prevent carriers from providing service and location portability, consistent with this order, if they so choose.”  (FCC 96-286 ¶ 182)

		PAETEC and other wireline competitors should then be permitted to port numbers from incumbent LEC wireline networks and allow the customer to physically move at the same time.









Illustration of Portability Situation







Wireline Incumbent

Rate Center 1







425-325-XXXX

Wireline Incumbent

Rate Center 2







425-678-XXXX

PAETEC

Switch

ILEC

Switch

ILEC

Switch

PAETEC Local

Calling Scope

425-925-XXXX

PAETEC RTN

425-865-XXXX

PAETEC RTN







Explanation of Diagram

		Customer presently has a number of 425-325-XXXX and is physically located in Wireline Incumbent Rate Center 1.

		If this customer were to physically move into Wireline Incumbent Rate Center 2, the customer would be required to change telephone numbers with the Wireline Incumbent to 425-678-XXXX absent other special services the customer could order from the Wireline Incumbent.

		PAETEC is interconnected with at least one switch serving Wireline Incumbent Rate Center 1 and at least one switch serving Wireline Incumbent Rate Center 2.

		PAETEC has 425-925-XXXX numbers to correspond to customers located in Wireline Incumbent Rate Center 1.

		PAETEC has 425-865-XXXX numbers to correspond to customers located in Wireline Incumbent Rate Center 2.

		PAETEC’s local calling scope encompasses all of Rate Center 1 and Rate Center 2.









Application Assuming PAETEC Is a Wireless Provider

		PAETEC’s “‘coverage area’ overlaps the geographic location of the rate center in which the customer’s wireline number is provisioned.”

		PAETEC is willing to “[maintain] the number’s original rate center designation following the port.”

		PAETEC can do this by assigning an RTN to the ported-in number that corresponds to the Wireline Incumbent Rate Center 1.

		If PAETEC were to be a wireless carrier, PAETEC could offer all of the location portability that is inherent with being a wireless carrier.

		Even as a wireline carrier, PAETEC is permitted to offer location portability to the customer.









Bottom Line

		Wireline carriers should have the same number portability flexibility that is offered to wireless carriers as long as the wireline carrier follows the same guidelines as required of wireless carriers.

		Wireline carriers should be permitted to offer number portability and location portability to migrating customers from the incumbent wireline carrier so long as the provisions associated with wireline-to-wireless portability are followed.
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New Change Orders – Working Copy




Origination Date:  10/20/05


Originator:  T-Mobile

Change Order Number:  NANC TBD

Description:  SPID Migration Automation Changes

Functionally Backwards Compatible:  Yes

IMPACT/CHANGE ASSESSMENT


		FRS

		IIS

		GDMO

		ASN.1

		NPAC

		SOA

		LSMS



		Y

		Y

		N

		N

		Y

		Y

		Y





Business Need:


NANC 323 SPID Migration – Currently Service Providers and the NPAC require a fair amount of manual processing, beginning with the initial SPID migration request form, through performing the actual SPID migration during the maintenance window.  With the frequency of SPID Migrations (several times every month), this creates a personnel resource situation that could be helped through software automation.


As discussed during the Oct ’05 LNPAWG meeting, an effort will be started to identify areas of most concern and/or areas for improvement.  Possible discussion areas include:


· Automating the request form process (online web GUI).  Incorporate edits to ensure valid data is entered and submitted.

· Incorporating an online scheduling function (i.e., if it’s available, you can reserve/book it).


· Self-maintenance of scheduled migrations (modify or delete).


· Automated checking/warning/cancelling/reporting of pending-like SVs that need to be handled prior to the migration.

· Enhancing the interface to pass SMURF (SPID Migration Update Request Files) data across the interface (new messages).

· Automatic generation of both preliminary and final SMURF data.

· Changes to data definitions, such that the SPID attribute can be updated automatically via messages.

· Other reporting functions that are automatically generated after a SPID migration (e.g., SV counts).

· E-mail notifications to the SPID Migration distro.


Description of Change:


This change order recommends that SPID Migration Automation Changes be added to the NPAC:


· Item 1.


· Item 2.


· Item 3.


· Item 4.


Requirements:


TBD


IIS:


TBD


GDMO:


TBD

ASN.1:


TBD


Open Issues:


1. None.
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NPAC SMS/Group Service Provider Certification and Regression Test Plan 



For New Entrants Certification and Existing Service Providers/Vendors Regression Testing up to and including NPAC Release 3.3


September 30, 2005


Release 3.3.0a


Publication History



			NANC FRS/IIS Version


			Test Plan Release Date


			Description





			R3.2.0a


			2/18/03


			This is the first version of a new ‘living’ Group Turn Up Test Plan.  This document contains a matrix of all Turn Up test cases that have been defined per NPAC software release for execution in a ‘multiple Service Provider’ or ‘group’ environment.  All test cases identified in the matrix herein are also included in this document.  Moving forward all test cases defined for a functional release that are to be executed in a group environment will be added to this document.





			R3.2.2a


			1/19/04


			Updated Matrix to include “Group” test cases identified to validate R3.2 functionality, and added respective test cases.





			R3.2.2b


			2/12/04


			Deleted procedures for NANC 323-1 test case due to delay in testing.  These test case procedures will be updated to more appropriately support the unique testing approach required to efficiently test this functionality and will be published in coordination with the actual testing cycle.





			R3.3.0a


			9/30/05


			Updated Matrix to remove functional test cases from previous releases and included functional test cases for NPAC Release 3.3.  Added Test Cases as required corresponding with the updated Matrix.  Incorporated NANC 323 procedures for regression testing.  Added NPA Split regression test cases.
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1.   Preface



1.1 Purpose of this Document



The purpose of this document is to identify the Turn Up Test Cases to be executed by different Service Providers and/or Vendors during the group phase of Turn Up testing.  Chapter 3 contains a Group Test Case Matrix, which contains all test cases written with the purpose of execution in the group environment.  The matrix also indicates the recommended Test Cases for regression testing against the NPAC software in a group environment.



Actual Entrance and Exit criteria for test execution/completion are an agreement between individual Service Providers and NeuStar, Inc.  Regression Testing is required for each new release of Vendor (SOA and/or LSMS) software as well as each new release of NPAC SMS software.



1.2 Group Testing:



In addition to the Test Cases listed in this Individual Service Provider Test Case Matrix in the NPAC SMS/Individual Service Provider Certification and Regression Test Plan, Service Providers are required to participate in group testing.  Group testing consists of two parts and requires the participation of multiple service providers in the test environment.  



The first phase of group testing is called “Round Robin” testing.  Instructions for the “Round Robin” testing are contained in this section. 



The second phase of group testing consists of testing certain NPAC Turn Up Test Cases in the multiple service provider environment, based on the purpose of the testing.  For example, if the purpose of testing is to re-certify an “Experienced Service Provider with Experienced Vendor” (refer to relationship definitions in section 2 of the NPAC SMS/Individual Service Provider Certification and Regression Test Plan) then Group Testing would consist of the round robin phase as well as test cases identified for group testing for the current release of NPAC software for which they are seeking certification.  If the purpose of testing is to certify a “New Service Provider with New Vendor”, then Group Testing may consist of the round robin phase as well as a suite of test cases selected by the lead NPAC test engineer that should be executed in a group environment in order to certify to the NPAC software.  



1.2.1 Round Robin 



Round Robin testing involves porting a TN from SP1, among the other service providers and back to SP1.  It is considered to be one test case with multiple steps and needs to be executed by the service providers and NPAC Personnel as a team.



Note:  Three round robin test cases should be performed – success, partial failure, and failure. 



1.2.1.1 Port TN from SP1 to SP2 - 1st time ported TN. 



As the new service provider, SP2 (SPID2) creates a pending port (newSP-Create) for TN TN1. SP1 (SPID1) concurs with the pending port. Next, SP2 activates the pending port and the NPAC SMS broadcasts an M-Create of the subscriptionVersion object to all LSMSs. 



Note: Since this is a 1st time ported TN, a new NPA-NXX notification  (NPA-NXX for TN1) should be sent to all SOA and LSMSs when the pending port is created. 



NPAC Personnel issues an audit of TN TN1 to all service providers and verifies the results of the audit (TN and GTT data) via the audit report. Also, the service providers verify the port by issuing queries to the NPAC SMS for the active TN. 



1.2.1.2 Port TN from SP2 to SP3 - previously ported TN. 



As the new service provider, SP3 (SPID3) creates a pending port (newSP-Create) for TN TN1. SP2 concurs with the pending port. Next, SP3 activates the pending port and the NPAC SMS broadcasts an M-Create of the subscriptionVersion object to all LSMSs.  



NPAC Personnel issues an audit of TN TN1 to all service providers and verifies the results of the audit (TN and GTT data) via the audit report. Also, the service providers verify the port by issuing queries to the NPAC SMS for the active TN. 



1.2.1.3 Port TN from SP3 to SP4 - previously ported TN.



 As the new service provider, SP4 (SPID4) creates a pending port (newSP-Create) for TN TN1. SP3 concurs with the pending port. Next, SP4 activates the pending port and the NPAC SMS broadcasts an M-Create to the subscriptionVersion object to all LSMSs.  



NPAC Personnel issues an audit of TN TN1 to all service providers and verifies the results of the audit (TN and GTT data) via the audit report. Also, the service providers verify the port by issuing queries to the NPAC SMS for the active TN.



1.2.1.4 Port TN from SP4 to SP1 "port to original" – previously ported TN.



As the new service provider and original owner of the TN, SP1 creates a pending port (newSP-Create) with the "port to original" flag equal to TRUE for TN TN1.  SP4 (SPID1) concurs with the pending port.  Next, SP1 activates the pending port and the NPAC SMS broadcasts an M-Delete for the Subscription Version object to all LSMSs. 



NPAC Personnel issues an audit of TN TN1 to all service providers and verifies the results of the audit (TN and GTT data) via the audit report.  Also, the service providers verify the port by issuing queries to the NPAC SMS for the TN and getting a result equivalent to “No Record Found”.



2.   Related Documents:



Additional information can be found in the following documents:



North American Numbering Council (NANC), Functional Requirements Specification, Number Portability Administration Center (NPAC) Service Management System (SMS), Version 3.3.0e.




NPAC SMS Interoperable Specifications, NANC Version 3.3.0.c.



NPAC Release 3.3 Functional Test Cases, Release 3.3.0c


NPAC SMS Individual Service Provider Certification and Regression Test Plan, Version 3.3.0a



With release 3.1a, the NPAC SMS Individual Service Provider Certification and Regression Test Plan was broken into ‘parts’ since the document size was getting too large for the application to function efficiently.  The following chapters are published with that document under the following file names:



			CHAPTER NAME


			FILE NAME





			Chapter 8 Individual Turn Up Test Scenarios Related to NPAC Release 1.


			Cert & Regression Test Plan Chapter 8 thru 3.3.0





			Chapter 9 Individual Turn Up Test Scenarios Related to NPAC Release 2.


			Cert & Regression Test Plan Chapter 9 thru 3..3.0





			Chapter 10 Individual Turn Up Test Scenarios Related to NPAC Release 3.0.X


			Cert & Regression Test Plan Chapter 10 thru 3.3.0





			Chapter 11 Individual Turn Up Test Scenarios Related to NPAC Release 3.1.X


			Cert & Regression Test Plan Chapter 11 thru 3.3.0





			Chapter 12 Individual Turn Up Test Scenarios Related to NPAC Release 3.2.X


			Cert & Regression Test Plan Chapter 12 thru 3.3.0





			Chapter 13 Individual Turn Up Test Scenarios Related to NPAC Release 3.3.X


			Cert & Regression Test Plan Chapter 13 thru 3.3.0








3.   Group Turn Up Test Case Matrix:



This section contains a matrix of all test cases written and defined for Service Provider Turn Up testing in a multiple service provider environment up to and including Release 3.2.  



			


			New Entrant Test Cases


			Re-gression


			SOA


			LSMS





			Test Case Objective


			New SP w/ New Vendor


			Exp SP w/ New Vendor


			New SP w/ Exp Vendor


			Exp SP w/ Exp Vendor


			


			





			Release 1.0 Test Cases





			3.1 Round Robin Testing





			3. SP2SP Testing


			X


			X


			X


			X


			X


			X





			4. Partner Testing – SP1 with SP2


			X


			X


			X


			X


			X


			X





			5. Partner Testing – SP3 with SP4


			X


			X


			X


			X


			X


			X





			6. Performance Testing 





			6.1 Single TN Volume Testing


			Test case procedures incorporated into test case 1.1 from Release 2.0.





			6.2 TN Range Volume Testing


			Test case procedures incorporated into test case 1.3 from Release 2.0.





			6.3 Stability Testing


			X


			X


			X


			X


			X


			X





			6.4 Stress Testing


			X


			X


			X


			X


			X


			X





			7. Disaster Recovery





			7.1 Scheduled Site Switchover


			








Removed from Group phase.  Maps to test case 8.2.1 in Rel 1.0 Individual Certification.





			7.2  Unscheduled Site Switchover


			








Removed from Group phase.  Maps to test case 8.2.2 in Rel 1.0 Individual Certification.





			7.3 Scheduled Downtime


			








Test Case no longer required.





			8. NPA Splits





			8.5.1 Permissive Dialing Period is Successfully Started - NPAC Personnel User – Success


			


			


			


			X


			X


			X





			8.5.5 Perform Port-to-Original during the Permissive Dialing Period of the NPA Split.– Success


			


			


			


			X


			X


			X





			Release 2.0 Test Cases





			Performance Test Cases





			1.1 Single TN Volume Testing with non-pooled TNs  (TNs that are not part of a 1K Block)


			X


			X


			X


			X


			X


			X





			1.2 Single TN Volume Testing with pooled TNs


			X


			X


			X


			X


			X


			X





			1.3 TN Range Volume Testing with non-pooled TNs  (TNs that are not part of a 1K Block)


			X


			X


			X


			X


			X


			X





			1.4 TN Range Volume Testing with pooled TNs


			X


			X


			X


			X


			X


			X





			Release 2.0 Functional Group Test Cases





			ILL 79 – Group 1 SOA – Service Providers, using their SOA systems, where their SOA Network Data Download Association Function is set to ‘ON’, issue a Network Data and Notification Recovery Request by specifying a Time Range – Success


			Removed from Group phase.  Test case procedures incorporated intotest case 187-4 from Release 3.2 Individual Certification.





			ILL 79 – Group 2 LSMS – Service Providers, using their LSMS systems, where LSMS Network and Subscription Data Download Association Function is set to ‘ON’, issue a Network Data and Notification Recovery Request by specifying a Time Range – Success


			Removed from Group phase.  Test case procedures incorporated into test case 187-1 from Release 3.2 Individual Certification.





			NANC 48 – Group 1 SOA – ‘Associated’ SPID ‘B’ creates an LRN (at least 4 Service Provider’s are configured to operate in this region, 1 ‘Primary’ SPID (‘A’), 2 ‘Associated’ SPIDs (‘B’ and ‘C’) and one other SPID ‘D’ – neither Primary or Associated) SPID ‘B’, and SPID ‘D’ are configured with their SOA Network Data Download Association Function and LSMS Network and Subscription Data Download Association Function set to ‘ON’, SPID ‘A’ and SPID ‘C’ is configured with their SOA Network Data Download Association Function set to ‘OFF’ and their LSMS Network and Subscription Data Download Association Function is set to ‘ON’ - Success


			








Removed from Group phase.  Maps to test case NANC 48-2 in Rel 2.0 Individual Certification.





			NANC 48 – Group 2 NPAC OP GUI – NPAC Personnel create a Service Provider Profile for a New Service Provider in a region where ‘Primary’ and ‘Associated’ Service Providers exist. (At least 4 Service Provider’s are configured to operate in this region, 1 ‘Primary’ SPID (‘A’), 2 ‘Associated’ SPIDs (‘B’ and ‘C’) and one other SPID ‘D’ (neither Primary or Associated).  SPID ‘B’, and SPID ‘D’ are configured with their SOA Network Data Download Association Function set to ‘ON’ and their LSMS Network and Subscription Data Download Association Function set to ‘ON’.  SPID ‘A’ and SPID ‘C’ are configured with their SOA Network Data Download Association Function set to ‘OFF’.  SPID ‘A’s’ LSMS Network and Subscription Data Download Association Function is set to ‘OFF’.  SPID ‘C’s’ LSMS Network and Subscription Data Download Association Function is set to ‘ON’ – Success


			





Removed from Group phase.  Maps to test case NANC 48-3 in Rel 2.0 Individual Certification.





			NANC 48 – Group 3 NPAC OP GUI – NPAC Personal verify that a Service Provider that is functioning properly as neither a Primary nor Associated SPID can function properly as an Associated SPID, be dis-associated from its Primary SPID and again function properly as neither a Primary nor Associated SPID


			





Removed from Group phase.  Maps to test case NANC 48-4 in Rel 2.0 Individual Certification.





			Release 3.0 Test Cases





			3. NPA-NXX-X Information





			3.1 Create NPA-NXX-X Information





			3.1.1 NPAC OP GUI - NPAC Personnel create NPA-NXX-X Information, where the Block Holder SPID is the same as the Code Holder SPID and must be neither a primary or secondary SPID and the NPAC SMS schedules the Number Pool Block create, and the NPAC SMS activates upon scheduled date and time. The following Service Provider configurations are in place:



1 with EDR LSMS and the LSMS NPA-NXX-X Indicator set to TRUE and SOA NPA-NXX-X Indicator set to FALSE with a filter set to receive the download.



1 with EDR LSMS and the LSMS NPA-NXX-X Indicator set to FALSE and SOA NPA-NXX-X Indicator set to TRUE with a filter set to receive the download.



1 with non-EDR LSMS and the LSMS NPA-NXX-X Indicator set to TRUE and SOA NPA-NXX-X Indicator set to FALSE with a filter set to NOT receive the download.



1 with non-EDR LSMS and the LSMS NPA-NXX-X Indicator set to FALSE and SOA NPA-NXX-X Indicator set to TRUE with a filter set to NOT receive the download).



 - Success


			








Removed from Group phase.  Maps to test case 3.1.1 in Rel 3.0 Individual Certification.





			3.1.2 NPAC OP GUI - NPAC Personnel create NPA-NXX-X Information where the NPA-NXX has not had any previous ports and where the Block Holder SPID is the primary SPID and the Code Holder SPID is the associated SPID. The following Service Provider configurations are in place:



1 with LSMS NPA-NXX-X Indicator set to TRUE and SOA NPA-NXX-X Indicator set to FALSE with a filter set to receive the download.



1 with LSMS NPA-NXX-X Indicator set to FALSE and SOA NPA-NXX-X Indicator set to TRUE with a filter set to receive the download.



1 with LSMS NPA-NXX-X Indicator set to TRUE and SOA NPA-NXX-X Indicator set to FALSE with a filter set to NOT receive the download.



1 with LSMS NPA-NXX-X Indicator set to FALSE and SOA NPA-NXX-X Indicator set to TRUE with a filter set to NOT receive the download).



– Success


			








Test Case procedures incorporated into test case 3.1.1 in Rel 3.0 Individual Certification. 





			3.1.3 NPAC OP GUI - NPAC Personnel create NPA-NXX-X Information where the NPA-NXX has not had any previous ports and where the Block Holder SPID is the associated SPID and the Code Holder SPID is the primary SPID. The following Service Provider configurations are in place:



1 with LSMS NPA-NXX-X Indicator set to TRUE and SOA NPA-NXX-X Indicator set to FALSE with a filter set to receive the download.



1 with LSMS NPA-NXX-X Indicator set to TRUE and SOA NPA-NXX-X Indicator set to FALSE with a filter set to NOT receive the download.



1 with LSMS NPA-NXX-X Indicator set to FALSE and SOA NPA-NXX-X Indicator set to TRUE with a filter set to receive the download.



1 with LSMS NPA-NXX-X Indicator set to FALSE and SOA NPA-NXX-X Indicator set to TRUE with a filter set to NOT receive the download).



– Success


			








Removed from Group phase.  Maps to test case 3.1.3 in Rel 3.0 Individual Certification.





			3.2 Modify NPA-NXX-X Information





			3.2.1 NPAC OP GUI - NPAC Personnel modify the Effective Date of the NPA-NXX-X Information - Success


			








Removed from Group phase.  Maps to test case 3.2.1 in Rel 3.0 Individual Certification.





			3.3 Delete NPA-NXX-X Information





			3.3.1 NPAC OP GUI - NPAC Personnel delete NPA-NXX-X Information when subordinate information (Number Pool Block and Subscription Versions) exist, post Effective Date, to 4 LSMSs with the following configurations:



1 with LSMS NPA-NXX-X Indicator set to TRUE and SOA NPA-NXX-X Indicator set to FALSE with a filter set to receive the download.



1 with LSMS NPA-NXX-X Indicator set to TRUE and SOA NPA-NXX-X Indicator set to FALSE with a filter set to NOT receive the download



1 with LSMS NPA-NXX-X Indicator set to FALSE and SOA NPA-NXX-X Indicator set to TRUE with a filter set to receive the download



1 with LSMS NPA-NXX-X Indicator set to FALSE and SOA NPA-NXX-X Indicator set to TRUE with a filter set to NOT receive the download



 - Success


			








Removed from Group phase.  Maps to test case 3.3.1 in Rel 3.0 Individual Certification.





			3.3.5 NPAC OP GUI – NPAC Personnel delete NPA-NXX-X Information to 3 LSMSs (2 EDR and 1 non-EDR – all systems completely fail the request) – Success


			








Removed from Group phase. Maps to test case 3.3.5 in Release 3.0 Individual Certification.





			3.3.6 NPAC OP GUI - NPAC Personnel re-send a failed NPA-NXX-X de-pool request (3 SPIDs on the Failed-SP-List, 2 EDR and 1 non-EDR - resend to only  1 EDR SPID in the Failed-SP-List, the resend is successful to this one system) - Success


			








Removed from Group phase.  Maps to test case 3.3.6 in Rel 3.0 Individual Certification.





			3.3.7 NPAC OP GUI - NPAC Personnel re-send a partially-failed NPA-NXX-X de-pool request (1 Service Provider is in the Failed-SP-List - resend to the only Service Provider (a non-EDR LSMS) in the Failed-SP-List, the resend is successful to this one system) – Success


			








Removed from Group phase.  Maps to test case 3.3.7 in Rel 3.0 Individual Certification.





			4. Block Information





			4.1 Create Block Information





			4.1.1 SOA - Service Provider Personnel create a non-contaminated Number Pool Block – Success.


			








Removed from Group phase.  Maps to test case 4.1.1 in  Release 3.0 Individual Certification.





			4.1.2 NPAC OP GUI - NPAC Personnel schedule a Number Pool Block Create for a contaminated Block to be run at a future date, and the NPAC SMS activates upon scheduled date and time – Success


			





Removed from Group phase.  Maps to test case 4.1.2 in Release 3.0 Individual Certification.





			4.1.5 SOA - Service Provider Personnel attempt to create a Number Pool Block when ‘pending-like, no-active’ Subscription Versions exist – Error


			








Removed from Group phase.  Maps to test case 4.1.5 in Release 3.0 Individual Certification.





			4.1.6 NPAC OP GUI - NPAC Personnel re-schedule a Number Pool Block Create Event to run immediately.  The initial Number Pool Block Create Request that was initiated by the NPA-NXX-X Holder SOA has failed due to ‘pending-like, no active’ Subscription Versions. – Success


			








Removed from Group phase.  Maps to test case 4.1.6 in Rel 3.0 Individual Certification.





			4.1.8 SOA - Service Provider Personnel create a Number Pool Block - (to at least 3 LSMSs – at least 1 EDR and 2 non-EDR) that results in a Full Failure – Success


			








Removed from Group phase.  Maps to test case 4.1.8 in Rel 3.0 Individual Certification.





			4.1.9 NPAC OP GUI - NPAC Personnel re-send a full failure Number Pool Block create to 1 LSMS (1 EDR ) resulting in success (2 non-EDR systems are still on the Failed SP List) – Success


			





Removed from Group phase.  Maps to test case 4.1.9 in Rel 3.0 Individual Certification.





			4.1.10 NPAC OP GUI - NPAC Personnel perform a resend of a previously ‘partial failure’ Number Pool Block to all Service Providers in the Failed SP List (2 non-EDR) – Success


			


Removed from Group phase.  Maps to test case 4.1.10 in Rel 3.0 Individual Certification.





			4.1.11 SOA – Service Provider Personnel create a Number Pool Block (to at least 4 LSMSs - 2 non-EDR and 2 EDR) that results in a Partial Failure - Success


			








Removed from Group phase.  Maps to test case 4.1.11 in Rel 3.0 Individual Certification.





			4.1.13 SOA – Service Provider Personnel create a Number Pool Block (to at least 4 LSMSs - 2 non-EDR and 2 EDR) that results in a Partial Failure (1 non-EDR system fails one TN and 1 EDR system fails) – Success


			








Removed from Group phase.  Maps to test case 4.1.13 in Rel 3.0 Individual Certification.





			4.1.14 SOA – Service Provider Personnel create a Number Pool Block (to at least 4 LSMSs - 2 non-EDR and 2 EDR) that results in a Partial Failure (1 non-EDR system fails one TN and 2 EDR systems fails) – Success


			








Removed from Group phase.  Maps to test case 4.1.14 in Rel 3.0 Individual Certification.





			4.2 Modify Block Information





			4.2.1 SOA- Service Provider Personnel modify an active Number Pool Block with the SOA Origination Indicator set to FALSE (and contains Subscription Versions with LNP Types of ‘POOL’, ‘LISP’ and ‘LSPP’) for at least 4 LSMSs (2 non-EDR and 2 EDR). – Success


			








Removed from Group phase.  Maps to test case 4.2.1 in Release 3.0 Individual Certification.





			4.2.2 SOA – Service Provider Personnel modify the LRN for an active Number Pool Block and broadcast to at least 4 LSMSs (2 EDR and 2 non-EDR systems) resulting in Full Failure – Success


			








Removed from Group phase.  Maps to test case 4.2.2 in Release 3.0 Individual Certification.





			4.2.3 SOA - Service Provider Personnel modify the routing data for an active Number Pool Block and broadcast to at least 4 LSMSs (2 EDR and 2 non-EDR systems) resulting in Partial Failure - Success


			








Removed from Group phase.  Maps to test case 4.2.3 in Release 3.0 Individual Certification.





			4.2.4 NPAC OP GUI - NPAC Personnel re-send a failed Number Pool Block Modify Request for both EDR and non-EDR LSMSs – Success


			





Removed from Group phase.  Maps to test case 4.2.4 in Release 3.0 Individual Certification.





			4.2.9 SOA - Service Provider Personnel modify the routing data for an active Number Pool Block and broadcast to at least 4 LSMSs (1 EDR and 3 non-EDR systems) resulting in Partial Failure (2 non-EDR systems fail two different TNs, the EDR system and one non-EDR system is successful) – Success


			








Removed from Group phase.  Maps to test case 4.2.9 in Release 3.0 Individual Certification.





			4.2.10 SOA - Service Provider Personnel modify the routing data for an active Number Pool Block and broadcast to at least 4 LSMSs (2 EDR and 2 non-EDR systems) resulting in a Partial Failure (1 non-EDR systems fails one TN, and 1 EDR system fails) – Success


			








Removed from Group phase.   Maps to test case 4.2.10 in Release 3.0 Individual Certification.





			4.2.11 SOA - Service Provider Personnel modify the routing data for an active Number Pool Block and broadcast to at least 4 LSMSs (2 EDR and 2 non-EDR systems) resulting in a Partial Failure (1 non-EDR systems fails one TN, and 2 EDR systems fail) – Success


			








Removed from Group phase.  Maps to test case 4.2.11 in Release 3.0 Individual Certification Testing.





			5. Mass Updates





			5.1 NPAC OP GUI - NPAC Personnel submit a Mass Update request to update the LRN, specifying no restriction on LNP Type, and a TN range of 10,000 numbers that contains: 



one complete Number Pool Block owned by the requesting Service Provider with Subscription Versions of LNP Type ‘POOL’, as well as ‘LISP’ and ‘LSPP’ Subscription Versions  for another Service Provider



one complete Number Pool Block owned by the requesting Service Provider with Subscription Versions of LNP Type ‘POOL’ only.



one complete Number Pool Block which is not owned by the requesting Service Provider with Subscription Versions of LNP Type ‘POOL’, as well as ‘LISP’ and ‘LSPP’  Subscription Versions for the requesting Service Provider



Subscription Versions owned by both the requesting Service Provider and another Service Provider that are in neither Number Pool Block. 



– Success 


			








Removed from Group phase.  Maps to test case 5.1 in Release 3.0 Individual Certification.





			5.2 NPAC OP GUI - NPAC Personnel submit a Mass Update request to update the CNAM DPC and SSN values, specifying no restriction on LNP Type, and a TN range that encompasses one complete block, using the Old NPA-NXX that is part of an NPA Split currently in Permissive Dialing Period (PDP). – Error


			Removed from Group phase.  Maps to test case 5.2 in Release 3.0 Individual Certification.














			5.5 NPAC OP GUI – NPAC Personnel submit a Mass Update request to update the CLASS DPC and SSN values, specifying no restriction on LNP Type, and a TN range that completely includes a Number Pool Block as well as Subscription Versions outside of the 1K Block, that are owned by the requesting Service Provider. – Success


			Removed from Group phase.  Maps to test case 5.5 in Release 3.0 Individual Certification.














			5.6 NPAC OP GUI – NPAC Personnel submit a Mass Update request to update the ISVM DPC and SSN values, specifying an LNP Type of ‘POOL’, and a TN range that completely includes a Number Pool Block, at least one but not all EDR LSMS(s) fail the request. – Success


			Removed from Group phase.  Maps to test case 5.6 in Release 3.0 Individual Certification.














			5.7 NPAC OP GUI – NPAC Personnel submit a Mass Update request to update the LIDB DPC and SSN values, specifying an LNP Type of ‘POOL’, and a TN range that completely includes a Number Pool Block that is owned by the requesting Service Provider as well as intersects a subset of another Number Pool Block that is not owned by the requesting Service Provider.  – Success


			Removed from Group phase.  Maps to test case 5.7 in Release 3.0 Individual Certification.














			6. Subscription Version Management





			6.2 Subscription Version Create Test Cases





			6.2.10 SOA - Service Provider Personnel submit an Activate request for a ‘pending’ Intra-Service Provider Subscription Version by the Code Holder, prior to the NPA-NXX-X Effective Date – Success


			








Removed from Group phase.  Maps to test case 6.2.10 in Release 3.0 Individual Certification.





			6.2.11 SOA - Service Provider Personnel submit an Inter-Service Provider, Port-to-Original Activate request, after the Block existence – Success


			Removed from Group phase.  Maps to test case 6.2.11 in Release 3.0 Individual Certification.














			6.2.12 SOA - Service Provider Personnel submit an Activate request for a ‘pending’, Inter-Service Provider, Port-to-Original Subscription Version, one or more of the LSMSs that are accepting downloads for that NPA-NXX do not respond resulting in a partial failure – Success


			Removed from Group phase.  Maps to test case 6.2.12 in Release 3.0 Individual Certification.














			6.2.13 NPAC OP GUI - NPAC Personnel submit a resend for a ‘failed’ Port-to-Original Activate request and all LSMSs process the re-send – Success


			Removed from Group phase.  Maps to test case 6.2.13 in Release 3.0 Individual Certification.











			6.2.15 NPAC OP GUI - NPAC Personnel create an Inter-Service Provider Subscription Version for the New Service Provider, where the currently active SV exists for another Service Provider, after the NPA-NXX-X Creation and prior to the NPA-NXX-X Effective Date – Success


			Removed from Group phase.  Maps to test case 6.2.15 in Release 3.0 Individual Certification.











			6.2.16 SOA – Service Provider Personnel submit an Activate request for a ‘pending’, Inter-Service Provider, Port-to-Original Subscription Version, none of the LSMSs that are accepting downloads for that NPA-NXX respond resulting in a failure – Success


			Removed from Group phase.  Maps to test case 6.2.16 in Release 3.0 Individual Certification.














			6.5 Subscription Version Disconnect Test Cases





			6.5.1 SOA - Service Provider Personnel submit a Subscription Version Immediate Disconnect request for a TN that is part of a 1K Block, where the Subscription Version LNP Type is set to ‘LISP’, after the Block existence – Success


			








Removed from Group phase.  Maps to test case 6.5.1 in Release 3.0 Individual Certification.





			6.5.2 SOA - Service Provider Personnel submit a Subscription Version Deferred Disconnect request for a TN that is part of a 1K Block, where the Subscription Version LNP Type is set to ‘LSPP’, after the Block existence, and the NPAC SMS disconnects upon scheduled date and time – Success


			Removed from Group phase.  Maps to test case 6.5.2 in Release 3.0 Individual Certification.














			6.5.3 SOA - Service Provider Personnel submit a Subscription Version Deferred Disconnect request for a TN that is part of a 1K Block, one or more of the LSMSs that are accepting downloads for that NPA-NXX do not respond resulting in a partial failure – Success


			Removed from Group phase.  Maps to test case 6.5.3 in Release 3.0 Individual Certification.














			6.5.5 NPAC OP GUI - NPAC Personnel resend a ‘partial failure’ disconnect request and all LSMSs respond – Success


			Removed from Group phase.  Maps to test case 6.5.5 in Release 3.0 Individual Certification.











			6.5.6 SOA - Service Provider Personnel submit a Subscription Version Immediate Disconnect request for a TN that is part of a 1K Block, after the Block Activation Date, none of the LSMSs that are accepting downloads for that NPA-NXX respond resulting in a failure – Success


			Removed from Group phase.  Maps to test case 6.5.6 in Release 3.0 Individual Certification.














			8. Resynchronization





			8.1 LSMS – Service Provider Personnel for an EDR LSMS submit a resynchronization request for Network Data, Block Data, SV Data and Notification Data by time range, over the LSMS to NPAC SMS Interface, with the Service Provider’s NPAC Customer LSMS NPA-NXX-X Indicator set to TRUE.  – Success


			Removed from Group phase.  Test case procedures incorporated into test case 187-1 from Release 3.2 Individual Certification.





			8.2 LSMS - Service Provider Personnel for a non-EDR LSMS submit a resynchronization request for Network Data, Block Data, SV Data and Notification Data by time range, over the LSMS to NPAC SMS Interface, with the Service Provider’s NPAC Customer LSMS NPA-NXX-X Indicator set to TRUE.  – Success


			Removed from Group phase.  Test case procedures incorporated into test case 187-1 from Release 3.2.





			8.3 SOA - Service Provider Personnel submit a resynchronization request for Network Data and Notification Data by time range, over the SOA to NPAC SMS Interface, with the Service Provider’s NPAC Customer SOA NPA-NXX-X Indicator set to TRUE. - Success


			Removed from Group phase.  Test case procedures incorporated into test case 187-4 from Release 3.2.





			9. Audits





			9.1 SOA - Service Provider Personnel initiate a full audit for a single TN, with LNP Type = POOL, for all Service Providers, no discrepancies exist. - Success


			Removed from Group phase.  Maps to test case 9.1 in Release 3.0 Individual Certification.














			9.2 NPAC OP GUI - NPAC Personnel initiate a full audit for a single TN, with LNP Type = POOL, for all Service Providers, discrepancies exist. - Success


			





Removed from Group phase.  Maps to test case 9.2 in Release 3.0 Individual Certification.





			9.3 SOA - Service Provider Personnel initiate a full audit for a range of TNs, with LNP Type = POOL, LISP and LSPP, for all Service Providers, no discrepancies exist. - Success


			Removed from Group phase.  Maps to test case 9.3 in Release 3.0 Individual Certification.














			9.4 SOA - Service Provider Personnel initiate a full audit for a range TNs, with LNP Type = POOL, LISP, and LSPP, for all Service Providers, discrepancies exist. - Success


			Removed from Group phase.  Maps to test case 9.4 in Release 3.0 Individual Certification.














			9.5 SOA - Service Provider Personnel initiate a full audit based on TN range for all Service Providers, (a block indicated by the TN Range entry has a status of ‘sending’), no discrepancies exist. - Success


			Removed from Group phase.  Maps to test case 9.5 in Release 3.0 Individual Certification.














			Release 3.1 Test Cases





			Release 3.1 Performance Test Cases - Refer to section number 6.1.5 within Chapter 6 of this document





			1.
5000 New Service Provider Creates, submitted as 5 ranges of 1000 TNs each, if possible, otherwise submitted in the most efficient, fastest manner possible.






			X


			X


			X


			X


			X


			





			2.
5000 Old Service Providers Creates on the same TNs as used in Item 1, submitted as 5 ranges of 1000 TNs each, if possible, otherwise submitted in the most efficient, fastest manner possible. 






			X


			X


			X


			X


			X


			





			3.
Modification of 5000 existing “pending” subscription versions (the subscription versions created in Item 1 f, first bullet, of the Testing Approach section).  Each Service Provider (Old and New) should modify half of the subscription versions (2500 each).  They should each submit the modify requests as 2 ranges of 1000 and 1 range of 500, if possible, otherwise submitted in the most efficient, fastest manner possible.






			X


			X


			X


			X


			X


			





			4.
Activation of 5000 existing “pending” subscription versions (the subscription versions created in Item 1 f, second bullet, of the Testing Approach section), submitted as 5 ranges of 1000 TNs each, if possible, otherwise submitted in the most efficient, fastest manner possible.






			X


			X


			X


			X


			X


			X





			Release 3.1 Functional Group Test Cases





			7.1 SOA - Old SP Personnel create a range of Inter-Service Provider subscription versions. Their Customer TN Range Notification Indicator is set to the value they will use in production. New SP does not submit their create request. Initial and Final Concurrence Windows Expire. – Success


			





Removed from Group phase.  Maps to test case 2.1 in Release 3.1 Individual Certification.





			7.2 SOA – Service Provider Personnel activate a range of 1000 Inter-Service Provider subscription versions. Their Customer TN Range Notification Indicator is set to production value. In the pre-requisite create process the range is submitted as two smaller ranges, each with unique DPC/SSN data but the TNs used in the ranges are contiguous and the SVIDs assigned by the NPAC SMS are contiguous. The activate request is submitted as one range. At least one LSMS does not respond to the activate request, resulting in a partial failure. The re-send is successful. – Success


			








Removed from Group phase.  Maps to test case 2.6 in Release 3.1 Individual Certification.





			7.3 SOA – Service Provider Personnel activate a range of 500 SVs. Their Customer TN Range Notification Indicator is set to production value. In the prerequisite SV create process the range is submitted as two smaller ranges. The TNs used in the ranges are contiguous and have the same feature data but other create activities are submitted between the range create requests to ensure that the SVIDs for the TNs in the ranges are not contiguous. The activate request is submitted as one range. The activate request results in one notification containing a list of the SVIDs. – Success


			








Removed from Group phase.  Maps to test case 2.9 in Release 3.1 Individual Certification.





			7.4 SOA – Service Provider Personnel perform an immediate disconnect of a range of 500 active SVs. Their Customer TN Range Notification Indicator is set to production value. In the pre-requisite SV create process the range was submitted as two smaller range creates, each with the same feature data and, the SVIDs are contiguous within each range create. The immediate disconnect request is submitted as one range. The immediate disconnect request results in one notification containing a list of the SVIDs. – Success


			








Removed from Group phase.  Maps to test case 2.16 in Release 3.1 Individual Certification.





			7.5 SOA – Current Service Provider Personnel issue a deferred disconnect for a range of 100 ‘active’ subscription versions. Their Customer TN Range Notification Indicator is set to production value. In the prerequisite create process the range is submitted as two smaller ranges. The TNs used in the ranges are contiguous and have the same feature data but other create activities are submitted between the range create requests to ensure that the SVIDs for the TNs in the ranges are not contiguous. The deferred disconnect request is submitted as one range. The disconnect-pending request results in one notification containing a list of the SVIDs. – Success


			








Removed from Group phase.  Maps to test case 2.23 in Release 3.1 Individual Certification.





			7.6 SOA – New Service Provider Personnel cancel a range of 5000 Inter-Service Provider subscription versions for which the Old Service Provider has not yet concurred to. Their Customer TN Range Notification Indicator is set to production value. In the prerequisite create process the range is submitted as two smaller ranges. The TNs used in the ranges are contiguous and have the same feature data but other create activities are submitted between the range create requests to ensure that the SVIDs for the TNs in the ranges are not contiguous. The cancel request is submitted as one range. The cancel request results in one notification containing a list SVIDs. – Success


			





Removed from Group phase.  Maps to test case 2.26 in Release 3.1 Individual Certification.





			7.7 SOA – Old Service Provider Personnel modify a range of 1000 ‘pending’ Inter-Service Provider subscription versions to change the authorization flag from TRUE to FALSE. Their Customer TN Range Notification Indicator is set to production value. In the prerequisite create process the range is submitted as two smaller ranges. The TNs used in the ranges are contiguous and have the same feature data but other create activities are submitted between the range create requests to ensure that the SVIDs for the TNs in the ranges are not contiguous. The modify request is submitted as one range. The modify request results in one notifications containing a list of the SVIDs. – Success


			








Removed from Group phase.  Maps to test case 2.29 in Release 3.1 Individual Certification.





			7.8 SOA – Service Providers set their Customer TN Range Notification Indicator to the value they will use in production and perform a series of activities simultaneously, that emulate a period of time (15 – 30 minutes) in an actual production environment. NPAC SMS manages notifications accordingly. – Success


			Removed from Group phase.  Maps to test case 2.41 in Release 3.1 Individual Certification.














			7.9 NPAC and SOA – Service Providers have NPAC Personnel modify their notification priorities to ensure that they have notifications with the three different priorities (LOW, MEDIUM, and HIGH). The Service Providers verify that they receive the notifications according to the priorities listed in their SP Profile. – Success


			





Removed from Group phase.  Maps to test case 2.41 in Release 3.1 Individual Certification.





			Release 3.2 Test Cases





			NANC 323-1 NPAC OP GUI – NPAC Personnel submit a request for a Partial SPID migration via Mass Update, where NPA-NXX, LRN, Subscription Version, NPA-NXX-X and Block Information exist for the migrating away from SPID.  Verification steps are performed to ensure the Service Provider system is now in synch with the NPAC SMS. – Success





			X


			X


			X


			X


			X


			X





			NANC 187-1 LSMS – Service Provider Personnel for either an EDR or non-EDR LSMS submit a resynchronization request for Service Provider Data, Network Data, Block Data, Subscription Version Data and Notification Data by time range, over the LSMS to NPAC SMS Interface, with the Service Provider’s Local SMS Linked Replies Indicator set to their production setting.  The recovery response includes a number of Service Provider objects, Network Data objects, Number Pool Block objects, Notifications and Subscription Versions less than or equal to their respective Linked Replies Blocking Factors. – Success


			








Removed from Group phase.  Maps to test case NANC 187-1 in Rel 3.2 Individual Certification.





			NANC 187-2 LSMS – Service Provider Personnel for either an EDR or non-EDR LSMS submit a resynchronization request for Service Provider Data, Network Data, and Subscription Version Data by time range, over the LSMS to NPAC SMS Interface, with the Service Provider’s Local SMS Linked Replies Indicator set to their production setting.  The recovery response includes a number of Network Data objects greater than the Service Provider and Network Data Linked Replies Blocking Factor and less than the Service Provider and Network Data Maximum Linked Recovered Objects as well as a number of Subscription Version objects greater than the Subscription Data Linked Replies Blocking Factor and less than the Subscription Data Maximum Linked Recovered Objects. – Success


			





Removed from Group phase.  Maps to test case 187-2 in Rel 3.2 Individual Certificaiton.





			NANC 187-4 SOA – Service Provider Personnel submit a resynchronization request for Service Provider Data, Network Data and Notification Data by time range, over the SOA to NPAC SMS Interface, with the Service Provider’s SOA Linked Replies Indicator set to their production setting.  The recovery response includes a number of Service Provider Data objects and Network Data objects less than or equal to the Service Provider and Network Data Linked Replies Blocking Factor and a number of Notifications less than or equal to the Notification Data Linked Replies Blocking Factor. - Success


			





Removed from Group phase.  Maps to test case 187-4 in Rel 3.2 Individual Certification.





			Release 3.3 Functional Group Test Cases





			NANC 385 - Timer Calculation – Maintenance Window Time Behavior





			NANC 385-1  SOA – NPAC personnel use the Timer-Update-Tool to update timer expiration by 10 minutes, SP systems under test handle the impacted timers for their adjusted expiration time – Success


Prerequisites should include activities that create short and long initial and final concurrence timers, and short and long initial and final cancellation concurrence timers that are scheduled to expire on the same day as test after the maintenance window enactment in this test case.


			X


			X


			


			


			X


			





			TOTALS


			15


			15


			14


			16


			17


			13








4.   Group Turn Up Test Scenarios Related to NPAC Release 1.



This section contains all test cases written for group Service Provider Turn Up testing of Release 1.X of the NPAC software.  



This section was duplicated from the SP to SP Coordinated Testing document dated 9/9/97.



4.1   Introduction



The following outlines a proposed set of scenarios that are to be executed by the Service Providers that are participating in the SP to SP phase of testing of the NPAC LNP Turn-up process. Section 1 identifies some preparatory steps that must be executed before SP to SP testing can begin.  Section 2 describes the details of creating a recommended test set of network data to be used in the scenarios to follow.  Section 3 describes the beginning of the SP to SP testing period, and provides the details for an initial scenario called the "Round Robin" that is intended to insure successful basic interoperability of all SP's participating in the test. It is estimated that sections 1 – 3 will be completed by Close of Business on the first day of testing.   Sections 4 and 5 will be executed concurrently and are scheduled to begin on the second day of testing.  They describe the details of a series of scenarios to be executed by service provider "pairs", with section 4 applying to the SP1/SP2 pair, and section 5 applying to the SP3/SP4 pair.  Should a test case propose that a Service Provider perform a test with functionality that they do not support, or that they would not perform in a normal business process, they may either defer the test case, or perform it however they would in a normal business environment.  This should be coordinated with the NPAC testers involved with that pair of Service Providers.



A Service Provider is expected to use their natural GTT and/or LRN data.  Once the initial network data has been created and is known by all parties, the individual service provider pairs are expected to agree upon specific TN's and other test data as required in the pair testing scenarios.



4.2   Service Provider Involvement in SP to SP Testing



This test plan addresses all testing necessary for a new entrant into a region. This testing is expected to take 14 days to complete.   Service providers who have successfully completed SP to SP testing in other regions are only expected to do Round Robin testing and Fail over testing.  Performance testing for a service provider is optional.  Requirements for execution of performance tests are left to the region to determine.



1. Clean Up


In preparation for the SP2SP testing, the following activities must be performed.



delete all TNs, NPA-NXXs and LRNs previously being used in the turn-up testing



move all service providers who are not participating in the SP2SP testing to the Lockheed Martin NPAC Test Bed and delete their profiles from the database



update the profile of all spids not participating in the SP2SP testing to be "SOA only" 



remove all filters



-      System tunables will be set to the minimum required time.



2. Set up Network Data


To begin SP2SP testing, the following Network Data (NPA-NXXs and LRNs) must be provisioned.



Note: The service providers must decide the method of adding the NPA-NXXs and LRNs. It is preferred that service providers vary the input of the network data. The SOA interface, the LSMS interface, the



Operational GUI and the LTI should be used across the 4 service providers to add the network data. Each service provider must notify Lockheed Martin of their plan for adding network data 2 days prior to the



start of SP2SP testing.



2.1 Create NPA-NXX Data



Add each service provider's NPA-NXXs(M-Create of serviceProvNPA-NXXobject) to be used for SP2SP testing.  The current date/time should be used for the date in which the NPA-NXX will be open for portability in the network so that we can perform activation on the same day that the NPA-NXX



is open for portability.



2.1.1 SP1 (SPID1) NPA-NXX Data




NPA-NXX1




NPA-NXX2




NPA-NXX3




NPA-NXX4




NPA-NXX5




NPA-NXX6



2.1.1.1 NPAC Personnel Open SP1 NPA-NXX 



NPAC Personnel open NPA-NXX1, NPA-NXX5 and NPA-NXX6 for portability with an open effective date equal to the current date.



2.1.1.2 SP1 Open NPA-NXX via SOA Mechanized Interface  



SP1 opens NPA-NXX2 for portability with an open effective date equal to the current date using their SOA.



2.1.1.3 SP1 Open NPA-NXX via LSMS Mechanized Interface 



SP1 opens NPA-NXX3 for portability with an open effective date equal to the current date using their LSMS.



2.1.1.4 SP1 Open NPA-NXX via LTI 



SP1 opens NPA-NXX4 for portability with an open effective date equal to the current date using the LTI.



2.1.2 SP2(SPID2) NPA-NXX Data




NPA-NXX7




NPA-NXX8




NPA-NXX9




NPA-NXX10




NPA-NXX11




NPA-NXX12



2.1.2.1 NPAC Personnel Open SP2 NPA-NXX 



NPAC Personnel open NPA-NXX7, NPA-NXX11, and NPA-NXX12 for portability with an open effective date equal to the current date.



2.1.2.2 SP2 Open NPA-NXX via SOA Mechanized Interface 



SP2 opens NPA-NXX8 and NPA-NXX9 for portability with an open effective date equal to the current date using their SOA.



2.1.2.3 SP2 Open NPA-NXX via LTI 



SP2 opens NPA-NXX10 for portability with an open effective date equal to the current date using the LTI.



2.1.3 SP3 (SPID3) NPA-NXX Data




NPA-NXX13




NPA-NXX14




NPA-NXX15




NPA-NXX16




NPA-NXX17




NPA-NXX18




NPA-NXX19



2.1.3.1 NPAC Personnel Open SP3 NPA-NXX 



NPAC Personnel open NPA-NXX13 and NPA-NXX14 for portability with an open effective date equal to the current date.



2.1.3.2 SP3 Open NPA-NXX via SOA Mechanized Interface  



SP3 opens NPA-NXX15, NPA-NXX16, NPA-NXX17, NPA-NXX18 and NPA-NXX19 for portability with an open effective date equal to the current date using their SOA.



2.1.4 SP4(SPID4) NPA-NXX Data




NPA-NXX20




NPA-NXX21




NPA-NXX22




NPA-NXX23




NPA-NXX24




NPA-NXX25




NPA-NXX26



2.1.4.1 NPAC Personnel Open SP4 NPA-NXX 



NPAC Personnel open NPA-NXX20 for portability with an open effective date equal to the current date.



2.1.4.2 SP4 Open NPA-NXX via SOA Mechanized Interface  



SP4 opens NPA-NXX21 and NPA-NXX22 for portability with an open effective date equal to the current date using their SOA.



2.1.4.3 SP4 Open NPA-NXX via LSMS Mechanized Interface



SP4 opens NPA-NXX23 and NPA-NXX24 for portability with an open effective date equal to the current date using their LSMS.



2.1.4.4 SP4 Open NPA-NXX via LTI 



SP4 opens NPA-NXX25 and NPA-NXX26 for portability with an open effective date equal to the current date using the LTI.



2.2 Create LRN Data



Add each service provider's LRNs(M-Create of serviceProvLRN object) to be used for SP2SP testing. 



2.1.1 SP1(SPID1) LRN Data




LRN1-0000




LRN2-0000




LRN3-0000




LRN4-0000




LRN5-0000




LRN6-0000



2.1.1.1 NPAC Personnel Creates SP1 LRN



NPAC Personnel creates LRN1-0000, LRN5-0000, LRN6-0000.



2.1.1.2 SP1 Creates LRN via SOA Mechanized Interface  



SP1 creates LRN2-0000 using their SOA.



2.1.1.3 SP1 Creates LRN via LSMS Mechanized Interface 



SP1 creates LRN3-0000 using their LSMS.



2.1.1.4 SP1 Creates LRN via LTI 



SP1 creates LRN4-0000 using the LTI.



2.1.2 SP2(SPID2) LRN Data




LRN7-0000




LRN8-0000




LRN9-0000




LRN10-0000




LRN11-0000




LRN12-0000



2.1.2.1 NPAC Personnel Creates SP2 LRN 



NPAC Personnel creates NPA-NXX7-0000, LRN11-0000, LRN12-0000



2.1.2.2 SP2 Creates LRN via SOA Mechanized Interface 



SP2 creates LRN8-0000 and LRN9-0000 using their SOA.



2.1.2.3 SP2 Creates LRN via LTI 



SP2 creates LRN10-0000 using the LTI.



2.1.3 SP3(SPID3) LRN Data




LRN13-0000




LRN14-0000




LRN15-0000




LRN16-0000




LRN17-0000




LRN18-0000




LRN19-0000



2.1.3.1 NPAC Personnel Creates SP3 LRN 



NPAC Personnel creates LRN13-0000 and LRN14-0000.



2.1.3.2 SP3 Creates LRN via SOA Mechanized Interface  



SP3 creates LRN15-0000, LRN16-0000 and LRN17-0000 using their SOA.



2.1.3.3 SP3 Creates LRN via LSMS Mechanized Interface 



SP3 creates LRN18-0000 and LRN19-0000 using their LSMS.



2.1.4 SP4(SPID4) LRN Data




LRN20-0000




LRN21-0000




LRN22-0000




LRN23-0000




LRN24-0000




LRN25-0000




LRN26-0000



2.1.4.1 NPAC Personnel Creates SP4 LRN 



NPAC Personnel creates LRN20-0000.



2.1.4.2 SP4 Creates LRN via SOA Mechanized Interface  



SP4 creates LRN21-0000 and LRN22-0000 using their SOA.



2.1.4.3 SP4 Creates LRN via LSMS Mechanized Interface



SP4 creates LRN23-0000 and LRN24-0000 using their LSMS.



2.1.4.4 SP4 Creates LRN via LTI 



SP4 creates LRN25-0000 and LRN26-0000 using the LTI.



3. SP2SP Testing



The SP2SP Testing consists of 2 phases. The first phase is a round robin scenario where a TN is ported from the Incumbent service provider to the other service providers and back to Incumbent service provider. The second phase consists of the service providers dividing up into pairs and porting TNs between them. The SOA activity of porting a TN is exercised between the pairs of service providers and the LSMS broadcast activity is exercised by all LSMSs' simultaneously.



The GTT data to be used by each service provider during the SP2SP testing is as follows:



SP1 - SPID1




CLASS DPC: CLASS DPC1   CLASS SSN:CLASS SSN1




 LIDB DPC: LICB DPC1    LIDB SSN:LICB SSN1




 CNAM DPC: CNAM DPC1    CNAM SSN:CNAM SSN1




 ISVM DPC: ISVM DPC1    ISVM SSN:ISVM SSN1




BillingId: BillingID1



SP2 - SPID2




CLASS DPC: CLASS DPC2   CLASS SSN:CLASS SSN2




 LIDB DPC: LICB DPC2   LIDB SSN:LICB SSN2




 CNAM DPC: CNAM DPC2    CNAM SSN:CNAM SSN2




 ISVM DPC: ISVM DPC2    ISVM SSN:ISVM SSN2




BillingId: BillingID2



SP3 - SPID3




CLASS DPC: CLASS DPC3   CLASS SSN:CLASS SSN3




 LIDB DPC: LICB DPC3    LIDB SSN:LICB SSN3




 CNAM DPC: CNAM DPC3    CNAM SSN:CNAM SSN3




 ISVM DPC: ISVM DPC3    ISVM SSN:ISVM SSN3




BillingId: BillingID3



SP4 - SPID4




CLASS DPC: CLASS DPC4   CLASS SSN:CLASS SSN4




 LIDB DPC: LICB DPC4    LIDB SSN:LICB SSN4




 CNAM DPC: CNAM DPC4    CNAM SSN:CNAM SSN4




 ISVM DPC: ISVM DPC4    ISVM SSN:ISVM SSN4




BillingId: BillingID4



3.1 Round Robin Testing



The Round Robin testing involves porting a TN from SP1, among the other service providers and back to SP1. This testing is used as a sanity/stability check to verify that everyone is ready for SP2SP testing. It is considered to be one test case with multiple steps and needs to be executed by the service providers and NPAC personnel as a team.



Note: In the future, it is recommended that this test case be executed immediately following a new load of NPAC SMS software.



Due to the limited amount of time for SP2SP testing, service providers use the current date for the newSP-duedate and oldSP-duedate values. The following outlines the activity and the flow of the round robin testing.



3.1.1 Port TN from SP1 to SP3 - 1st time ported TN. As the new service provider, SP3(SPID3) creates a pending port(newSP-Create) for TN TN1. SP1(SPID1) concurs with the pending port. Next, SP3 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 



Note: since this is a 1st time ported TN, an NewNPA-NXX notification (NPA-NXX for TN1) should be sent to all SOA and LSMSs when the pending port is created. 



NPAC Personnel issues an audit of TN TN1 to all service providers and verifies the results of the audit(TN and GTT data) via the audit report. Also, the service providers verify the port by issuing queries to the NPAC SMS for the active TN. 



3.1.2 Port TN from SP3 to SP2 - previously ported TN. As the new service provider, SP2(SPID2) creates a pending port(newSP-Create) for TN TN1. SP3 concurs with the pending port. Next, SP2 activates the pending port and the NPAC SMS broadcasts an M-Create of the subscriptionVersion object to all LSMSs.  



NPAC Personnel issues an audit of TN TN1 to all service providers and verifies the results of the audit(TN and GTT data) via the audit report. Also, the service providers verify the port by issuing queries to the NPAC SMS for the active TN. 



3.1.3 Port TN from SP2I to SP4 - previously ported TN.



 As the new service provider, SP4(SPID4) creates a pending port(newSP-Create) for TN TN1. SP2 concurs with the pending port. Next, SP4 activates the pending port and the NPAC SMS broadcasts an M-Create to the subscriptionVersion object to all LSMSs.  



NPAC Personnel issues an audit of TN TN1 to all service providers and verifies the results of the audit(TN and GTT data) via the audit report. Also, the service providers verify the port by issuing queries to the NPAC SMS for the active TN.



3.1.4 Port TN from SP4 to SP1 "back to original" – previously ported TN.



As the new service provider and original owner of the TN, SP1 creates a pending port(newSP-Create) with the "port to original" flag equal to TRUE for TN TN1. SP4(SPID1) concurs with the pending port. Next, SP1 activates the pending port and the NPAC SMS broadcasts M-Delete the subscriptionVersion object to all LSMSs. 



NPAC Personnel issues an audit of TN TN1 to all service providers and verifies the results of the audit(TN and GTT data) via the audit report. Also, the service providers verify the port by issuing queries to the NPAC SMS for the active TN.



4. Partner Testing – SP1 with SP2


4.1 Port TN from SP1 to SP2 - 1st ported TN  (create pending port, modify pending, activate, modify active, port to original)



1. As the new service provider, SP2(SPID2) creates a pending port(newSP-Create - LSPP) for a TN range (1st ported number for NPA-NXX ?). SP1(SPID1) concurs with the pending port (oldSPCreate, authorization = True). 



2. SP2 modifies the LRN value for the pending port via the SOA interface. SP1 modifies the oldSP-duedate value for the pending port via the SOA interface. 



3. SP2 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 



4. NPAC Personnel and/or service provider perform audit of the single TN.



5. SP2 modifies LIDB DPC and SSN values for the ported TN (active) via the SOA interface. 



6. As the old service provider, SP2(SPID2) creates a pending port(oldSP-Create - LSPP) for the TN. SP1(SPID1) concurs with the pending port (newSPCreate) with the "port to original" flag set to Yes/True. 



7. SP2 modifies the oldSP-duedate for the pending port via the SOA interface. SP1 modifies the newSP-duedate value for the pending port via the SOA interface. 



8. SP1 activates the pending port and the NPAC SMS broadcast an M-Delete of the subscriptionVersion object to all LSMSs. 



9.  NPAC Personnel and/or service provider perform audit of the single TN.



4.2 Port TN Range from SP2 to SP1 - 1st ported TN 



(create pending port, modify pending, activate, mass update, port to original)



1. As the new service provider, SP1(SPID1) creates a pending port(newSP-Create - LSPP) for a TN range (1st ported TN for NPA-NXX ?). SP2(SPID2) concurs with the pending ports (oldSPCreate, authorization = True). 



2. SP1 modifies the LRN value for the pending ports via the SOA interface. SP2 modifies the oldSP-duedate value for the pending ports via the SOA interface. 



3. SP1 activates the pending ports and the NPAC SMS broadcasts an M-Action of the subscriptionVersion objects to all LSMSs. 



4. SP1 contacts NPAC Personnel to perform a mass update on the LRN value of the TN range.



5.  NPAC Personnel and/or service provider perform audit of the TN range.



6. As the old service provider, SP1(SPID1) creates a pending port(oldSP-Create - LSPP) for the TN range. SP2(SPID2) concurs with the pending port (newSPCreate) with the "port to original" flag set to Yes/True. 



7. SP1 modifies the oldSP-duedate for the pending ports via the SOA interface. SP2 modifies the newSP-duedate value for the pending ports via the SOA interface. 



8. SP2 activates the pending ports and the NPAC SMS broadcasts a scope/filter M-Delete of the subscriptionVersion objects to all LSMSs. 



9. NPAC Personnel and/or service provider perform audit of the single TN.



4.3 Port TN from SP2 to SP2 - 1st ported TN  (create pending port, modify pending, activate, modify active, disconnect...port to original not supported for LISP)



1. As the new service provider, SP2(SPID2) creates a pending port(newSP-Create - LISP) for a single TN (1st ported number for NPA-NXX ?). 



2. SP2 modifies the Billing ID value for the pending port via the SOA interface. 



3. SP2 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 



4. SP2 modifies End User Location Value for the ported TN (active) via the SOA interface. 



5. NPAC Personnel and/or service provider perform audit of the single TN.



6. As the new service provider, SP1(SPID1) creates a pending port(newSP-Create - LSPP) for a single TN. SP2 concurs with the pending port.



7. SP1 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 



8. SP1 disconnects the ported TN via the SOA interface.



9. NPAC Personnel and/or service provider perform audit of the single TN.



4.4 Port TN Range from SP2 to SP2 - 1st ported TN  (create pending port, modify pending, activate, mass update, disconnect...port to original not supported for LISP)



1. As the new service provider, SP2(SPID2) creates a pending port(newSP-Create - LISP) for a TN range (1st ported TN for NPA-NXX ?)...newSP-duedate is a future date.



2. SP2 modifies the newSP-duedate values for the pending ports via the SOA interface...set newSP-duedate to current date. 



3. SP2 activates the pending port and the NPAC SMS broadcast an M-Action of the subscriptionVersion objects to all LSMSs. 



4. SP2 contacts NPAC Personnel to perform a mass update on the ISVM DPC and SSN values of the TN range.



5. SP2 disconnects the ported TN via the SOA interface.



6. NPAC Personnel and/or service provider perform audit of the TN range.



4.5 Port TN from SP1 to SP1  - 1st ported TN  (create pending port, modify pending, activate, modify active, disconnect...port to original not supported for LISP)



1. As the new service provider, SP1(SPID1) creates a pending port(newSP-Create - LISP) for a single TN (1st ported number for NPA-NXX ?). 



2. SP1 modifies the newSP-duedate value for the pending port via the SOA interface. 



3. SP1 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 



4. SP1 modifies CNAM DPC and SSN values for the ported TN (active) via the SOA interface. 



5. NPAC Personnel and/or service provider perform audit of the single TN.



6. SP1 disconnects the ported TN via the SOA interface.



4.6 Port TN Range from SP1 to SP1 - 1st ported TN (create pending port, modify pending, activate, mass update, disconnect...port to original not supported for LISP)



1. As the new service provider, SP1(SPID1) creates a pending port(newSP-Create - LISP) for a TN range (1st ported TN for 804-?)...future date.



2. SP1 modifies the newSP-duedate values for the pending ports via the SOA interface...set to current date. 



3. SP1 activates the pending port and the NPAC SMS broadcast an M-Action of the subscriptionVersion objects to all LSMSs. 



4. SP1 contacts NPAC Personnel to perform a mass update on the ISVM DPC and SSN values of the TN range.



5. NPAC Personnel and/or service provider perform audit of the TN range.



6. As the new service provider, SP2(SPID2) creates a pending port(newSP-Create - LSPP) for a single TN. SP1 concurs with the pending port.



7. SP2 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 



8. SP2 disconnects the ported TN via the SOA interface.



9. NPAC Personnel and/or service provider perform audit of the single TN.



4.7 Port TN from SP1 to SP2



(new create pending port, oldSP-CreateRequest notification, concurrence, activate, disconnect)



1. As the new service provider, SP2(SPID2) creates a pending port(newSP-Create - LSPP) for single TN. SP1(SPID1) does not concur. 



2. The initial concurrence window expires and the oldSP-CreateRequest notification is sent to SP1. 



3. SP1 concurs with the pending port (oldSPCreate, authorization=True). 



4. SP2 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 



5. NPAC Personnel and/or service provider perform audit of the single TN.



6. SP2 disconnects the ported TN via the SOA interface.



4.8 Port TN from SP2 to SP1



(new create pending port, initial concurrence window expiration, oldSP-CreateRequest notification, final concurrence window expiration, activate, disconnect)



1. As the new service provider, SP1(SPID1) creates a pending port(newSP-Create - LSPP) for a single TN. SP2(SPID2) does not concur. 



2. The initial concurrence window expires and the oldSP-CreateRequest notification is sent to SP2. 



3. The final concurrence window expires.



4. SP1 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 



5. NPAC Personnel and/or service provider perform audit of the single TN.



6. SP1 disconnects the ported TN via the SOA interface.



4.9 Port TN from SP1 to SP2 and back while experiencing conflict (create pending port, set into conflict, modify conflict, remove from conflict, activate)



1. As the new service provider, SP2(SPID2) creates a pending port(newSP-Create - LSPP) for a single TN with a future date. SP1(SPID1) concurs with the pending port (oldSPCreate, authorization=False, cause code is duedate mismatch) and the status of the pending port is set to conflict. 



2. SP2 modifies the newSP-duedate by setting it to the current date.



3. SP1 removes the pending port from conflict (within the conflict



window).



4. SP2 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion objects to all LSMSs. 



5. NPAC Personnel and/or service provider perform audit of single TN.



6. As the new service provider, SP1(SPID1) creates a pending port(newSP-Create - LSPP) for the single TN with a future date. SP2 concurs with the pending port (oldSPCreate, authorization = True). Note that this is not a "port to original" request.



7. SP2 modifies the pending port setting the authorization = False and the cause code FOC not received. The status of the pending port is updated to conflict. 



8. SP1 modifies the newSP-duedate by setting it to the current date. SP2 modifies the oldSP-duedate by setting it to the current date.



9. SP2 removes the pending port from conflict (within the conflict window).



10. SP1 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion objects to all LSMSs. 



11. NPAC Personnel and/or service provider perform audit of single TN.



4.10 Cancel Pending Port by new - no concurrence by new (create pending port by new, cancel by new, create by old, no concurrence by new)



1. As the new service provider, SP2(SPID2) creates a pending port(newSP-Create - LSPP) for TN.  No concurrence from SP1.



2. SP2 cancels the pending port and the status of the pending port is set to cancelled.



3. As the old service provider, SP1 creates a pending port(oldSP-Create - LSPP) for TN 703-?.  No concurrence from SP2.



4. Initial concurrence window expires and NewSP-CreateRequest is sent to SP2 asking for its concurrence.



5. Final concurrence window expires.  The subscription version will remain in a status of pending based on the Pending Subscription Retention tunable.  After the duration of the tunable has passed the  status of the port is set to cancelled.



4.11 Cancel Pending Port by old - no concurrence new



(create pending port by old, cancel by old, create by new, no concurrence by old, activate)



1. As the old service provider, SP1 creates a pending port(oldSP-Create - LSPP) for a single TN.  No concurrence from SP2.



2. SP1 cancels the pending port and the status of the pending port is set to cancelled.



3. As the new service provider, SP2 creates a pending port(newSP-Create - LSPP) for a single TN.  No concurrence from SP1.



4. Initial concurrence window expires and OldSP-CreateRequest is sent to SP1 asking for its concurrence.



5. Final concurrence window expires.



6. SP2 activates the pending port.



7. Audit performed by NPAC Personnel and/or service provider whose SOA supports audits.



4.12 Cancel Pending Port by new - no concurrence old



(create pending port, concurrence, cancel by new, acknowledge cancel)



1. As the new service provider, SP2(SPID2) creates a pending port(newSP-Create – LSPP) for a single TN. SP1(SPID1) concurs with the pending port (oldSPCreate, authorization = True). 



2. SP2 cancels the pending port and the status is updated to cancel pending. 



3. SP1 acknowledges the cancel and the status is updated to cancelled.



4.13 Cancel Pending Port by new - concurred pending port



(create pending port, concurrence, cancel by new, initial cancel window expires, acknowledge cancel)



1. As the new service provider, SP1(SPID1) creates a pending port(newSP-Create - LSPP) for a single TN. SP2(SPID2) concurs with the pending port (oldSPCreate, authorization=True). 



2. SP1 cancels the pending port and the status is updated to cancel pending. 



3. The initial cancellation window expires and the CancellationAcknowledgeRequest notification is sent to SP2. 



4. SP2 acknowledges the cancel and the status is updated to cancelled.



4.14 Cancel Pending Port by old - concurred pending port



 (create pending port, concurrence, cancel by old, acknowledge cancel by new)



1. As the new service provider, SP2(SPID2) creates a pending port(newSP-Create - LSPP) for a single TN. SP1(SPID1) concurs with the pending port (oldSPCreate, authorization=True). 



2. SP1 cancels the pending port and the status is updated to cancel pending. 



3. SP2 acknowledges the cancel and the status is updated to cancelled.



4.15 Cancel Pending Port by old - concurred pending port 



(create pending port, concurrence, cancel by old, initial cancel window expires, final cancel window expires, conflict)



1. As the new service provider, SP1(SPID1) creates a pending port(newSP-Create - LSPP) for a single TN. SP2(SPID2) concurs with the pending port (oldSPCreate, authorization=True). 



2. SP2 cancels the pending port and the status is updated to cancel pending. 



3. The initial cancellation window expires and the CancellationAcknowledgeRequest notification is sent to SP1. 



4. The final cancellation window expires and the status of the pending port is updated to conflict.



4.16 Cancel Pending Port by new - concurred pending port



(create pending port, concurrence, cancel by new, initial cancel window



expires, final concurrence window expires)



1. As the new service provider, SP2(SPID2) creates a pending port(newSP-Create - LSPP) for a single TN. SP1(SPID1) concurs with the pending port (oldSPCreate, authorization = True). 



2. SP2 cancels the pending port and the status is updated to cancel pending. 



3. The initial cancellation window expires and the CancellationAcknowledgeRequest notification is sent to SP1. 



4. The final cancellation window expires and the status of the pending port is updated to cancelled.









4.17 Delete NPA-NXX open for portability.



1. SP1 deletes an NPA-NXX via their SOA interface



2. SP1 deletes an NPA-NXX via their LSMS interface



3. SP2 deletes an NPA-NXX via their SOA interface



4.18 Delete LRN.



1. SP1 deletes LRN via their SOA interface



2. SP1 deletes LRN via their LSMS interface



3. SP2 deletes LRN via their SOA interface



5. Partner Testing – SP3 with SP4


5.1 Port TN from SP3 to SP4 - 1st ported TN  (create pending port, modify pending, activate, modify active, port to original)



1. As the new service provider, SP4(SPID4) creates a pending port(newSP-Create - LSPP) for a TN range (1st ported number for NPA-NXX ?). SP3(SPID3) concurs with the pending port (oldSPCreate, authorization = True). 



2. SP4 modifies the LRN value for the pending port via the SOA interface. SP3 modifies the oldSP-duedate value for the pending port via the SOA interface. 



3. SP4 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 



4. NPAC Personnel and/or service provider perform audit of the single TN.



5. SP4 modifies LIDB DPC and SSN values for the ported TN (active) via the SOA interface. 



6. As the old service provider, SP4(SPID4) creates a pending port(oldSP-Create - LSPP) for the TN. SP3(SPID3) concurs with the pending port (newSPCreate) with the "port to original" flag set to Yes/True. 



7. SP4 modifies the oldSP-duedate for the pending port via the SOA interface. SP3 modifies the newSP-duedate value for the pending port via the SOA interface. 



8. SP3 activates the pending port and the NPAC SMS broadcast an M-Delete of the subscriptionVersion object to all LSMSs. 



9.  NPAC Personnel and/or service provider perform audit of the single TN.



5.2 Port TN Range from SP4 to SP3 - 1st ported TN 



(create pending port, modify pending, activate, mass update, port to original)



1. As the new service provider, SP3(SPID3) creates a pending port(newSP-Create - LSPP) for a TN range (1st ported TN for NPA-NXX ?). SP4(SPID4) concurs with the pending ports (oldSPCreate, authorization = True). 



2. SP3 modifies the LRN value for the pending ports via the SOA interface. SP4 modifies the oldSP-duedate value for the pending ports via the SOA interface. 



3. SP3 activates the pending ports and the NPAC SMS broadcasts an M-Action of the subscriptionVersion objects to all LSMSs. 



4. SP3 contacts NPAC Personnel to perform a mass update on the LRN value of the TN range.



5.  NPAC Personnel and/or service provider perform audit of the TN range.



6. As the old service provider, SP3(SPID3) creates a pending port(oldSP-Create - LSPP) for the TN range. SP4(SPID4) concurs with the pending port (newSPCreate) with the "port to original" flag set to Yes/True. 



7. SP3 modifies the oldSP-duedate for the pending ports via the SOA interface. SP4 modifies the newSP-duedate value for the pending ports via the SOA interface. 



8. SP4 activates the pending ports and the NPAC SMS broadcasts a scope/filter M-Delete of the subscriptionVersion objects to all LSMSs. 



9. NPAC Personnel and/or service provider perform audit of the single TN.



5.3 Port TN from SP4 to SP4 - 1st ported TN  (create pending port, modify pending, activate, modify active, disconnect...port to original not supported for LISP)



1. As the new service provider, SP4(SPID4) creates a pending port(newSP-Create - LISP) for a single TN (1st ported number for NPA-NXX ?). 



2. SP4 modifies the Billing ID value for the pending port via the SOA interface. 



3. SP4 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 



4. SP4 modifies End User Location Value for the ported TN (active) via the SOA interface. 



5. NPAC Personnel and/or service provider perform audit of the single TN.



6. As the new service provider, SP3(SPID3) creates a pending port(newSP-Create - LSPP) for a single TN. SP4 concurs with the pending port.



7. SP3 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 



8. SP3 disconnects the ported TN via the SOA interface.



9. NPAC Personnel and/or service provider perform audit of the single TN.



5.4 Port TN Range from SP4 to SP4 - 1st ported TN  (create pending port, modify pending, activate, mass update, disconnect...port to original not supported for LISP)



1. As the new service provider, SP4(SPID4) creates a pending port(newSP-Create - LISP) for a TN range (1st ported TN for NPA-NXX ?)...newSP-duedate is a future date.



2. SP4 modifies the newSP-duedate values for the pending ports via the SOA interface...set newSP-duedate to current date. 



3. SP4 activates the pending port and the NPAC SMS broadcast an M-Action of the subscriptionVersion objects to all LSMSs. 



4. SP4 contacts NPAC Personnel to perform a mass update on the ISVM DPC and SSN values of the TN range.



5. SP4 disconnects the ported TN via the SOA interface.



6. NPAC Personnel and/or service provider perform audit of the TN range.



5.5 Port TN from SP3 to SP3  - 1st ported TN  (create pending port, modify pending, activate, modify active, disconnect...port to original not supported for LISP)



*** Note, at this time SP3 does not support LISP porting. If desired, NPAC personnel will perform the steps described below for this test case, and case 5.6.



1. As the new service provider, SP3(SPID3) creates a pending port(newSP-Create - LISP) for a single TN (1st ported number for NPA-NXX ?). 



2. SP3 modifies the newSP-duedate value for the pending port via the SOA interface. 



3. SP3 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 



4. SP3 modifies CNAM DPC and SSN values for the ported TN (active) via the SOA interface. 



5. NPAC Personnel and/or service provider perform audit of the single TN.



6. SP3 disconnects the ported TN via the SOA interface.



5.6 Port TN Range from SP3 to SP3 - 1st ported TN (create pending port, modify pending, activate, mass update, disconnect...port to original not supported for LISP)



1. As the new service provider, SP3(SPID3) creates a pending port(newSP-Create - LISP) for a TN range (1st ported TN for 804-?)...future date.



2. SP3 modifies the newSP-duedate values for the pending ports via the SOA interface...set to current date. 



3. SP3 activates the pending port and the NPAC SMS broadcast an M-Action of the subscriptionVersion objects to all LSMSs. 



4. SP3 contacts NPAC Personnel to perform a mass update on the ISVM DPC and SSN values of the TN range.



5. NPAC Personnel and/or service provider perform audit of the TN range.



6. As the new service provider, SP4(SPID4) creates a pending port(newSP-Create - LSPP) for a single TN. SP3 concurs with the pending port.



7. SP4 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 



8. SP4 disconnects the ported TN via the SOA interface.



9. NPAC Personnel and/or service provider perform audit of the single TN.



5.7 Port TN from SP3 to SP4



(new create pending port, oldSP-CreateRequest notification, concurrence, activate, disconnect)



1. As the new service provider, SP4(SPID4) creates a pending port(newSP-Create - LSPP) for single TN. SP3(SPID3) does not concur. 



2. The initial concurrence window expires and the oldSP-CreateRequest notification is sent to SP3. 



3. SP3 concurs with the pending port (oldSPCreate, authorization=True). 



4. SP4 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 



5. NPAC Personnel and/or service provider perform audit of the single TN.



6. SP4 disconnects the ported TN via the SOA interface.



5.8 Port TN from SP4 to SP3



(new create pending port, initial concurrence window expiration, oldSP-CreateRequest notification, final concurrence window expiration, activate, disconnect)



1. As the new service provider, SP3(SPID3) creates a pending port(newSP-Create - LSPP) for a single TN. SP4(SPID4) does not concur. 



2. The initial concurrence window expires and the oldSP-CreateRequest notification is sent to SP4. 



3. The final concurrence window expires.



4. SP3 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 



5. NPAC Personnel and/or service provider perform audit of the single TN.



6. SP3 disconnects the ported TN via the SOA interface.



5.9 Port TN from SP3 to SP4 and back while experiencing conflict (create pending port, set into conflict, modify conflict, remove from conflict, activate)



1. As the new service provider, SP4(SPID4) creates a pending port(newSP-Create - LSPP) for a single TN with a future date. SP3(SPID3) concurs with the pending port (oldSPCreate, authorization=False, cause code is duedate mismatch) and the status of the pending port is set to conflict. 



2. SP4 modifies the newSP-duedate by setting it to the current date.



3. SP3 removes the pending port from conflict (within the conflict



window).



4. SP4 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion objects to all LSMSs. 



5. NPAC Personnel and/or service provider perform audit of single TN.



6. As the new service provider, SP3(SPID3) creates a pending port(newSP-Create - LSPP) for the single TN with a future date. SP4 concurs with the pending port (oldSPCreate, authorization = True). Note that this is not a "port to original" request.



7. SP4 modifies the pending port setting the authorization = False and the cause code FOC not received. The status of the pending port is updated to conflict. 



8. SP3 modifies the newSP-duedate by setting it to the current date. SP4 modifies the oldSP-duedate by setting it to the current date.



9. SP3 removes the pending port from conflict (following the expiration of the conflict window).



10. SP3 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion objects to all LSMSs. 



11. NPAC Personnel and/or service provider perform audit of single TN.



5.10 Cancel Pending Port by new - no concurrence by new (create pending port by new, cancel by new, create by old, no concurrence by new)



1. As the new service provider, SP4(SPID4) creates a pending port(newSP-Create - LSPP) for TN.  No concurrence from SP3.



2. SP4 cancels the pending port and the status of the pending port is set to cancelled.



3. As the old service provider, SP3 creates a pending port(oldSP-Create - LSPP) for TN 703-?.  No concurrence from SP4.



4. Initial concurrence window expires and NewSP-CreateRequest is sent to SP4 asking for its concurrence.



5. Final concurrence window expires and status of the pending port is set to cancelled.



5.11 Cancel Pending Port by old - no concurrence new



(create pending port by old, cancel by old, create by new, no concurrence by old, activate)



1. As the old service provider, SP3 creates a pending port(oldSP-Create - LSPP) for a single TN.  No concurrence from SP4.



2. SP3 cancels the pending port and the status of the pending port is set to cancelled.



3. As the new service provider, SP4 creates a pending port(newSP-Create - LSPP) for a single TN.  No concurrence from SP3.



4. Initial concurrence window expires and OldSP-CreateRequest is sent to SP3 asking for its concurrence.



5. Final concurrence window expires.



6. SP4 activates the pending port.



7. Audit performed by NPAC Personnel and/or service provider whose SOA supports audits.



5.12 Cancel Pending Port by new - no concurrence old



(create pending port, concurrence, cancel by new, acknowledge cancel)



1. As the new service provider, SP4(SPID4) creates a pending port(newSP-Create – LSPP) for a single TN. SP3(SPID3) concurs with the pending port (oldSPCreate, authorization = True). 



2. SP4 cancels the pending port and the status is updated to cancel pending. 



3. SP3 acknowledges the cancel and the status is updated to cancelled.



5.13 Cancel Pending Port by new - concurred pending port



(create pending port, concurrence, cancel by new, initial cancel window expires, acknowledge cancel)



1. As the new service provider, SP3(SPID3) creates a pending port(newSP-Create - LSPP) for a single TN. SP4(SPID4) concurs with the pending port (oldSPCreate, authorization=True). 



2. SP3 cancels the pending port and the status is updated to cancel pending. 



3. The initial cancellation window expires and the CancellationAcknowledgeRequest notification is sent to SP4. 



4. SP4 acknowledges the cancel and the status is updated to cancelled.



5.14 Cancel Pending Port by old - concurred pending port



 (create pending port, concurrence, cancel by old, acknowledge cancel by new)



1. As the new service provider, SP4(SPID4) creates a pending port(newSP-Create - LSPP) for a single TN. SP3(SPID3) concurs with the pending port (oldSPCreate, authorization=True). 



2. SP3 cancels the pending port and the status is updated to cancel pending. 



3. SP4 acknowledges the cancel and the status is updated to cancelled.



5.15 Cancel Pending Port by old - concurred pending port 



(create pending port, concurrence, cancel by old, initial cancel window expires, final cancel window expires, conflict)



1. As the new service provider, SP3(SPID3) creates a pending port(newSP-Create - LSPP) for a single TN. SP4(SPID4) concurs with the pending port (oldSPCreate, authorization=True). 



2. SP4 cancels the pending port and the status is updated to cancel pending. 



3. The initial cancellation window expires and the CancellationAcknowledgeRequest notification is sent to SP3. 



4. The final cancellation window expires and the status of the pending port is updated to conflict.



5.16 Cancel Pending Port by new - concurred pending port



(create pending port, concurrence, cancel by new, initial cancel window



expires, final concurrence window expires)



1. As the new service provider, SP4(SPID4) creates a pending port(newSP-Create - LSPP) for a single TN. SP3(SPID3) concurs with the pending port (oldSPCreate, authorization = True). 



2. SP4 cancels the pending port and the status is updated to cancel pending. 



3. The initial cancellation window expires and the CancellationAcknowledgeRequest notification is sent to SP3. 



4. The final cancellation window expires and the status of the pending port is updated to cancelled.









5.17 Delete NPA-NXX open for portability.



1. SP3 deletes an NPA-NXX via their SOA interface



2. SP3 deletes an NPA-NXX via their LSMS interface



3. SP4 deletes an NPA-NXX via their SOA interface



4. SP4 deletes an NPA-NXX via their LSMS interface.



5.18 Delete LRN.



1. SP3 deletes an LRN via their SOA interface



2. SP3 deletes an LRN via their LSMS interface



3. SP4 deletes an LRN via their SOA interface



4. SP4 deletes an LRN via their LSMS interface



6. Performance Testing 


6.1 Single TN Volume Testing



Test case procedures incorporated into test case 1.1 from Release 2.0.



6.2 TN Range Volume Testing



Test case procedures incorporated into test case 1.3 from Release 2.0.



6.3  Stability Testing



1. Each Service Provider participating in the SP to SP test phase should have their normal mechanized interface associations established with the NPAC.



2.  The Service Provider pairs will agree upon two groups of TNs to be used for this test step, the first group to be used for single SV activities, the second to be used for "range of 10" SV activities.



3.  At the agreed upon starting time, each SP will act as the "new" SP and will create 10 individual Subscription Versions from the agreed upon range.  Each SP will then create a single range of 10 Subscription versions from the agreed upon TN group.



4. At starting time plus 15 minutes, each SP will act as the "old" SP and will concur with the 10 individual Subscription Versions and the range of 10 Subscriptions created by the "new" SP in the previous step.



5.  At starting time plus 30 minutes, each SP will act as the "new" SP  and will activate the 10 individual Subscription Versions and the range of 10 Subscriptions that were concurred with in the previous step.  



6.  At starting time plus 45 minutes, each SP will act as the "new" SP and will disconnect the 10 individual Subscription Versions and the range of 10 Subscriptions that were activated in the previous step.



7.  The starting station number of the TNs in the agreed upon ranges are increased by 20.



8.  Repeat steps 3 through 7 for the desired stability testing periods.  12 hours, 24 hours, and 48 hours have been suggested.



6.4 Stress Testing



1.  As an optional stress testing phase, repeat the scenario described above in 6.3, except that all steps will be executed as quickly as possible with no delay periods between steps.  Continue for a 1 hour period.



4.3   NPA Split Testing


			8.5.1 Permissive Dialing Period is Successfully Started - NPAC Personnel User – Success 





			Purpose:


			Confirm that the NPAC Personnel user can successfully split NPAs. Subscriptions that are in the sending state and associated with the NPA being split will not be modified. Only acceptable characters can be used in text fields.  The Permissive Dialing Period is successfully started.  The sending Subscription Versions will be updated at the start of Permissive Dialing Period.  





			Requirements:


			R-1, R-3, R-7, R-13, R-15, R-22, R-23, R-24, R-27, R-28, R-30, R-31, R-32, RN3-1, RN3-3, RN3-2





			Prerequisites:


			1)   NPAC Personnel establish the NPA Split on the NPAC SMS.



2)   All data entered for the NPA Split is valid.  



The following data is required:



The Service Provider ID



The old and new NPA



The affected NXX(s)



The start date of the permissive dialing period



The end date of the permissive dialing period



3)   The end date of permissive dialing should be greater than the start date.



4)   The owner of the old NPA-NXX matches the owner of the new NPA-NXX for each NXX.



5)   The old NPA-NXX must exist.



6)   The new NPA-NXX must not exist.



7)   No active, failed, partial failed, disconnect-pending or sending subscriptions exist in the new NPA-NXX.



8)   At least one NPA-NXX-X exists respective to the Old NPA-NXX specified in the NPA Split.



9)   At least one Number Pool Block exists respective to an Old NPA-NXX(X) specified in the NPA Split.



10)  Active Subscription Versions exist respective to an Old NPA-NXX specified in the NPA Split.



11)  The Service Provider performs Subscription Version (SV) activates, modifies and disconnects before, during and after the Permissive Dialing Period.



12)  The Service Provider performs additional Number Pool Block (NPB) activates, and modifies before, during and after the Permissive Dialing Period.



13)  NPAC Personnel create, modify and depool NPA-NXX-Xs involved in the NPA Split before, during and after the Permissive Dialing Period.



14)  There are active subscriptions associated with the NPA-NXX(s) being split.



15)  All required fields for the split are entered.



16)  Create new subscriptions for the old and new NPAs during the permissive dialing period.





			Expected Results:


			RESULT 1: The NPA Split is established on the NPAC SMS.



RESULT 2: The New NPA-NXX associated with the NPA Split is created on the NPAC SMS and broadcast to all SOAs/LSMSs that support network data downloads and are accepting broadcasts for the NPA-NXX.  The Effective Date for the new NPA-NXX equals the start of PDP.



RESULT 3: Service Provider systems successfully submit SV create, modify and disconnect requests prior to PDP start, during PDP and after PDP ends.



-  When SV requests are made prior to PDP start, requests with the New NPA-NXX will be rejected, and requests for the Old NPA-NXX are accepted/processed by the NPAC SMS.



-  When SV requests are made during PDP start, requests with the New and/or Old NPA-NXX will be accepted/processed by the NPAC SMS.  The response from the NPAC SMS will only contain the New NPA-NXX.



-  When SV requests are made after PDP ends, requests with the Old NPA-NXX will be rejected by the NPAC SMS.  Requests using the New NPA-NXX are accepted/processed by the NPAC SMS.



RESULT 4: Service Provider systems successfully submit NPB activates and, modifies prior to PDP start, during PDP and after PDP ends.



-  When NPB requests are made prior to PDP start, requests with the New NPA-NXX will be rejected, and requests for the Old NPA-NXX are accepted/processed by the NPAC SMS.



-  When NPB requests are made during PDP start, requests with the New and/or Old NPA-NXX will be accepted/processed by the NPAC SMS.  The response from the NPAC SMS will only contain the New NPA-NXX.



-  When NPB requests are made after PDP ends, requests with the Old NPA-NXX will be rejected by the NPAC SMS.  Requests using the New NPA-NXX are accepted/processed by the NPAC SMS.



RESULT 5: NPAC Personnel successfully create, modify and de-pool NPA-NXX-Xs before, during and after PDP.



-  For NPA-NXX-X requests made prior to PDP start, requests with the New NPA-NXX will be rejected, and requests for the Old NPA-NXX are accepted/processed by the NPAC SMS.  The NPAC SMS will automatically broadcast NPA-NXX-X creates for both the Old and New NPA-NXX involved in the NPA Split to all Service Provider systems supporting broadcasts for these NPA-NXXs.  The Effective Date for the New NPA-NXX-X will equal the later of start of PDP or the same Effective Date as the Old NPA-NXX-X.



- For NPA-NXX-X requests made during PDP, requests with the New and/or Old NPA-NXX will be accepted/processed by the NPAC SMS.  The response from the NPAC SMS will only contain the New NPA-NXX.  When an NPA-NXX-X is created during PDP, that is impacted by an NPA Split, the equivalent Old/New NPA-NXX-X will also be automatically created/broadcast with the same Effective Date as the original request.  



-  For NPA-NXX-X requests made after PDP has ended, requests with the Old NPA-NXX will be rejected by the NPAC SMS.  Requests using the New NPA-NXX are accepted/processed by the NPAC SMS.



RESULT6: The Subscription Version Ids of the subscriptions will be retained.



RESULT 7: The LRN information will not be changed.



RESULT 8: Upon the end of PDP, the NPAC SMS automatically deletes the Old NPA-NXX involved in the NPA Split.  The NPAC SMS will broadcast the NPA-NXX delete to all SOAs/LSMSs that support network data downloads and are accepting broadcasts for the NPA-NXX.  All subtending records (NPA-NXX-X, NPB and SVs) are updated to reflect only the New NPA-NXX value.









			Actual Results:


			








			8.5.5 Perform Port-to-Original during the Permissive Dialing Period of the NPA Split.– Success 





			Purpose:


			Perform Port-to-Original during the Permissive Dialing Period of the NPA Split using the SOA – Success





			Requirements:


			





			Prerequisites:


			1. A NPA split has been established by NPAC Personnel on the NPAC SMS and is in Permissive Dialing Period.



2. The same NPA split has been established by Service Provider on their local system(s) and is in Permissive Dialing Period.



3. The SOA and LSMS are registered with the NPAC SMS.



4. The Port-to-Original request must be made from the Service Provider's SOA during Permissive Dialing Period.



5. All data entered for the Port-to-Original request is valid.



6. All required fields for the Port-to-Original request are entered.





			Expected Results:


			RESULT 1: A Port-to-Original Subscription Version is created by the service provider for the new NPA-NXX in the NPA Split during Permissive Dialing Period. 



RESULT 2: The Port-to-Original Subscription Version is created in the NPAC with the status of ‘pending’ for the new NPA-NXX.



RESULT 3: The service provider is able to activate the Port-to-Original Subscription Version.



RESULT 4: The Subscription Version exists on the NPAC with the status of ‘old’.





			Actual Results:


			








5.   Group Turn Up Test Scenarios Related to NPAC Release 2.



This section contains all test cases written for group Service Provider Turn Up testing of Release 2.0 of the NPAC software.  



5.1   Performance Testing



From the NPAC Release 2.0 Group Test Plan, version 0.2, 6/4/1999



1.1
Single TN Volume Testing with non-pooled TNs  (TNs that are not part of a 1K Block)



Each Service Provider participating in the SP to SP test phase should have their normal mechanized interface associations established with the NPAC.




The Service Provider pairs will agree upon a range of 100 TNs to be used for this test step.



The Service Providers acting as the "new" SPs will begin creating Subscription Versions for the agreed upon range, one at a time, proceeding as quickly as is practical until all 100 SVs have been created.



After a 3-minute delay, the Service Providers acting as the "old" SPs will begin concurring with the newly created Subscription Versions, again, proceeding as quickly as is practical, until all 100 SVs have been concurred.



As soon as is practical, the SPs acting as the "new" SPs will begin activating the 100 SVs, one at a time, as quickly as possible until all 100 have been activated.



As soon as possible, the SPs acting as the "new" SPs will begin disconnecting the 100 SVs, one at a time, as quickly as possible until all 100 have been disconnected.


1.2
Single TN Volume Testing with pooled TNs



Each Service Provider participating in the SP to SP test phase should have their normal mechanized interface associations established with the NPAC.




The Service Provider pairs will agree upon a range of 100 pooled ported TNs to be used for this test step.



NPAC Personnel creates the block holder information and the Subscription Versions with LNP type “POOL”.



The Service Providers acting as the "new" SPs will begin creating Subscription Versions for the agreed upon range, one at a time, proceeding as quickly as is practical until all 100 SVs have been created.



After a 3-minute delay, the Service Providers acting as the "old" SPs will begin concurring with the newly created Subscription Versions, again, proceeding as quickly as is practical, until all 100 SVs have been concurred.



As soon as is practical, the SPs acting as the "new" SPs will begin activating the 100 SVs, one at a time, as quickly as possible until all 100 have been activated.



As soon as possible, the SPs acting as the "new" SPs will begin disconnecting the 100 SVs, one at a time, as quickly as possible until all 100 have been disconnected.



1.3
TN Range Volume Testing with non-pooled TNs  (TNs that are not part of a 1K Block)



Each Service Provider participating in the SP to SP test phase should have their normal mechanized interface associations established with the NPAC.




The Service Provider pairs will agree upon a range of 10 ranges of 100 pooled ported TNs to be used for this test step.



The Service Providers acting as the "new" SPs will begin creating Subscription Versions for the agreed upon range, one range at a time, proceeding as quickly as is practical until all 1000 SVs have been created.



After a 3 minute delay, the Service Providers acting as the "old" SPs will begin concurring with the newly created Subscription Versions, submitting each of the 10 TN ranges of 100 as quickly as is practical, until all 1000 SVs have been concurred.



As soon as is practical, the SPs acting as the "new" SPs will begin activating the 1000 SVs, one range of 100 at a time, as quickly as possible until all 1000 have been activated.



As soon as possible, the SPs acting as the "new" SPs will begin disconnecting the 1000 SVs, one range of 100 at a time, as quickly as possible until all 1000 have been disconnected.



1.4
TN Range Volume Testing with pooled TNs



Each Service Provider participating in the SP to SP test phase should have their normal mechanized interface associations established with the NPAC.




The Service Provider pairs will agree upon a range of 10 ranges of 100 pooled ported TNs to be used for this test step.



NPAC Personnel creates the block holder information and the Subscription Versions with LNP type “POOL”.



The Service Providers acting as the "new" SPs will begin creating Subscription Versions for the agreed upon range, one range at a time, proceeding as quickly as is practical until all 1000 SVs have been created.



After a 3 minute delay, the Service Providers acting as the "old" SPs will begin concurring with the newly created Subscription Versions, submitting each of the 10 TN ranges of 100 as quickly as is practical, until all 1000 SVs have been concurred.



As soon as is practical, the SPs acting as the "new" SPs will begin activating the 1000 SVs, one range of 100 at a time, as quickly as possible until all 1000 have been activated.



As soon as possible, the SPs acting as the "new" SPs will begin disconnecting the 1000 SVs, one range of 100 at a time, as quickly as possible until all 1000 have been disconnected.



6.   Group Turn Up Test Scenarios related to NPAC Release 3.1.









6.1   Performance Testing related to NPAC Release 3.1



The following section comes from the “NPAC Release 3.1 Performance and Volume Test Plan, FINAL, Version 1.1” dated October 15, 2001.



6.1.1   Purpose



The purpose of this document is to provide a guideline for the performance and volume testing of the NPAC SMS Release 3.1.  This performance and volume testing effort is specific for the NPAC SMS Release 3.1 and is different from the performance testing that Service Providers have performed in a group testing environment in the past.  This performance and volume testing is designed to specifically test the SOA-NPAC Interface issues that surfaced with the deployment of NPAC SMS Release 3.0 in the Northeast region.  The improved performance of NPAC SMS Release 3.0 and the faster hardware platform that this software is running on is resulting in transactions being processed for broadcast to the industry quicker than the SOA-NPAC Interface can transmit them.  During peak periods the interface cannot support the volumes of notifications that the NPAC SMS is generating, thus there is a long delay in notification delivery that results in operational issues.  At the current time it is the ILEC that is primarily affected by this problem because the ILEC receives the largest volume of SOA notifications but the problem has the potential of affecting any Service Provider.



NPAC SMS Release 3.1 is being developed as a short-term solution to the problem described above.  The testing described in this test plan will actually focus on the functionality that is contained in Change Order NANC 179, one of the five change orders incorporated into the NPAC SMS Release 3.1.  Change Order NANC 179 is perceived as being the key to alleviating throughput problems since the implementation of this change order in both the NPAC SMS and the Service Provider SOAs will result in fewer messages being sent over the interface.



6.1.2   Test Plan Approach



The SOA Throughput Analysis that was presented to the LNPA WG during its June 2001 meeting was used to help develop the activities that are necessary for this performance and volume testing.  The SOA Throughput Analysis was based on notification and request messages that were sent over the SOA-NPAC interface in a 24 hour period, 4/24/01 00:00 UTC – 4/23/01 23:59 UTC.  The data collected and analyzed indicated that, for the ILEC, there were two peak periods in the 24-hour period and that each lasted approximately two hours.  Activities in the remaining 20 hours of the analysis period was fairly low and for the most part, within the SOA-NPAC interfaces specifications.  For this performance and volume testing it was concluded that a volume of activity sufficient to generate in excess of 5000 messages to a particular SOA would be needed to recreate the SOA-NPAC Interface problem.



6.1.3   Testing Approach



The performance and volume testing will be performed in a group-testing environment using this test plan.  Service Providers will be assigned to work in pairs, one as the Old Service Provider and the other as the New Service Provider.  The Service Providers will work together for the complete testing cycle.  In the pairing of Service Providers, it is preferable that at least one Service Provider in the pair has a system that supports the new NPAC SMS Release 3.1 features and functionality.  Also one of the Service Providers needs to be able to create, modify, and activate subscription versions in ranges.  It is suggested that only two pairs of Service Providers perform this testing simultaneously.



All phases of this testing will be in the NPAC SMS Release 3.1 test environment.  The testing activities will first be executed with the Release 3.1 features and functionality turned OFF in the Service Provider SOAs and in their Service Provider Profile on the NPAC SMS.  The purpose of this is to recreate the problem being experienced in the Northeast production environment where NPAC SMS Release 3.0 has been deployed.  The testing activities will be executed a second time with the Release 3.1 features and functionality in the Service Provider SOAs and in their Service Provider Profile on the NPAC SMS turned ON.  The improvements seen in the second round of testing are the improvements that a Service Provider should expect in the production environment utilizing the Release 3.1 features and functionality.


Service Providers will submit large ranges of TNs (1000 at a time) when submitting requests to the NPAC SMS in order to generate large volumes of notifications.  If a Service Provider’s SOA system prevents them from submitting range requests to the NPAC SMS it has to be recognized that this Service Provider may not be able to build the notification queue necessary for this testing.  To build their queue, they will have to depend on notifications being sent to them as a result of activities involving them being generated by another Service Provider.  Also, if they can only enter their data into their SOA system on a single TN basis they may have to spend some time off hours doing setup so as to not impede testing.



A certain amount of planning and coordination will need to be done by the NPAC test engineer and all involved Service Providers in order to pair the participating Service Providers and prepare the data required.  Once test execution begins all activities need to be completed as efficiently and quickly as possible.  To that end, some of the activities that need to be done in advance consist of, but are not limited to:



1.  The NPAC test engineer needs to be identified in advance of the testing start date and this person needs to take the lead role in the testing preparations.  Some of the tasks that the NPAC test engineer needs to do in advance of the testing start date are:



a)  analyze the activities to be performed and determine the data and setup that is required for these activities



b)  ensure that the Service Provider pair assignments are made based on Service Provider system functionality (at least one Service Provider in the pair has a system that supports the new NPAC SMS Release 3.1 features and functionality and at least one of the Service Provider in the pair is able to create, modify, and activate subscription versions in ranges



c)  assign testing days for each group of 2 pairs of Service Providers



d)  ensure accurate set up of Service Provider’s Profile on the NPAC SMS



e)  ensure advance set up of the appropriate NPA-NXXs and LRNs
 by the respective Service Providers



f)  ensure SVs exist in the appropriate state for each pair of Service Providers for each run of the testing activities:



-     5000 “pending” subscription versions to be used for the ‘modify pending’ activities listed in item 3 of the Testing Activities section (both Service Providers have done their creates)



-     5000 “pending” subscription versions that are ready for activation listed in item 4 of the Testing Activities section. (either both T1 & T2 timers have expired or the Old Service Provider has concurred)



Note:  This is the prerequisite data setup required for each run of testing activities for items 3 and 4 listed in the Testing Activities section.  See the testing activities to determine the total set up required.


g)  an LSMS is available for successful activation of subscription versions



h)  appropriate filters have been set for the activation of the subscription versions



i)  ensure that Service Provider test engineers understand their roles in the testing activities, what testing scenarios will be executed, and in what order



j)  ensure that there is adequate NPAC support to monitor queues, logs, etc.



2.  Service Provider test engineers need to verify that they have the prerequisite test data in their system before the test run begins.



3.  Service Provider test engineers need to understand their role in the activities and be available for the complete testing period.



6.1.4   Test Execution



After all the testing prerequisites referenced in the Testing Approach section have been completed the Service Provider pairs should commence testing.  Ideally there will be three runs of the testing activities, divided into two parts.  Part one will be a trial run where each of the 4 activities listed below are executed sequentially.  Part two will consist of two runs, one with the 4 activities executed concurrently and a second with the same 4 activities executed concurrently but with the Service Provider roles reversed.  All activities should be executed as quickly as possible.  These three runs of the testing activities are to be executed using the NPAC Release 3.1 software with the Release 3.1 features and functionality turned OFF in the Service Providers’ SOAs to obtain baseline information and again using the NPAC Release 3.1 software with the Release 3.1 features and functionality turned ON in the Service Providers’ SOAs to measure the improvements.  There will be a total of six runs.  The following table lists the testing runs:



			


			Release 3.1 Features & Functionality





			


			OFF


			ON





			Both Service Providers participating


			Trial Run – Testing Activities executed sequentially


			Trial Run – Testing Activities executed sequentially





			SP A = New SP



SP B = Old SP


			Run Two


			Run Two





			SP A = Old SP



SP B = New SP



(Roles reversed)


			Run Three


			Run Three








During the baseline testing it is expected that overload may become apparent and/or aborts occur.  Overload is defined as the Service Provider SOA system waiting excessive amounts of time (more than 30 minutes) to receive a notification that is associated with a previously submitted request from the NPAC SMS.  An example would be waiting more than 30 minutes for an M-EVENT REPORT subscriptionVersionStatusAttributeValueChange notification associated with a subscription version create.  A SOA system abort could be the result of a CMIP departure time in excess of 5 minutes or not responding to a message within the retry timer tunable parameter (1 X 15 minutes) due to an overload condition.



6.1.5   Testing Activities



The testing activity needs to be of sufficient volume to ensure that requests will be queued at the NPAC SMS, waiting to be transmitted over the SOA-NPAC Interface when none of the NPAC SMS Release 3.1 features and functionality are being utilized by the Service Provider SOAs.  During the performance of all testing activities, NPAC SMS queues will need to be monitored to ensure that the size of the queues expand and contract according to the activity that is taking place.  Service Providers need to monitor their systems and note average response times or excessive waits for responses as well as issues/problems with congestion resulting from the volume of messages being transmitted.



The following activities are to be performed by each pair of Service Providers.  



1.
5000 New Service Provider Creates, submitted as 5 ranges of 1000 TNs each, if possible, otherwise submitted in the most efficient, fastest manner possible.



2.
5000 Old Service Providers Creates on the same TNs as used in Item 1, submitted as 5 ranges of 1000 TNs each, if possible, otherwise submitted in the most efficient, fastest manner possible. 



3.
Modification of 5000 existing “pending” subscription versions (the subscription versions created in Item 1 f, first bullet, of the Testing Approach section).  Each Service Provider (Old and New) should modify half of the subscription versions (2500 each).  They should each submit the modify requests as 2 ranges of 1000 and 1 range of 500, if possible, otherwise submitted in the most efficient, fastest manner possible.



4.
Activation of 5000 existing “pending” subscription versions (the subscription versions created in Item 1 f, second bullet, of the Testing Approach section), submitted as 5 ranges of 1000 TNs each, if possible, otherwise submitted in the most efficient, fastest manner possible.



6.1.6   Test Results Evaluation



Evaluation of the test results will primarily be a measurement of processing time of all testing activities.  This processing time will start when the Service Providers commence sending their requests to the NPAC SMS and end when they receive all responses from the NPAC SMS.  NPAC has tools that it can use to monitor queues and report times.  In addition to the NPAC tools, Service Providers should monitor their systems for response times, errors, congestion, and aborts.  It is expected that a Service Provider using a SOA system that has implemented the Release 3.1 features and functionality would see a significant improvement in overall end-to-end processing over the Release 3.1 baseline without the use of the Release 3.1 features and functionality.



It is anticipated that at some point during the baseline testing, using NPAC Release 3.1 software with the Release 3.1 features and functionality turned OFF in the Service Providers’ SOAs, overload and/or aborts will occur.  The point at which this becomes apparent during the baseline testing should be recorded with details.  If a Service Provider’s SOA system experiences overload or aborts during the trial run (the testing activities are being executed sequentially), using NPAC Release 3.1 software with the Release 3.1 features and functionality turned OFF, testing can be terminated for this phase.  A Service Provider that is in production, porting small volumes of TNs and not experiencing overload and/or aborts, but has it happen during this phase of the testing should be aware that it is expected behavior.



It is expected that during the phase two testing, using NPAC Release 3.1 software with the Release 3.1 features and functionality turned ON in the Service Provider’s SOA, considerable improvement will be seen over the Release 3.1 baseline without the use of the Release 3.1 features and functionality.



7.   Group Turn Up Test Scenarios related to NPAC Release 3.2.



Service Provider ID (SPID) Migration)



			A.


			TEST IDENTITY


			





			


			Test Case Number:


			NANC 323-1


			SUT Priority:


			SOA 


			Required





			


			


			


			


			LSMS


			Required





			


			Objective:






			NPAC OP GUI – NPAC Personnel submit a request for a SPID migration, where NPA-NXX, LRN, Subscription Version, NPA-NXX-X and Block Information exist for the migrating away from SPID.  Verification steps are performed to ensure the Service Provider system is now in synch with the NPAC SMS. – Success





			


			


			





			B.


			REFERENCES


			





			 


			NANC Change Order Revision Number:


			


			Change Order Number(s):


			NANC 323 





			


			NANC FRS Version Number:


			3.2.0


			Relevant Requirement(s):


			RR3-255, RR3-256, RR3-257, RR3-258, RR3-259, RR3-260, RR3-261, RR3-262, RR3-263, RR3-264, RR3-265, RR3-266, RR3-267, RR3-268, RR3-269, RR3-270, RR3-271, RR3-272, RR3-273, RR3-274, RR3-276, RR3-277





			


			NANC IIS Version Number:


			3.2.0


			Relevant Flow(s):


			





			


			


			





			C.


			PREREQUISITE


			





			


			Prerequisite Test Cases:


			





			


			Prerequisite NPAC Setup:


			While all SOAs/LSMSs are associated with the NPAC SMS, create test data that includes an NPA-NXX, LRN and NPA-NXX-X for a “Migrating Away From SPID”:



a)    Create a new NPA-NXX for the ‘Migrating Away From’ SPID. (NPA-NXX a1 )



b)    Create a new LRN for the ‘Migrating Away From’ SPID, that would logically be associated with the NPA-NXX created in (a) above. (LRN b1)



c)    Create a new NPA-NXX-X for the ‘Migrating Away From’ SPID respective that uses the LRN that was created in (b) above. (NPA-NXX-X c1)



d)    Activate a Number Pool Block for the NPA-NXX-X created in (c) above.  Verify this NPB has a status of ‘Active’ (NPB group d1) (SV group d1).





e)    Create and Activate a range of at least 10 TNs that use the LRN created in (b) above.  (SV group f1).  Verify this range of Subscription Version has a status of ‘Active’.



f)    Initiate a Deferred Disconnect for a range of 2 TNs respective to SV group f2 above.  Verify this range of Subscription Versions has a status of ‘Disconnect-Pending’.  (SV group g)



g)    Immediately Disconnect one of  the TNs that was activated in (f) above, (SV group f1).  Verify this Subscription Versions has a status of ‘Old’. (SV group h)












			


			Prerequisite SP Setup:


			Systems are disassociated while they update their local databases using the SIC-SMURF files from the NPAC SMS.





			


			


			





			D.


			TEST STEPS and EXPECTED RESULTS





			Row #


			NPAC or SP


			Test Step





			NPAC or SP


			Expected Result








			1.


			NPAC


			














NPAC Personnel generate Selection Input Criteria SPID Mass Update (SIC-SMURF) Files based on SPID Migration prerequisite data.


			NPAC


			The SIC-SMURF files are generated and made available on the Service Provider FTP sites.








			2.


			SP


			Service Provider Personnel receive the SIC-SMURF files, take their systems ‘off-line’ from the NPAC SMS, and load the files into their LSMS system.


			SP


			Using the SOA/LSMS system, verify as applicable:



NPA-NXX a1was updated to reflect the ‘Migrating to’ SPID



LRN b1 was updated to reflect the ‘Migrating to’ SPID



NPA-NXX-X c1 was updated to reflect the ‘Migrating to’ SPID



NPB group d1 was updated to reflect the ‘Migrating to’ SPID



SV group d1, SV group e1, SV group f, and SV group g* were updated to reflect the ‘Migrating to’ SPID



· SV group h exists on the NPAC SMS with a status of ‘Old’ so verify on the local system as capable.





			3.


			NPAC


			At the same time as row 2 above, NPAC Personnel update the NPAC SMS database using the SIC-SMURF files.


			NPAC


			Verify the following on the NPAC SMS:



NPA-NXX a1 was updated to reflect the ‘Migrating to’ SPID



LRN b1 was updated to reflect the ‘Migrating to’ SPID



NPA-NXX-X c1 was updated to reflect the ‘Migrating to’ SPID



NPB group d1 was updated to reflect the ‘Migrating to’ SPID



SV group d1, SV group e1, SV group f, and SV group gwere updated to reflect the ‘Migrating to’ SPID





			4.


			SP


			After both the NPAC and Service Provider Personnel have successfully loaded the SIC-SMURF files into their respective databases, Service Provider Personnel re-associate their local systems with the NPAC SMS.


			SP


			The Service Provider local systems are associated with the NPAC SMS.





			5.


			SP


			Service Provider Personnel perform subscription version and number pool block queries for the migrated data.


			SP/NPAC


			Verify that the records reflect the appropriate Old and New Service Providers based on the SPID Migration data.





			


			


			


			


			














			E.


			Pass/Fail Analysis, NANC 323-1





			Pass


			Fail


			NPAC Personnel performed the test case as written.





			Pass


			Fail


			Service Provider Personnel performed the test case as written.









			Pass


			Fail


			Service Provider Personnel were able to successfully process the SIC-SMURF file updates with their local databases in a timely fashion.











8.   Group Turn Up Test Scenarios related to NPAC Release 3.3.



NANC 385 - Timer Calculation – Maintenance Window Time Behavior



			A.


			TEST IDENTITY


			





			


			Test Case Number:


			NANC 385-1


			SUT Priority:


			SOA 


			Required





			


			


			


			


			LSMS


			N/A





			


			Objective:






			SOA – NPAC personnel use the Timer-Update-Tool to update timer expiration by 10 minutes, SP systems under test handle the impacted timers for their adjusted expiration time – Success



Prerequisites should include activities that create short and long initial and final concurrence timers, and short and long initial and final cancellation concurrence timers that are scheduled to expire on the same day as test after the maintenance window enactment in this test case.





			


			


			





			B.


			REFERENCES


			





			 


			NANC Change Order Revision Number:


			


			Change Order Number(s):


			NANC 385





			


			NANC FRS Version Number:


			


			Relevant Requirement(s):


			RR6-187, RR6-188





			


			NANC IIS Version Number:


			


			Relevant Flow(s):


			B.5.1.6.2, B.5.1.6.3, B.5.1.6.4, B.5.1.6.5, B.5.3.2





			


			


			





			C.


			PREREQUISITE


			





			


			Prerequisite Test Cases:


			





			


			Prerequisite NPAC Setup:


			As this TC is going to be executed in the group phase of testing, each provider in the group should have their own set of TNs a and c or TNs b and d.



The following steps identify porting scenarios with both short and long timers.  Depending on the Timer Type that the Service Provider under test supports, only those respective porting scenarios may be created.  For example, a Service Provider that supports Long Timers is not required/able to create porting scenarios that result in the use of Short Timers.  Please create porting scenarios based on the Timer Type supported by the Service Provider under test.



1.  Set the following timers to values that will expedite this feature testing:



Long Initial Concurrence Timer set to ______ (default 9 hr)



Short Initial Concurrence Timer set to ______ (default 1 hr)



Long Final Concurrence Timer set to _______ (default 9 hr)



Short Final Concurrence Timer set to ​​​​_______ (default 1 hr)



Long Cancellation-Initial Concurrence Window set to _____ (default 9 hr)



Short Cancellation-Initial Concurrence Window set to _____ (default 9 hr)



Long Cancellation-Final Concurrence Timer set to _____ (default 9 hr)



Short Cancellation-Final Concurrence Timer set to _____ (default 9 hr)



2.  Prior to simulated maintenance period establish the following porting scenarios:



a.  New SP Create where SP under test is Old SP (using Short timers) (TN a __________).



b.  Old SP Create where SP under test is New SP (using Long timers) (TN b ___________).



c.  Work with Service Provider under test to create/concur to an Inter-SP Subscription Version (using Short timers) (TN c _________________).



d.  Work with the Service Provider under test to create/concur to an Inter-SP Subscription Version (using Long timers) (TN d______________).



3.  Verify that the following Subscription Versions exist:



a.  TN a exists with a status of Pending and only the NPAC acting as the New SP has issued a create request for this TN.  The SV is using short timers.



b.  TN b exists with a status of Pending and only the NPAC acting as the New SP has issued a create request for this TN.  The SV is using long timers.



c.  TN c exists with a status of Cancel-Pending.  The Service Provider under test issued the cancel request for the TN and the SV is using short timers.



d.  TN d exists with a status of Cancel-Pending.  The Service Provider under test issued the cancel request for the TN and the SV is using long timers. 





			


			Prerequisite SP Setup:


			1.  Prior to simulated maintenance period work with NPAC personnel to establish porting scenarios that will result in the timers listed in NPAC Prerequisites step 1 to expire.



a.  Do not concur to TN a.



b.  Do not concur to TN b.



c.  Concur to the create for TN c.  Then issue a cancel request for TN c.



d.  Concur to the create for TN d.  Then issue a cancel request for TN d.





			


			


			





			D.


			TEST STEPS and EXPECTED RESULTS





			Row #


			NPAC or SP


			Test Step






			NPAC or SP


			Expected Result









			1.


			NPAC


			NPAC Maintenance Window starts.


			


			





			2.


			NPAC 


			NPAC personnel use the Timer Update Tool to specify the start and end time of the maintenance window.


			NPAC


			NPAC uses the start and end Maintenance Window times to determine at what time the timers should expire/notifications should be sent to respective service provider systems.





			3.


			NPAC


			NPAC SMS issues the following notifications based on the Timer Update Tool adjustments:



If the Service Provider’s TN Range Indicator is set to TRUE, the NPAC SMS will send:



1. M-EVENT-REPORT subscriptionVersionRangeOldSP-ConcurrenceRequest upon expiration of the Short Initial Concurrence Timer for TN a.



2. M-EVENT-REPORT subscriptionVersionRangeOldSPFinalConcurrenceWindowExpiration upon expiration of the Short Final Concurrence Timer for TN a.



3. M-EVENT-REPORT subscriptionVersionRangeNewSP-CreateRequest upon the expiration of the Long Initial Concurrence Timer for TN b.



4. M-EVENT-REPORT subscriptionVersionRangeNewSP-FinalCreateWindowExpiration upon the expiration of the Long Final Concurrence Timer for TN b.



5. M-EVENT-REPORT subscriptionVersionRangeCancellationAcknowledgeRequest upon expiration of the Short Cancellation-Initial Concurrence Window for TN c.



6. M-EVENT-REPORT subscriptionVersionRangeStatusAttributeValueChange indicating the status is now Conflict upon expiration of the Short Cancellation-Final Concurrence Window for TN c.



7. M-EVENT-REPORT subscriptionVersionRangeCancellationAcknowledgeRequest upon expiration of the Long Cancellation-Initial Concurrence Window for TN d.



8. M-EVENT-REPORT subscriptionVersionRangeStatusAttributeValueChange indicating the status is now Conflict upon expiration of the Long Cancellation-Initial Concurrence Window for TN d.



If the Service Provider’s TN Range Indicator is set to FALSE, the NPAC SMS will send:



1. M-EVENT-REPORT subscriptionVersionOldSP-ConcurrenceRequest upon expiration of the Short Initial Concurrence Timer for TN a.



2. M-EVENT-REPORT subscriptionVersionOldSPFinalConcurrenceWindowExpiration upon expiration of the Short Final Concurrence Timer for TN a.



3. M-EVENT-REPORT subscriptionVersionNewSP-CreateRequest upon the expiration of the Long Initial Concurrence Timer for TN b.



4. M-EVENT-REPORT subscriptionVersionNewSP-FinalCreateWindowExpiration upon the expiration of the Long Final Concurrence Timer for TN b.



5. M-EVENT-REPORT subscriptionVersionCancellationAcknowledgeRequest upon expiration of the Short Cancellation-Initial Concurrence Window for TN c.



6. M-EVENT-REPORT subscriptionVersionStatusAttributeValueChange indicating the status is now Conflict upon expiration of the Short Cancellation-Final Concurrence Window for TN c.



7. M-EVENT-REPORT subscriptionVersionCancellationAcknowledgeRequest upon expiration of the Long Cancellation-Initial Concurrence Window for TN d.



8. M-EVENT-REPORT subscriptionVersionStatusAttributeValueChange indicating the status is now Conflict upon expiration of the Long Cancellation-Initial Concurrence Window for TN d.


			SP


			The Service Provider SOA(s) receive the M-EVENT-REPORTs from the NPAC SMS based on the adjustments made by NPAC personnel using the Timer Update Tool.





			4.


			NPAC


			NPAC personnel view logs to verify that that the notifications indicated in step 3 were issued at time frames adjusted by the time entered in the Timer Update Tool. 


			NPAC


			The notifications were issued based on the time entered in the Timer Update tool.





			E.


			Pass/Fail Analysis, NANC 385-1





			Pass


			Fail


			NPAC personnel performed the test case as written.





			Pass


			Fail


			Service Provider personnel performed the test case as written.








End of Document
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Mr. Gary M. Sacra, LNPA Working Group Co-Chair

gary.m.sacra@verizon.com

Ms. Paula Jordan, LNPA Working Group Co-Chair

paula.jordan@t-mobile.com

Re: Contaminated Block Returns

The ATIS Industry Numbering Committee (INC) continued its discussion on Contaminated Block Returns and PIM 24 at its meeting the week of June 14-16, 2005. We examined several of the ideas brainstormed from the previous INC meeting. Some ideas were accepted, while others were rejected. We’ve provided below a summary of the ideas discussed. 


We believe that the process recently enacted by the Pooling Administrator (PA) as a result of INC Issue 423 (LERG Assignee Confirmation of Activation in PSTN for Industry Inventory Pool), will go far to address the issue of  the PA assigning blocks where the LERG assignee has not activated the Code in the PSTN. The process, outlined in Section 7.5 of the Thousand-Block (NXX-X) Number Pooling Administration Guidelines (TBPAG) requires the LERG assignee to respond to the PA via email to confirm that the code has been activated in the PSTN, loaded in the NPAC, and that all other LERG Assignee responsibilities have been fulfilled. The PA will not assign blocks from that code until that positive affirmation has been received. 


We believe that the misidentification of the majority of blocks (e.g., contaminated blocks identified as pristine, the donation of blocks with greater than 10% contamination, etc.) is simply mistakes by SPs that otherwise know and abide by the rules, and not as a result of ignorance or, or intentional disregard for, the donation process. 


The INC believes that no amount of instructional documents or self-certification checklists can address the problem in any meaningful way. To find out if INC’s assumption is true, the INC has asked the PA to conduct an informal survey among its administrators to assess the types and numbers of misidentified blocks. The PA also will assess whether the mistakes were accidental errors, or if there was some willful disregard of the processes. 


The informality of the INC’s request to the PA was necessitated by our desire to avoid the creation of a Change Order. The PA will report back to the INC with its survey results at our August 2-4, 2005, meeting.


We discussed the possibility of pursuing the establishment of punitive measures that could be levied against SPs that are habitual offenders of the donation process. However, we do not believe that such measures are within INC’s scope of activities. 


Other ideas were briefly touched on, but none generated any substantive discussion. 


If you have any questions or concerns regarding the INC discussion or any actions taken, please feel free to contact Bill or myself. 


Sincerely,


Kenneth R. Havens


INC LNPA Subcommittee Co-Chair


(913) 794-8526, ken.r.havens@mail.sprint.com

Bill Shaughnessy


INC LNPA Subcommittee Co-Chair


(404) 927-1364, bill.shaughnessy@bellsouth.com

Attachment:


· INC Issue 423, LERG Assignee Confirmation of Activation in PSTN for Industry Inventory Pool

cc:


Kenneth R. Havens, INC Chair (ken.r.havens@mail.sprint.com)


Adam Newman, INC Vice Chair (anewman@telcordia.com)

Jean-Paul Emard, INC Director (jpemard@atis.org)


Tom Goode, ATIS Staff Attorney (tgoode@atis.org)
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NANC – LNPA Working Group
                     
Problem/Issue Identification Document




LNP Problem/Issue Identification and Description Form


Submittal Date (mm/dd/yyyy): 7/7/2004


Company(s) Submitting Issue: Syniverse


Contact(s):  Name: Rob Smith 


         Contact Number: 813-273-3319   



         Email Address: robert.smith@syniverse.com 


(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)


1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)


The wireless process for porting based on developing and sending a ‘wireless port request’ (WPR) does not collect and provide all the information that is needed to map to the wire line ‘local service request’ (LSR).  Fields that are required for wire line porting may have no relevance to wireless porting.  Where the information is not available the ports fail. The LSOP committee intentionally made these fields ‘optional’ because of wireless number portability.  Some individual ILEC business rules still require these fields. 


2. Problem/Issue Description: (Provide detailed description of problem/issue.)


A. Examples & Impacts of Problem/Issue: 


 The ‘EU Address’ fields – End User Address on the End User forms


A wireless end user has a billing address but does not have or require an address where service is provided and this information is not necessary to port a number.  The end user service address is used to tell wireline service personnel a location to make installations and repairs.  The wireless billing address does not always map to the wireline service address since bills may be sent to a different address then the service location.  The address ‘25W 450 1/2 SW Camino Ramon Lane NW, Floor 12, Building 2, Suite 23A.’ is used as an example to illustrate the service address fields.



SAPR - Service Address Prefix - ‘25W’



SANO – Service Address Number – ‘450’



SASF – Service Address Suffix – ‘1/2’



SASD – Service Address Street Directional – ‘ SW’



SASN – Service Address Street Name – ‘Camino Ramon’



SAST – Service Address Street Type – ‘LN’



SASS – Service Address Street Directional Suffix – ‘ NW’



LD1 – Location Designator 1 – ‘FL’



LV 1 – Location Value 1 – ‘12’



LD2 – Location Designator 2 – ‘ BLDG.’



LV2 – Location Value 2 – ‘2’



LD3 – Location Designator 3 – ‘STE’



LV3 – Location Value 3 – ‘23A’



AAI – Additional Address Information – ‘Trailer behind gas station’


This information is required on an LSR, but is subject to edit rejection even when taken from a CSR


The TOS fields – Type Of Service on the Local Request form


This field supports 4 different variables.  The first is ‘type’ and has 5 options, which are residential, business, government, coin or home office.  The second is ‘product’ and has 17 options, which include Single line, multi line, Advanced Services, ISDN, Data Voice Shared, CENTRIX, PBX trunk and Not Applicable.  The third is ‘class’ and has 5 options, which are measured rate, flat rate, message, pre-pay overtime, and not applicable.  The forth is ‘characterization’ and includes foreign exchange, Semi-public, Normal, Prison Inmate, RCF, 800 Service, WATS, Hotel/Motel, Hospital and Not applicable.  This information is not available from the WPR.  In cases where these services have not been canceled, these ports are often rejected by ILECs.


A recent FCC ruling in March 2005, Doc. No. 03-251, includes language prohibiting the rejection or delay of ports due to other services being on the line such as DSL.


This information is often required on LSRs.  Some ILECs require that these services be canceled before a port may occur.  End users may inadvertently cancel the phone line service rendering the number no longer portable.


The MI – The Migration Indicator on the Number Portability form


According to LSOG guidelines, the MI field is ‘optional’ when the ACT field is populated with ‘V’ for “Conversion of service to a new LSP” which is always the case when a number is porting.   The options when a number is porting is ‘A’ for “Partial migration converting lines/numbers to a new account”, and ‘B’ for “Full migration converting lines/numbers to a new account”.   This information is required on an LSR and is dependent on an end user’s decision to port one or some numbers on an account or all numbers on an account closing the account. 

B. Frequency of Occurrence:


10 to 100 times daily


C. NPAC Regions Impacted:


 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     


 West Coast___  ALL_x_


D. Rationale why existing process is deficient: The current process causes ports to fail and substantial fall-out and manual processing.


E. Identify action taken in other committees / forums:  This could become moot if PIM 39 is first successful which would be to reduce the number of required validation fields to a small set.  This was be referred to the LSOP and the Intermodal Taskforce under ATIS.  The recommended that since they had already taken action to make these fields ‘optional’ there was noting that they could do.  They recommended that the issue be addressed directly with the ILEC’s who still require these fields. 


F. Any other descriptive items: __


__________________________________________________________________________________________________________________________________________________________________________


3. Suggested Resolution: 


The problem would be resolved if carriers did not require these optional fields identified above to be populated on LSRs for numbers porting from wireline to wireless.


LNPA WG: (only)


Item Number: 0042v2

Issue Resolution Referred to: _________________________________________________________

Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________


1
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Problem/Issue Identification Document




LNP Problem/Issue Identification and Description Form


Submittal Date (mm/dd/yyyy): 02/27/2004


Company(s) Submitting Issue: TSI


Contact(s):  Name: Rob Smith 


         Contact Number: 813-273-3319   



         Email Address: rsmith@tsiconnections.com 


(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)


1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)


Wireless carriers are not receiving customer service records (CSRs) from all wire line network service providers when a reseller is the local service provider.  Wireless port requests do not collect the needed information to complete a wire line local service request (LSR).  The CSR is a primary source of information needed to complete the LSR and port the number.

2. Problem/Issue Description: (Provide detailed description of problem/issue.)


A. Examples & Impacts of Problem/Issue: 


The current NANC flows suggest that when a number is porting from a reseller, the port request should be issued to the network service provider.


Developing a local service request (LSR) from a wireless port request (WPR) requires a customer service record (CSR) provided by the old network service provider (OSP).  When the OSP is a reseller and the number is porting from an old network service provider, the CSR is not always provided by the wire line network service provider and there is not enough information to complete the LSR.  


About half of the larger wire line carriers do provide the CSR on reseller numbers and the ports occur without incident.  The others wire line carriers simply reject the CSR request because it is not their customer and the port fails and is nearly impossible to resolve.

B. Frequency of Occurrence:


These problems may occur multiple times a day.


C. NPAC Regions Impacted:


 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     


 West Coast___  ALL_x_


D. Rationale why existing process is deficient: 


For old network service providers that do not provide CSRs, the ports fail.


E. Identify action taken in other committees / forums: 


No other action has been taken by other groups.


F. Any other descriptive items: __


__________________________________________________________________________________________________________________________________________________________________________


3. Suggested Resolution: 


Wire line network service providers should provide the customer service record on porting reseller numbers.  The response message to the CSR query should include a statement that the number being requested is a reseller number.


LNPA WG: (only)


Item Number: 0032v4



Issue Resolution Referred to: _________________________________________________________

Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________


1

2
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LNP Problem/Issue Identification and Description Form


Submittal Date (mm/dd/yyyy):  03/07/03


PIM # 24


Company(s) Submitting Issue:  NeuStar Pooling,  AT& T Wireless


Contact(s):  Name    Barry Bishop, Stephen Sanchez



         Contact Number   847-698-6167, 425-288-7051



         Email Address   barry.bishop@neustar.biz, stephen.sanchez@attws.com 


(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)


1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)


Blocks that are being assigned to Service Providers are either contaminated when they are donated as a non-contaminated block or the blocks have been contaminated over 10%.  This is causing customers to be out of service or blocks being exchanged for a less contaminated or non-contaminated block.     


In addition when the PA has assigned a block, at times the block is being rejected in the NPAC for not having the NXX as opened in the NPAC as portable.                                                     


2. Problem/Issue Description: (Provide detailed description of problem/issue.)


A. Examples & Impacts of Problem/Issue: 


When a SP donates a block they mark the block as either contaminated or not contaminated.  They do not indicate how many TN’s are contaminated.  SP’s are suppose to do a Intra SP port on their contaminated TN’s prior to donating a block so that the block can be ported to the new SP and they can begin using the block on the effective date.  The new SP should query the NPAC prior to assigning any TNs to determine which TN’s are contaminated and exclude those from their inventory assignment. 


 In one situation what is happening is that a block is assigned, the new SP goes to put those numbers in service, the old SP has not done their Intra SP ports causing their customers to be out of service.  To resolve this, the 1000 block has to be deported, so that the old SP can Intra SP port their numbers then the 1000 block is reported to the new SP.  


In another situation a block has been assigned either uncontaminated or contaminated and it is discovered the block has over 10% contamination.  In this case the block has to be deported and a new block has to be assigned to the SP.  


When a block is assigned and the NXX is not opened for porting in the NPAC, the block is rejected.  The SP of the code then has to go into the NPAC and add their code as portable so that the block can be then ported.  Even though this may take a matter of minutes to add, getting a hold of the correct person at a company to do this may take some time.


B. Frequency of Occurrence: 


Ongoing


C. NPAC Regions Impacted:


 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western_ _     


 West Coast___  ALL_X__


D. Rationale why existing process is deficient:


It is up to the SP’s to do their INTRA SP ports and make sure they take the 1000 block out of their inventories when donating the block.  This is not always happening.


It is up to the SP to add their NXX to the NPAC as a portable NXX prior to donating blocks.  They indicate so on their donation form.  However, this has not been the case in many situations.


E. Identify action taken in other committees / forums: 


Issue raised at INC on two different occasions, they felt the guidelines already addressed the issue by leaving the responsibility to the SP to do the necessary work when they donated the blocks.


F.   Any other descriptive items: __________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________


3. Suggested Resolution: 


The following actions are proposed to resolve this issue:


Provide the PA access to the NPAC to check for contamination prior to the assignment of a thousands block.


Provide the PA access to the NPAC to check if the code is opened as portable.


LNPA WG: (only)


Item Number: 0024



Issue Resolution Referred to: _________________________________________________________

Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________
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LNP Problem/Issue Identification and Description Form


Submittal Date (mm/dd/yyyy):   05/26/2004


Company(s) Submitting Issue: AT&T Wireless 


Contact(s):  Name:  Stephen A. Sanchez



         Contact Number 425/288/7051



         Email Address   Stephen.sanchez@attws.com


(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)


1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)


The current –x object (1k Pool Block) tunable of 5 business days between the Create and Activate is too long and acts as a constraint against service providers.


2. Problem/Issue Description: (Provide detailed description of problem/issue.)


A.   Examples & Impacts of Problem/Issue: 


Many service providers use the 1k pool block methodology (in addition to Number Pooling Activities) to accomplish Network Rehome, and Acquisition activities. Between the –x (pool block) object create date and the activate date there is a mandatory 5 business day tunable period.  During this time, service providers can not conduct SV activity until the –x object is activated at the NPAC.  Any activity will result in error transactions or “SOA NOT AUTHORIZED” 7502.


Conversely, there are times when a service provider is attempting to complete rehome activities and acquisition activities by using a –x object methodology.  If a pendingSV has been created against the NPA-NXX-X range, the pool block can not be created until that SV has been cleared.  There are times where pendingSV are constantly created against the NPA-NXX-X range.   The 5 business day tunable in conjunction with the porting activity causes timeline slides for the service providers trying to conduct activity in that NPA-NXX-X range.


B. Frequency of Occurrence: 


Any time a –x object (pool block) has been created.  


With the introduction of National Number Portability, the frequency of occurrence will be higher.  And more service providers may use the –x object methodology to conduct network rehome and acquisitions. (   


C. NPAC Regions Impacted:


 Canada__ Mid Atlantic X   Midwest X   Northeast X Southeast X   Southwest X  Western X     


 West Coast X    ALL  


D.  Rationale why existing process is deficient: 


The NPAC does not enforce a 5 business day delay for conventional ports, and if the NPAC were to enforce a 5 business day delay it would do so only for those blocks that have not received a first port notification.  A 5 business day period allows for increased errors as service providers are unable to conduct activities for pending –X objects.  

E.   Identify action taken in other committees / forums: __________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________


F.   Any other descriptive items: __________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________


3. Suggested Resolution: 


A short term fix to reduction of the –x object 5 business day tunable from 5 business days to 1 business day.  Or a long term solution would be to remove the 5 business day delay completely. 


LNPA WG: (only)


Item Number: 0038



Issue Resolution Referred to: _________________________________________________________

Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________
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LNP Problem/Issue Identification and Description Form


Submittal Date (mm/dd/yyyy):  __0_ __6_ /__2 __1 / _2_ _0_ _0__ _4


Company(s) Submitting Issue:
Syniverse Technologies, Inc.__________


Contact(s):  Name: _Tony Ramsey___________________________________________


Contact Number:
813-273-3934


Email Address:
Tony.Ramsey@Syniverse.com___________________


(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)


1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)


NPANXXs are sometimes opened in the wrong NPAC region.

2. Problem/Issue Description: (Provide detailed description of problem/issue.)


A.   Examples & Impacts of Problem/Issue:  All NXXs in the 304 NPA should be in the Mid-Atlantic Region, but 304-423 and 304-391 are shown in the Midwest Region.  Additionally, All NXXs in the 979 NPA should be in the Southwest Region, but 979-250 is shown in the Midwest Region.  Additional examples are available and have been provided to NPAC.  Attempts to port numbers are prevented because the involved NPA-NXX does not appear in the correct region.  Further, invalid data is broadcast to LSMSs homed on the region where the code was opened in error.

B.   Frequency of Occurrence:  Daily _____________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________


C. NPAC Regions Impacted:


 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     


 West Coast___  ALL: XXX

D.  Rationale why existing process is deficient: There is no validation to confirm that a code is being opened in the correct NPAC region when a Service Provider adds a new NPANXX to the NPAC’s network data.  As a result, codes are being opened inadvertently in the wrong NPAC region.

E.   Identify action taken in other committees / forums: __________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________


F.   Any other descriptive items: The single exception to the alignment of NPAC service area boundaries to state boundaries occurs for a portion of Kentucky--LATA 922.  The Midwest serves that portion of the 859 NPA covering LATA 922 in Kentucky; the rest of Kentucky, including that portion of NPA 859 not associated with LATA 922, is defined as part of the Southeast NPAC’s service area.  The corrective action should include code entries for the 859 NPA.

3. Suggested Resolution: 


An NPAC edit should be instituted to reject NPA-NXX entries attempted in the wrong NPAC region.  The NPA-level edit is provided by proposed Change Order NANC321 and is sufficient for all NPAs except 859.  The Change Order should be expanded to provide a LATA-level edit for the 859 NPA to determine whether the NPA-NXX being submitted to NPAC is in LATA 922.  If  it is in LATA 922, it could be opened only in the Midwest NPAC.  If it is not, it could be opened only in the Southeast NPAC.____________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________


LNPA WG: (only)


Item Number: 0036 v2



Issue Resolution Referred to: _________________________________________________________

Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________
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LNP Problem/Issue Identification and Description Form


Submittal Date (mm/dd/yyyy): 01/17/2005


Company(s) Submitting Issue: Syniverse


Contact(s):  Name: Rob Smith



         Contact Number: 813.273.3319 


         Email Address: Robert.smith@syniverse.com


(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)


1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)


A large number of wire line to wireless ports fail the automated process because they are from large accounts where the customer service record (CSR) is too large to return on a CSR query.  The CSR is needed to complete an LSR.


2. Problem/Issue Description: (Provide detailed description of problem/issue.)


A. Examples & Impacts of Problem/Issue: The automated process for porting from wire line to wireless is dependent on obtaining the customer service record (CSR) that provides additional information needed to complete an LSR.  “CSR too large” is one of the more frequent causes of fall-out for intermodal ports.  It occurs when a number is being ported from a large account such as a hospital, school or large business.  There is a limit to the size of the CSR file that can be returned.  The current systems of wireline providers will return the entire CSR when only a small amount of data is relvant and needed.  Typically a file cannot exceed  1 MB.  Consequently these ports for numbers within large accounts fail and must be worked manually. 


B. Frequency of Occurrence: Between 100 and 200 ports each month


.

C. NPAC Regions Impacted:


 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     


 West Coast___  ALL_x_


D. Rationale why existing process is deficient: These ports must be manually processed and require a lot of time and effort to process.

E. Identify action taken in other committees / forums: 


No other yet.


F. Any other descriptive items: __

__________________________________________________________________________________________________________________________________________________________________________


3. Suggested Resolution: 


Porting systems could be designed within the ILECs so that only information relevant to the particular number being ported is returned in response to a CSR query.  

LNPA WG: (only)


Item Number: 0050


Issue Resolution Referred to: __________

Why Issue Referred:

____________________________________________________________________________________________________________________________________________________________________________


______________________________________________________________________________________
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LNP Problem/Issue Identification and Description Form


Submittal Date (mm/dd/yyyy):  3/7/2005


Company(s) Submitting Issue:  Nextel Communications


Contact(s):  Name:   
Rosemary Emmer /  Susan Ortega


Contact Number:
301-399-4332  / 703-930-0173


Email Address:
rosemary.emmer@nextel.com / susan.ortega@nextel.com

(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)


1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)


Currently a carrier can open a Code (NPA-NXX) for portability in the NPAC whether or not they own the NPA-NXX. 


2. Problem/Issue Description: (Provide detailed description of problem/issue.)


A.   Examples & Impacts of Problem/Issue:  


Codes are frequently opened under the wrong SPID due to typos or other types of errors by the service provider. This results in the following:


- SOA failures when attempting to perform an NSP create for a ported PTN


- Manual or NANC 323 SPID migrations, which are time consuming and resource constraining.


- Repeated failure transactions sent to NPAC due to data issues.


- Inability to activate ported subscribers until SPID migration has been completed.                             

B.   Frequency of Occurrence:  


C. NPAC Regions Impacted:


 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     


 West Coast___  ALL: XXX


D. Rationale why existing process is deficient:  


Codes are frequently opened under the wrong SPID due to typos or other types of errors by the service provider because there is no validation when the code is opened.


E.   Identify action taken in other committees / forums: None that we are aware of. __________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________


F.   Any other descriptive items: __________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________


3. Suggested Resolution: 


We are recommending that NPAC personnel validate and audit code entries in NPAC by a TBD frequency. If the NPAC discovers a discrepancy with the code and carrier’s SPID, NPAC will contact the carrier to confirm that the NPA-NXX they opened actually belongs to the carrier. If no response is received within TBD (e.g., 48 business hours), NPAC will delete the code.


LNPA WG: (only)


Item Number: 0051

Issue Resolution Referred to: _________________________________________________________

Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________[image: image1.png]
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LNP Problem/Issue Identification and Description Form


Submittal Date (mm/dd/yyyy): 07/21/2004


Company(s) Submitting Issue: T-Mobile, Sprint, Verizon Wireless, Nextel, Cingular, US Cellular


Contact(s):  Name: Paula Jordan, Sue Tiffany, Debbie Stevens, Rosemary Emmers, Elton Allan, Chris Toomey



         Contact Number: 925-325-3325; 913-762-8024; 425-603-2282; 301-399-4332; 404-236-6447; 773-845-9070



         Email Address: : Paula.Jordan@T-Mobile.com; Sue.T.Tiffany@mail.sprint.com; Deborah.Stephens@verizonwireless.com; rosemary.emmer@nextel.com; elton.allen@cingular.com; Chris.Toomey@uscellular.com


(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)


1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)


Wire line carriers rules for developing a local service request (LSR) in order to port a number are unique to each carrier, dynamic and complex requiring dozens of different fields.  Each carrier can set their own rules and requirements for porting numbers from them.  Each field may be required to match exactly to the information as it appears in validation fields for both wire line and wireless ports.  Any difference, even slight, can result in a port request being rejected.   The number of validation fields for wire line LSR porting process makes it very difficult and costly to port numbers from wire line carriers.  Porting to these complex requirements takes a great deal of time and typically requires manual intervention, which inhibits and discourages porting and the automation of the porting process.


2. Problem/Issue Description: (Provide detailed description of problem/issue.)


A. Examples & Impacts of Problem/Issue: 


Wireless carriers rules for porting are uniform, constant, simple and relatively fast and inexpensive.  Only a few key fields are required to match customer records in order to validate and port a number.  Wireless experience has proven that when two or three key validation fields match the old service provider records there is no risk of inadvertent ports.  


Wireless processes do not collect the data or have access to data as wire line carriers may require on an LSR.  For example wireless carriers collect all address information for a street address within a single field.  Wire line collects the same address information in 5 or more distinct fields.  The one address field in wireless does not map to the 5 or more fields in wire line. If wire less does not provide the ‘FLOOR’ number or the ‘ROOM/MAIL STOP’ in these specific fields, a wire line carrier may reject the port request.  Wireless processes do not validate on the street address field because it is nearly impossible to correctly match this information and it has been determined to have no bearing on whether a port would be inadvertent if it does not match provided other key fields match.


While data requirements to complete an LSR are often extensive and complex, wire line carriers will provide much of the needed information to complete their LSR by providing a customer service record (CSR) in response to a query provided a minimal amount of customer information.  Since a minimal amount of customer information is needed to obtain the CSR it should stand to reason that the port could take place with the same minimal amount of information, and that transferring data from the carrier’s CSR to the carrier’s LSR is in fact an exercise that only increases complexity without really adding value.  It is after all only returning the wire line carrier’s own information back to them.   Wireless experience has proven that inadvertent ports do not occur when only two or three key fields of information are presented and match the old service provider’s records.  


B. Frequency of Occurrence:


100s of time each day.


C. NPAC Regions Impacted:


 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     


 West Coast___  ALL_x_


D. Rationale why existing process is deficient: 


The current process results in needles and excessive cost, time, error and fall-out to complete a port.


E. Identify action taken in other committees / forums: 


The LNPA WG felt that this issue should be referred to OBF ITF.


F. Any other descriptive items: __

__________________________________________________________________________________________________________________________________________________________________________


3. Suggested Resolution: 


Wire line port request can be validated with very minimal risk of inadvertent ports when the following fields correctly match the old service provider records:


  1) The telephone number being ported


  2) The old service provider account number from the EAN field


  3) The porting customer’s billing ZIP code


Other customer and field information should be provided to the extent that it is possible, but should not be used to reject a port request if it fails to match exactly.


Information that might be needed to complete the disconnection processes can be obtained by the wire line service provider’s own customer service records.  

LNPA WG: (only)


Item Number: 0044



Issue Resolution Referred to: _OBF Interspecies Taskforce______________________

Why Issue Referred: _____LSOG expertise and responsibility is at this committee_______ ____________________________________________________________________________________________________________________________________________________________________________
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LNP Problem/Issue Identification and Description Form


Submittal Date (mm/dd/yyyy):  01/02/04

PIM # 28


Company(s) Submitting Issue:  Sprint 


Contact(s):  Name    Rick Dressner



         Contact Number   913-859-3772 or 954-401-5454



         Email Address   rdress01@sprintspectrum.com


(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)

1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)


When porting between wireless and wireline there is an interface difference between WPRR (wireless) and FOC (wireline). FOC allows for a due date and time change on confirms. WPRR does not allow a due date and time change on confirms. When wireline send a FOC with DDT change on a confirm the wireless carrier’s  cannot process the change and does not allow port to complete.


2. Problem/Issue Description: (Provide detailed description of problem/issue.)


A. Examples & Impacts of Problem/Issue:  


Wireline providers are submitting a confirmed FOC with a due date and time change. Wireless providers have developed our process to interpret a confirmed response to mean that everything in the LSR sent is confirmed. When a wireline provider changes a field and still confirms the port, it creates confusion in our systems and prevents the SV create and activation on our networks from completing.


B. Frequency of Occurrence: 


Since 11/24/03 this company has had over 1000 of these transactions.


C. NPAC Regions Impacted: All


D. Rationale why existing process is deficient: There is a fundamental difference between wireless WICIS and wireline LSOG. 


E. Identify action taken in other committees / forums:  This issue should be submitted to the OBF wireless workshop as well and LSOP to come to an agreement on this issue. Which ever process is agreed to both industry group have to agree


F. Any other descriptive items:  The reason this issue is so impacting is that wireline providers a re disconnecting service based on the new DDT they input into FOC. However the wireless carrier was unable to recognize the change and was not able to do the activations systematically. Until a provider identifies the transaction and manually does their create and activate on the network the customer is taken out of service. There is an additional PIM being submitted concerning wireline disconnect process.


3. Suggested Resolution: 


LNPA WG: (only)


Item Number: 0028



Issue Resolution Referred to: _Ordering & Billing Forum________________________________

Why Issue Referred: __The LSR/FOC process is within the purview of the OBF.___________ ____________________________________________________________________________________________________________________________________________________________________________
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LNP Problem/Issue Identification and Description Form


Submittal Date (mm/dd/yyyy):  12/31/2003


Company(s) Submitting Issue:  Verizon


Contact(s):  Name   Gary Sacra



         Contact Number   410-736-7756



         Email Address   gary.m.sacra@verizon.com


(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)


1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)


Customers have been taken out of service inadvertently in some cases when the New Service Provider continues with a port, that has been placed into Conflict by the Old Service Provider, after the 6 hour Conflict Resolution Timer has expired, instead of investigating why the port was placed into Conflict.                                                        


2. Problem/Issue Description: (Provide detailed description of problem/issue.)


A. Examples & Impacts of Problem/Issue: 


When Verizon receives a SOA notification from NPAC that another service provider has issued a CREATE message to NPAC in order to schedule a port-in of a Verizon customer, Verizon checks to see that a matching Local Service Request (LSR) has been received from that service provider regarding that specific TN.  If no matching LSR is found, Verizon places the port into Conflict status with a Cause Value set to “LSR Not Received” (Cause Value 50).  We are seeing an increasing rate of instances where the New Service Provider is waiting for the 6 hour Conflict Resolution New Service Provider Restriction Tunable Parameter timer to expire, and proceeding with porting the number.  This has led to Verizon customers being inadvertently ported and taken out of service from a terminating call perspective because the wrong TN was entered in the original CREATE message sent by the New Service Provider to NPAC. 


B. Frequency of Occurrence:


In the MA and NE Regions, approximately 20 customers are taken out of service per month on average as a result of this problem.  Some of these customers have multiple TNs taken out of service.


C. NPAC Regions Impacted:


 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     


 West Coast___  ALL_X_


D. Rationale why existing process is deficient: 


Section 1.2.4 of the FRS document states, “If Service Providers disagree on who will serve a particular line number, the NPAC SMS will place the request in the “conflict” state and notify both Service Providers of the conflict status and the Status Change Cause Code.  The Service Providers will determine who will serve the customer via internal processes.  When a resolution is reached, the NPAC will be notified and will 


remove the request from the “conflict” state by the new Service Provider.  The new Service Provider can cancel the Subscription Version.”  In addition, Section 2.4.2 of the FRS states that the New Service Provider coordinates conflict resolution activities, and further states, “The New and Old Service Providers use internal and inter-company processes to resolve the conflict.  If the conflict is resolved, the new Service Provider sets the Subscription Version status to pending.  If the conflict is not resolved with the tunable maximum number of days, the NPAC SMS cancels the Subscription Version, and sets the Cause Code for the Subscription Version.”


Clearly, the intent here is to resolve the conflict before the port takes place.  Allowing the New Service Provider to remove the Conflict status after the 6 hour Conflict Resolution Timer expires bypasses the need to resolve the conflict.


E. Identify action taken in other committees / forums: 


N/A


F. Any other descriptive items: __


__________________________________________________________________________________________________________________________________________________________________________


3. Suggested Resolution: 


The LNPA should revisit the philosophy that led to enabling the New Service Provider to remove a Subscription Version from Conflict status after a specified period of time without first resolving the original conflict with the Old Service Provider.  NPAC requirements and functionality should be modified such that only the Old Service Provider is able to remove Conflict status and move a Subscription Version to Pending status when the Conflict Cause Value is set to 50, which signifies that the Old Service Provider has not received a matching Local Service Request (LSR) or Wireless Porting Request (WPR) for the telephone number received in the New Service Provider CREATE notification from NPAC, or when the Conflict Cause Value is set to 51 (Firm Order Confirmation Not Issued).


Subscription Versions should only be placed into Conflict with a Cause Value set to 50 when the Old Service Provider cannot match an LSR or WPR with the New Service Provider CREATE notification and is reasonably confident that the wrong number is about to be ported.  Also, Subscription Versions should only be placed into Conflict with a Cause Value set to 51 when the Old Service Provider has a legitimate reason for withholding the Firm Order Confirmation.  A Cause Value of 50 or 51 should not be used in lieu of any other appropriate Conflict Cause Value in order to inappropriately prevent the New Service Provider’s ability to remove Conflict status.


LNPA WG: (only)


Item Number: 0022



Issue Resolution Referred to: _________________________________________________________

Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________
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This contribution includes proposals which were prepared to assist the LNPA Working Group. This document is submitted for discussion only, and is not to be construed as binding on Verizon.  Subsequent study may lead to a revision of this document, both in numerical value and/or form, and, after continuing study and analysis, Verizon specifically reserves the right to change the contents of this contribution


* CONTACT: Gary Sacra; email: gary.m.sacra@verizon.com; Tel: 410-736-7756
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Re:
Change Order #26 regarding NPAC block contamination report


To:
Cheryl Callahan, Esq.


Sanford Williams, Esq.


Mark Oakey, CO


From:
Amy Putnam


Date:
July 2, 2004


Background


On May 3, 2004 the FCC approved Change Order #26 which allowed the PA to obtain, for each of the seven NPAC regions, a one-time NPAC report indicating whether an NPA-NXX is opened in the NPAC, and showing the contamination level of a donated thousands - block.  The purpose of the report was to address the issue of service providers’ inability to use blocks that have been assigned to them, either because the NPA-NXX has not been activated in the NPAC, the block's contamination level is greater than 10%, or the code holder failed to complete its intra-service provider ports prior to donating the block(s).  Additionally, it would help the PA assess the problem of blocks that are identified as non-contaminated, but actually have numbers assigned from them.

Process


The PA has completed the research generated by the Change Order #26 report, and we have attached a summary report of our findings.  We selected one NPA out of each NPAC region to perform the data analysis.  We compared the information in PAS with the information in the NPAC report.  Where we found a discrepancy between the PAS data and the NPAC report, we had to contact each carrier and find out whether the SP needed to revise its PAS or NPAC information.  We did not hear back from all SPs, and have listed those numbers in the report; we will need to continue to attempt contact with these carriers to make sure our database is kept accurate.  If a carrier did not respond, and the NPAC showed that a block was contaminated, we modified PAS to conform to the NPAC data.


The percentage of blocks with errors ranges from 2% to 5% per NPA.  Our inventory also contained 3 blocks that were more than 10% contaminated, and they had to be returned to the SP.


Our research reflects that some of these carriers failed to change the status of a donation after it moved from contaminated to non-contaminated. One carrier claimed that it does not check the contamination of blocks after it donates its blocks to the pool.  PAS contained blocks identified in the system as non-contaminated, but we determined that they are contaminated, either because contamination occurred after donation or because the information input at the time of donation was incorrect.  Most carriers did not explain why there was a discrepancy.  This mis-labeling of blocks is significant because carriers receiving a block identified as pristine believe and assume that they are getting a non-contaminated block.  They may subsequently assign numbers that are already assigned out of that block, and put end users out of service.  


Recommendation


Even though only 2% to 5% of the blocks were mis-identified, we consider this to have been a very beneficial exercise.  We believe that FCC approval of CO #24 would be beneficial to the SPs, and protective of end-users.  However, contacting carriers and getting responses was a major and time-consuming undertaking.  Based on the several weeks it took to complete the process for seven NPAs, we recognize that doing a one time cleanup of the entire database will take a significant amount of time.   


We nevertheless recommend that we receive a report for, and complete this exercise for all NPAs now, and repeat it annually.  To protect end users on an on-going basis, we should also obtain reports for returned blocks and donated blocks at least weekly, preferably more frequently.   Such a recurring report would also permit the PA to verify whether and to what extent there is contamination of blocks in pooled codes being transferred between carriers, where a carrier is proactively shutting down a network or service.



_1155397660.xls
Summary

		Region		State		NPA		# of blocks available in pool		# of blocks found to be contaminated in NPAC, but not contaminated in PAS		# of blocks found to be not contaminated in NPAC, but contaminated in PAS		# of blocks over 10% contaminated In NPAC		# of codes not built in NPAC		Percentage of blocks with errors

		SW		TX		903		1376		6		69		0		0		5%

		WC		CA		760		1587		32		20		1		0		3%

		MA		NJ		908		1706		20		53		1		0		4%

		MW		IL		217		1637		44		29		0		0		4%

		NE		NY		518		1572		11		32		0		0		3%

		SE		FL		863		811		2		14		1		0		2%

		WE		AZ		520		517		4		13		0		0		3%

		SW - Texas 903

		75		Total Blocks in error

		18		Should be noncontaminated in PAS

		5		Should be contaminated in PAS

		18		Updating NPAC to show contaminated

		34		Awaiting response from SP

		9		Service Providers involved

		WC - California 760

		53		Total blocks in error

		7		Should be noncontaminated in PAS

		21		Should be contaminated in PAS

		4		Updating NPAC to show contaminated

		5		Updating NPAC to show non-contaminated

		4		Carrier is claiming they don’t show anything ported in NPAC

		1		Block over 10%, removed block from pool and returned to SP

		11		Awaiting response from SP

		14		Service Providers involved

		MA- New Jersey 908

		74		Total blocks in error

		43		Should be noncontaminated in PAS

		10		Should be contaminated in PAS

		10		Updating NPAC to show contaminated

		8		Updating NPAC to show non-contaminated

		2		Block disconnected, NPAC updated

		1		Block over 10%, removed block from pool and returned to SP

		13		Service Providers

		MW- Illinois 217

		73		Total blocks in error

		28		Should be non contaminated in PAS

		44		Should be contaminated in PAS

		1		Updating NPAC to show contaminated

		3		Service Providers

		NE - New York 518

		43		Total blocks in error

		24		Should be non contaminated in PAS

		5		Should be contaminated in PAS

		1		Updating NPAC to show contaminated

		1		Updating NPAC to show non-contaminated

		1		SP claimining not ported (ported #'s appearing in NPAC)

		11		Awaiting response from SP

		7		Service Providers

		SE - Florida 863

		17		Total Blocks in error

		2		Should be non contaminated in PAS

		1		Should be contaminated in PAS

		2		Updating NPAC to show contaminated

		1		Block over 10%, removed block from pool and returned to SP

		11		Awaiting response from SP

		5		Service Providers

		WE - Arizona 520

		17		Total blocks in error

		7		Should be non contaminated in PAS

		2		Should be contaminated in PAS

		1		Updating NPAC to show contaminated

		1		Updating NPAC to show non-contaminated

		3		Block aged, is now non contaminated

		3		Awaiting response from SP

		7		Service Providers
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Origination Date:  12/31/03


Originator:  Verizon


Change Order Number:  375

Description:  Limiting Ability to Remove Conflict Status with Certain Cause Values


Pure Backwards Compatible:  TBD


IMPACT/CHANGE ASSESSMENT
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Business Need:

Customers have been taken out of service inadvertently due to the New Service Provider continuing with a port that had been placed into Conflict by the Old Service Provider after the 6 hour timer had expired, instead of investigating why the port was placed into Conflict.


When the Old Service Provider receives a SOA notification from NPAC that another service provider has issued a CREATE message to NPAC in order to schedule a port-in of the Old Service Provider’s customer, the Old Service Provider should check to see that a matching Local Service Request (LSR) has been received from that service provider regarding that specific TN.  If no matching LSR is found, the Old Service Provider may place the port into Conflict status with a Cause Value set to “LSR Not Received” (Cause Value 50).  In some instances, the New Service Provider is waiting for the 6 hour Conflict Resolution New Service Provider Restriction Tunable Parameter timer to expire, and is proceeding with porting the number.  This has led to a number of customers being inadvertently ported and taken out of service from a terminating call perspective because the wrong TN was entered in the original CREATE message sent by the New Service Provider to NPAC.


This proposed Change Order, as did PIM 22 accepted by the LNPA, seeks to prevent instances where customers are taken out of service inadvertently after the New Service Provider continues with a port that had been placed into Conflict by the Old Service Provider.  In these cases, the port was placed into Conflict Status by the Old Service Provider because of indications that the New Service Provider may possibly be porting the wrong TNs.


Description of Change:


The current Cause Values indicating why the Old Service Provider has placed a port into Conflict are as follows:


50 - LSR Not Received


51 - FOC Not Issued


52 - Due Date Mismatch


53 - Vacant Number Port


54 – General Conflict


This Change Order proposes that the LNPA revisit the philosophy that led to enabling the New Service Provider to remove a Subscription Version from Conflict status after a specified period of time without first resolving the original conflict with the Old Service Provider.  NPAC requirements and functionality should be modified such that only the Old Service Provider is able to remove Conflict status and move a Subscription Version to Pending status when the Conflict Cause Value is set to 50, which signifies that the Old Service Provider has not received a matching Local Service Request (LSR) or Wireless Porting Request (WPR) for the telephone number received in the New Service Provider CREATE notification from NPAC, or when the Conflict Cause Value is set to 51 (Firm Order Confirmation Not Issued).


Subscription Versions should only be placed into Conflict with a Cause Value set to 50 when the Old Service Provider cannot match an LSR or WPR with the New Service Provider CREATE notification and is reasonably confident that the wrong number is about to be ported.  Also, Subscription Versions should only be placed into Conflict with a Cause Value set to 51 when the Old Service Provider has a legitimate reason for withholding the Firm Order Confirmation.  A Cause Value of 50 or 51 should not be used in lieu of any other appropriate Conflict Cause Value in order to inappropriately prevent the New Service Provider’s ability to remove Conflict status.
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This contribution includes proposals which were prepared to assist the LNPA Working Group. This document is submitted for discussion only, and is not to be construed as binding on Verizon.  Subsequent study may lead to a revision of this document, both in numerical value and/or form, and, after continuing study and analysis, Verizon specifically reserves the right to change the contents of this contribution


* CONTACT: Gary Sacra; email: gary.m.sacra@verizon.com; Tel: 410-736-7756




