LNPA WORKING GROUP

September 2004 Meeting

Final Minutes

Atlanta, Georgia
Host: Cox

WEDNESDAY 9/8/04
Wednesday, 9/8/04, Attendance:
Name
Company
Name
Company






Lonnie Keck
ATTWS (phone)
Charles Ryburn
SBC (phone) 

Stephen A. Sanchez
ATTWS
Craig Bartell
Sprint

Ron Steen
BellSouth
Jeff Adrian
Sprint

Dave Cochran
BellSouth
Susan Tiffany
Sprint

Michelle Gwaltney
Cingular
Rob Smith
Syniverse

Elton Allen
Cingular
Colleen Collard
Tekelec (phone)

Monica Dahmen
COX
John Malyar
Telcordia

Dennis Robins
Electric Lightwave (phone)
Jason Kempson
Telcordia 

Steve Farnsworth
Evolving Systems
Jean Anthony
Telecom Software (phone) 

Jason Lee
MCI (phone)
Paula Jordan
T-Mobile

Rick Jones
NENA
Frank Reed
T-Mobile (phone)

Syed Saifullah
NeuStar
Roseann Sledd
T-Mobile

Shannon Sevigny
NeuStar (phone)
Lola Oke
T-Mobile

Gene Johnston
NeuStar
Ken Soltesz
US Cellular

Jim Rooks
NeuStar 
Brian Foster
US Cellular

John Nakamura
NeuStar 
Michael Picciola
US Cellular

Larry Vagnoni
NeuStar
Maggie Lee
VeriSign

Marcel Champagne
NeuStar
Gary Sacra
Verizon

Stephen Addicks
NeuStar 
Earl Scott
Verizon (phone)

Pamela Connell
NeuStar
Nancy Davies 
Verizon  (phone)

Susan Ortega
Nextel (phone)
Sara Hooker
Verizon Wireless

Dave Garner 
Qwest  
Deborah Tucker
Verizon Wireless











Attached are the Action Items assigned at the September, 2004 LNPA meeting.  Also included are the remaining open Action Items from previous meetings.
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NOTE:  ALL ACTION ITEMS REFERENCED IN THE MINUTES BELOW HAVE BEEN CAPTURED IN THE “SEPTEMBER 2004 LNPA ACTION ITEMS” FILE ATTACHED ABOVE.

MEETING MINUTES:
2004 Meeting Schedule:
· The October 2004 meeting schedule in Ft. Lauderdale, FL will be as follows;

· Tuesday, October 5th, through Thursday, October 7th, the LNPA will meet from 8:30am-5pm, Eastern.

· The Architecture Planning Team (APT) will not hold a separate session.

· The November 2004 meeting in Nashville, Tennessee, will be held from Tuesday, November 2nd through Thursday, November 4th, from 8:30am-5pm Central time for all days.

· The December 2004 meeting in Overland Park, Kansas, will be held from Tuesday, December 7th through Thursday, December 9th, from 8:30am-5pm Central time for all days.

NOTE:  At the September 2004 LNPA meeting, VeriSign volunteered to host the December 2004 meeting in Overland Park, Kansas.  Meeting dates will remain the same.
· Following is the schedule for 2004, the host companies, and the meeting locations.  Also indicated is the date of the month’s NANC meeting, if applicable:
MONTH

(2004)
LNPA MEETING

DATE
HOST COMPANY
MEETING LOCATION
NANC MEETING DATE

OCTOBER
10/5 – 10/7
NEXTEL
FT. LAUDERDALE

FLORIDA
NO NANC

NOVEMBER
11/2 – 11/4
VERIZON WIRELESS
NASHVILLE, TENNESSEE
11/4/04

DECEMBER
12/7 – 12/9
VERISIGN
OVERLAND PARK, KANSAS
NO NANC

The following is a TENTATIVE meeting schedule for the 2005 LNPA Meetings.  Hosts and Locations are tentative and are subject to change.

MONTH/

DATE

     (2005) 
NANC
OBF
LNPA-WG 
HOST
LOCATION








January 
19th

11-12-13th 
Qwest & NeuStar
Phoenix

February 

Week of 7th 
15-16-17th 
Syniverse
Tampa 

March
15th 

8-9-10th 
NeuStar
???

April


12-13-14th 
VZ Wireless 
???

May
17th 
Week of 2nd 
10-11-12th 
Sprint
Kansas

June


14-15-16th 
SBC
San Ramon

July
19th 
Week of 25th 
12-13-14th 
Canadian Consortium
???

August


9-10-11th 
Tekelec
Raleigh

September
20th 

13-14-15th 
Nextel
???

October

Week of 22nd 
18-19-20th 
T-Mobile
Seattle

November
30th 

15-16-17th 
Cingular 
Atlanta 

December


6-7-8th 
???
???








08/04 Minutes Review:

The following changes were made to the DRAFT August 2004 LNPA Minutes during the September 2004 meeting.  These changes will be reflected in the FINAL August 2004 LNPA Minutes.

· Page 2, change the Time Zone for the September meeting in Atlanta to “Eastern.”

· Page 2, add that the Time Zone for the October meeting in Nashville is “Central.”

· Page 3, reflect the swap in the July and August meetings between Tekelec and the Canadian Consortium.

· Page 4, 2nd sentence of last bullet, change to read, “It has been agreed that the Sunrise of 3.0 will be May 22, 2005, and the Sunset of the WICIS 2.1.0 release is Oct. 16, 2005.”

· Page 8, 5th bullet, change to read, “ATT/COMCAST and T-Mobile Contact information for the next migration was not included when sent to the industry.”

· Page 16, PIM 43, change to read, “This PIM will be discussed as a separate agenda item at this meeting on Wednesday.  (NOTE:  This PIM was subsequently withdrawn and an NPAC Change Order was submitted by Verizon Wireless.)”

· Page 17, first bullet under VoIP Presentation, change to read, “All SPs are requested to review internally in preparation for discussion at the October meeting.”
· Page 18, 1st bullet under Change Order Requirements Review, delete NANC 295.

· Page 18, 3rd bullet under Change Order Requirements Review, NANC 385, add “Timer Calculation – Maintenance Window Timer Behavior” as a descriptor.
· Page 19, 1st bullet under Architecture Planning Team Session, reflect that the company forecasts should be out 2 to 10 years.
Inter-species Task Force (ITF) Update and Inter-modal Port Issues referred to OBF (Lonnie Keck, AT&T Wireless and OBF Wireless Committee Co-Chair):

· There have been no ITF meetings or calls since the last LNPA meeting.
· The Wireless Technical Subcommittee will be meeting in Denver to map WICIS 2.1.0 to 3.0.
· The Inter-modal Group is meeting to discuss the PIMs that were referred by the LNPA.  These issues include Issues 2744, 2665, 2801, and 2802.
· ITF action items – Wireline providers are to go back and determine what fields they  validate on an LSR.  Wireless providers took an action to put together a process flow for wireline to wireless and wireless to wireline ports from the wireless perspective, to get a better feel for what fields are necessary.
· Issue under discussion in the ITF:  Is it a common practice that wireline providers can’t issue a Sup 1 to cancel if they have not received an FOC.  Early feedback is that it is not a common practice.  One Wireless provider has to receive an 855 reject and then can issue a Sup 1 to cancel.
· LSOG Local Service Migrations Guidelines Subteam update:  Guidelines are on the  ATIS website and are about to be published.  The first draft addresses wireline to wireline migrations.  The next version of the Guidelines will introduce wireless data needs.  These Guidelines are to be used as general business rules and procedures for service providers to use in migrating end user service from one carrier to another.
NENA Update (Rick Jones, NENA):

· NENA submitted a contribution to the LSOG Local Service Migrations Guidelines addressing all 911 processes for all combinations of porting.

· NENA is attempting to address porting and VoIP and is finding it extremely challenging.  NENA is working with the IETF to address 911 issues related to the “road warrior” scenario, and how to identify their location.  Trials are scheduled for the end of the year.

WTSC Committee for WICIS 3.0 (Jean Anthony, TSE):

· Roseanne Sledd, T-Mobile, will serve as the Co-Chair with Jean Anthony, TSE.  Sue Tiffany, Sprint, volunteered to help as the meeting facilitator.

· The group will modify existing test cases, if applicable, and develop any new test cases for WICIS 3.0.

· A conference call will be scheduled for the end of the month.

· If wireline participation is deemed necessary, Jean Anthony will issue a request for participation.

· It was stated that non-OBF-funding or non-Wireless Committee-funding companies participating in this WTSC committee should go to ATIS for a copy of WICIS 3.0.  This is a copyrighted document.

2005 Meeting Schedule:
· VeriSign volunteered to host in December, 2004, in Overland Park, Kansas.

PIM Discussion:

· PIM 22 – PIM 22 remains open in a tracking state awaiting implementation of NANC Change Order 375, which will be included in the next NPAC software release package.
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· PIM 24 – This PIM, submitted by the Pool Administrator and AT&T Wireless, addresses instances where service providers are not following guidelines for block donation.  For example, in some instances, contaminated blocks are being donated as non-contaminated blocks, or blocks with greater than 10% contamination are being donated.  This is causing customers to be taken out of service or blocks to be exchanged for a less contaminated or non-contaminated block.
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The LNPA and NAPM/LLC had previously approved the sharing of information between NPAC and the Pool Administrator  whereby the Pool Administrator is able to obtain the necessary information from NPAC to ensure, to the extent possible, that service providers are complying with the pooled block donation process.  The PA  submitted Change Order 23 for FCC consideration.  PA Change Order 23 was subsequently withdrawn and PA Change Order 24 was submitted to the FCC by the PA.  The Numbering Oversight Working Group (NOWG) recommended to the FCC a trial of the proposed resolution in selected pools initially.  The FCC subsequently recommended that the PA submit another Change Order based on the NOWG recommendation for a trial.  On 2/9/04, the PA submitted Change Order 26 based on this recommendation to conduct a trial in one NPA in each NPAC region.  The FCC approved PA Change Order 26.  The PA has since received  reports for each trial NPA in each region and worked with service providers to resolve discrepancies in what is in PAS vs. NPAC.  The PA then aggregated the information and sent the findings and a recommendation to the FCC.  Attached is the PA’s summary and a recommendation to the FCC that the PA receive reports for all NPAs and that it be repeated annually.  The NOWG was then asked by the FCC to review the results and provide a recommendation.
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The NOWG subsequently issued the attached recommendation that the PA provide an updated proposal with cost details for Change Order #24 to the FCC, for review by the NOWG, prior to the FCC authorizing a one-time scrub of PAS by the PA.

PA Change Order 26 is completed.  PA Change Order 24 will remain open.  The PIM will remain open pending the outcome of the final FCC decision.
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· PIM 28 – This PIM, submitted by Sprint PCS, addresses interface differences between the WPRR (wireless) and FOC (wireline).  The FOC allows for a due date and time change on confirmations, however, the WPRR does not.  When a  wireline carrier sends an FOC with a change in due date or time, the wireless carrier cannot process the change and does not allow the port to complete.  This accepted PIM was  referred to the Ordering and Billing Forum (OBF) Wireless Committee and Local Ordering and Provisioning (LSOP) Committee, and is being worked in the OBF Wireless Committee Technical Subcommittee (Issue 2744).  The proposed resolution is for the WICIS standard to be modified to relax edits to allow the Inter-carrier Communications Process (ICP) to accept due date and time changes.  This resolution will be in WICIS 3.0, which must be implemented between 5/22/05 and 10/16/05.

There is a workaround in the interim.  This PIM will continue to be tracked by the LNPA.
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· PIM 30 – This PIM, submitted by Alltel, seeks to clarify the N-1 LNP architecture query responsibilities, and whether wireless carriers are obligated to perform default number portability queries when the N-1 carrier fails to dip the call.
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The attached cites defining the N-1 Local Number Portability architecture were forwarded to LNPA members to assist in the discussion.
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At the September 2004 LNPA meeting, the group reviewed the working document of the LNPA’s interpretation of the N-1 architecture and made some minor edits, which are reflected in the attached Version 2.0.
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The group then continued the discussion of Extended Area Service (EAS) in the context of N-1, and reviewed the two attached contributions from Qwest and Verizon Wireless.





[image: image17.wmf]"PIM 30 - EAS 

Alternates 1-3 Qwest suggestions.doc"



[image: image18.wmf]"PIM 30 - Alternate 4 

- VZW.doc"



The group then discussed the 4 alternatives under consideration for addressing the EAS scenario.  Those alternatives were:

1. On calls to EAS codes, the originating carrier is the N-1 carrier.  For calls to EAS codes, the call shall not be queried in the originating LATA unless every provider providing service in that EAS area who is porting in EAS-rated numbers has assigned an LRN within an NXX code that is LERG-assigned to their switch and is rated for that EAS area.  When calls are queried in the terminating LATA, if the call is not queried by the N-1 carrier, the carrier performing the query may charge the N-1 carrier for the query.

2. On calls to EAS codes, the originating carrier is the N-1 carrier.  For calls to EAS codes, the call shall not be queried in the originating LATA unless every provider providing service in that EAS area who is porting in EAS-rated numbers has assigned an LRN within an NXX code that is LERG-assigned to their switch and is rated for that EAS area.  When calls are queried in the terminating LATA, if the call is not queried by the N-1 carrier, the carrier performing the query may NOT charge the N-1 carrier for the query.

3. On calls to EAS codes, the donor carrier in the terminating LATA is the N-1 carrier.  The donor carrier will perform the LNP query in the terminating LATA in either that carrier’s donor end office or terminating LATA tandem, whichever terminates trunks from the originating LATA on calls to EAS codes.  Note that the terminating LATA tandem case is only applicable if the donor carrier has a tandem in the terminating LATA, and all switches in the originating LATA that can place local calls to the EAS codes in the terminating LATA have trunking to the tandem in the terminating LATA per mutually accepted interconnect agreements.

4. On calls to EAS codes, the originating carrier is the N-1 carrier and is responsible to query all calls to portable EAS codes.  For calls to EAS codes, where the query returns an LRN, the originating carrier and intermediate carriers shall route the call to the correct destination as provided in the FCC orders and requirements for LNP.

A question was asked by a member if Alternative 4 above was possible.  A wireline member responded that it was possible only if each carrier operating in the EAS area and were porting in EAS numbers obtained an LRN with an NPA-NXX that was EAS-rated in the LERG.  Otherwise, switch programming would prevent the calls from being routed properly.

It was agreed that Alternative 2 above would be eliminated because it appears to be inconsistent with FCC policy.  In light of the Qwest and Verizon Wireless contributions, the remaining 3 alternatives were revised as follows:

1. On calls to EAS codes, the originating carrier is the N-1 carrier.  For calls to EAS codes, the call shall be queried in the originating LATA only if every provider providing service in that EAS area who is porting in EAS-rated numbers has assigned an LRN within an NXX code that is LERG-assigned to their switch and is rated for that EAS area.  When calls are queried in the terminating LATA, if the call is not queried by the N-1 carrier, the carrier performing the query may charge the N-1 carrier for the query.

2. On calls to EAS codes, the donor carrier in the terminating LATA is the N-1 carrier.  The donor carrier will perform the LNP query in the terminating LATA in either that carrier’s donor end office or terminating LATA tandem, whichever terminates trunks from the originating LATA on calls to EAS codes.  Note that the terminating LATA tandem case is only applicable if the donor carrier has a tandem in the terminating LATA, and all switches in the originating LATA that can place local calls to the EAS codes in the terminating LATA have trunking to the tandem in the terminating LATA per mutually accepted interconnect agreements.  When calls are queried in the terminating LATA, the carrier performing the query may charge for performing the query.

3. On calls to EAS codes, the originating carrier is the N-1 carrier and is responsible to query all calls to portable EAS codes.  For calls to EAS codes, where the query returns an LRN, the originating carrier and intermediate carriers shall route the call to the correct destination as provided in the FCC orders and requirements for LNP.

Gary Sacra, LNPA Co-Chair, will distribute the three alternatives currently under discussion at the LNPA with respect to inter-LATA Extended Area Service (EAS) and the N-1 architecture.  LNPA Members are to come to the October LNPA meeting prepared to discuss the alternatives.

This PIM remains open and will be discussed further at the October meeting.  The LNPA’s objective continues to be to document its consensus on N-1 responsibilities based on its assessment of FCC cites and industry documentation.  This will be documented in LNPA meeting minutes and the PIM 30 resolution for possible reference by a service provider seeking to escalate if they feel they are receiving an inordinate amount of default routed calls.  The LNPA will provide to NANC its consensus on N-1 responsibilities, including EAS areas and carriers with waivers or operating outside mandated areas, and whether the NANC should recommend to the FCC any rule changes relevant to the N-1 architecture. 

· PIM 31 – This PIM, submitted by Syniverse (formerly TSI), seeks to address fallout that occurs in cases where the wireline Old Service Provider involved in a port issues a jeopardy notification with a change in due date to the wireless New Service Provider.  Wireless carriers currently cannot support jeopardy notices with changes to the due date and time.
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Rob Smith, Syniverse, reported that progress is being made.  Rob gathered data on jeopardies from July 1st forward.  Two major ILECs had no jeopardies, and one had reduced them significantly.  Wireless carriers have also reduced the instances of duplicate LSRs.  Rob will continue to work individually with carriers and report back to the LNPA.

· PIM 32 - This PIM, submitted by Syniverse (formerly TSI), seeks to address issues related to the process for obtaining a Customer Service Record (CSR), which contains information necessary to complete a Local Service Request (LSR) for porting in a reseller number.
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Rob Smith, Syniverse, reported that not as much progress has been achieved as PIM 31.  Rob has worked with large ILECs to better understand their different processes and has developed manual processes.  The interval to port reseller numbers has been reduced.  Wireless carriers are attempting to identify the reseller up front in the process.  Syniverse still requests that wireline carriers clarify in a rejected CSR query that a reseller is involved.  There is currently no standard response among the ILECs.  A discussion then ensued on the NANC LNP Provisioning Flows and whether the New Local Service Provider (NLSP) needs to go to the Old Local Service Provider (OLSP) for a CSR.  It was suggested that we revisit the NANC Flows in this context.   A question was asked of the CLEC members:  Are you having issues with porting in  reseller numbers?  A CLEC member responded yes in some areas and with some ILECs.  A wireless member requested that the LNPA revisit the reseller flow to clarify Old SP and New SP responsibilities.  An item “NANC Flow Discussion for Reseller Porting” will be added to the October LNPA meeting agenda.  Rob Smith, Syniverse, will contact wireline carriers’ Change Management contacts to determine if their respective Customer Service Record (CSR) reject messages can be modified to indicate that a reseller number is involved in the port request.

· PIM 34 – This PIM, submitted by Syniverse (formerly TSI), seeks to address issues related to the process for obtaining a Customer Service Record (CSR), which contains information necessary to complete a Local Service Request (LSR) for porting in a Type 1 Cellular number.
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Migrations of Type 1 numbers to Type 2 are continuing.  It was stated that Type 1s will remain for the foreseeable future in some rural areas.  Rob Smith, Syniverse, will contact wireline carriers’ Change Management contacts to determine if their respective Customer Service Record (CSR) reject messages can be modified to indicate that a Type 1 number is involved in the port request.  A wireline member said a change to indicate in their CSR reject message that it is a Type 1 would be a massive change in their legacy systems.  This PIM will continue to be tracked for Type 1 to Type 2 migrations.  Porting of Type 1 numbers will be included in the flows discussion next month.

· PIM 36 – This PIM, submitted by Syniverse, proposes an edit in NPAC to prevent NPA-NXX codes from being opened in the wrong NPAC regional database by service providers.  The PIM was accepted at the June 2004 meeting.
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NANC Change Order 321 addresses this issue, and has been modified to address an area in Kentucky where two regions serve the same NPA.  NANC 321 will be included in the recommended package for the next NPAC software release.  This PIM is now in a tracking state awaiting implementation of NANC 321.  The PIM was revised to eliminate the verbiage on LRNs because there is no such thing as the correct region for LRNs.  LRNs can be in more than one region.  NeuStar does a manual cleanup quarterly of NXXs opened in the wrong region.  There is also the ability to call the Help Desk to request a cleanup of a specific NPA-NXX.  NeuStar will investigate the feasibility of performing the quarterly check for NPA-NXX codes opened in the wrong NPAC Region more frequently until NANC Change Order 321 is implemented.  Rob Smith, Syniverse, will resend the revised PIM 36 to the LNPA Co-Chairs removing the text related to LRNs.

· PIM 38 – This PIM, submitted by AT&T Wireless, seeks to eliminate the current 5 day minimum interval between when a pooled block is created in NPAC, and the effective date of block activation, if the 1st port has already occurred in the NXX code containing the pooled block.  The PIM was accepted at the June 2004 meeting.
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NANC Change Order 394 addresses this issue.  NANC 394 will be included in the recommended package for the next NPAC software release.  This PIM is now in a tracking state awaiting implementation of NANC 394.

· PIM 39 – This PIM, submitted by Syniverse, seeks to address frequent changes in wireline business practices and rules related to porting requirements.
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This PIM was referred to the OBF.  LSOG advised this should be worked on a carrier-to-carrier basis.  LSOG will put together a list of change control contact names and numbers and a formal response was sent from Lonnie Keck, ATTWS, for distribution to the LNPA WG.  Rob Smith, Syniverse, will identify changes to carrier business rules and practices that are not merely document only changes and violate the Ordering & Billing Forum’s (OBF’s) guidelines on the frequency of “customer affecting” changes.  Rob will work with those carriers to bring it to their attention.

· PIM 40 – This PIM, submitted by Verizon Wireless, seeks to address minimum industry standards for LNP readiness that must be adhered to by all companies in order to port.  This PIM was accepted at the July LNPA meeting.
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Verizon Wireless stated that since May 24th, there have been over 1800 NPA-NXXs that have not been opened in NPAC and/or marked portable in the LERG.   They have resolved 1400, but over 400 remain.  

The North American Numbering Council’s Wireless Number Portability Subcommittee Report on WIRELESS NUMBER PORTABILITY Technical, Operational and Implementation Requirements, Phase II, Version 1.7, states in Section 5.4.3, “A SP will need to make sure NPA-NXXs that need to be opened for porting are marked as portable in the LERG.  The code opening process must occur before processing any subscriber requests for porting numbers from a portable NPA-NXX.”  The Report further states in Section 5.4.3, “Code holders notify the NPAC of NPA-NXXs to be opened for porting.  This should occur within 45 days of the LERG publication.”  These requirements, as reported to the NANC, will serve to resolve this PIM, and will be cited by providers seeking compliance on the part of other providers.  The LNPA supports this verbiage and agreed to close this PIM.

Deb Tucker, Verizon Wireless, will modify the PIM to delete the last paragraph in the Suggested Resolution (extracted here):

Since all carriers without waivers are mandated to be porting, it is reasonable to expect that all of their respective codes are marked Portable in the LERG and open for porting in the NPAC.

· PIM 41 – This PIM, submitted by Verizon Wireless, seeks to address fallout that can occur during SPID migrations when methods other that NANC 323 are used to accomplish the migration.  This PIM was accepted at the July LNPA meeting.
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Maggie Lee, VeriSign, will update the NP Best Practices Document to include the  PIM 41 Issue Statement and Suggested Resolution.  It was suggested that we need to develop criteria for when to consider using each option.  This will be an item on the October meeting agenda to discuss the criteria.  PIM remains open.

· PIM 42 – This PIM, submitted by Syniverse, seeks to review the wireline requirement for certain fields on the LSR. 
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This PIM has been accepted at OBF as Issue 2802 and is now in tracking status only for LNPA.  Wireline Service Providers are to determine if they require these fields and report back to the LNPA. 

· PIM 43 – This PIM, submitted by Verizon Wireless, seeks to address concerns related to large porting volumes and mass changes, such as rehomes.
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This PIM was withdrawn and an NPAC Change Order was submitted by Verizon Wireless (attached).
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· PIM 44 – This PIM, submitted by T-Mobile, Sprint, Verizon Wireless, Nextel, Cingular, and US Cellular, seeks to address varying rules among wireline carriers for developing a Local Service Request (LSR) in order to port a number.
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This PIM has been accepted at OBF as Issue 2801 and is now in tracking status only for LNPA.

· PIM 45 – This PIM, submitted by T-Mobile, Sprint, Verizon Wireless, Nextel, Cingular, and US Cellular, seeks to address instances when there are errors in Local Service Requests (LSRs) to port a number and some service providers respond identifying a single error only.  Additional LSRs and responses are required until all errors are finally cleared.  This can result in a need to create many LSRs in order to clear all errors and complete a port.
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This issue was referred to OBF but was not accepted at the OBF Wireless Committee.   A liaison detailing the reasons why it was rejected will be sent back to the LNPA WG, which will wait to evaluate the response prior to further discussion.  

· PIM 46 – This PIM, submitted by TelCove, seeks to address the NPAC Filter Management process which currently only allows a filter to be applied for an NPA-NXX if that particular NPA-NXX has previously been entered into NPAC.
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This PIM was withdrawn and an NPAC Change Order was submitted by TelCove (attached).
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Currently, an NPA-NXX can only be filtered if it exists in NPAC.  It cannot be filtered prior to its creation in NPAC.  Also, filters cannot be established at the NPA level.  The proposed Change Order was accepted to work the technical requirements in Change Management.  It will not be included in the next release.  Brad Smeal, TelCove, asked for the timeframe for when it might go in a release.  It was suggested that it could possibly be approximately 18 months from now, but there is no guarantee.  It was further suggested that TelCove might talk with their local system vendor to see if anything could be implemented sooner.

· PIM 47 – This PIM, submitted by Sprint, seeks to address minimum industry intermodal standards for purging old/abandoned ports.
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This issue was discussed at the OBF Inter-species Task Force (ITF).  The group came to consensus on some changes to the text.  Sue Tiffany, Sprint, will revise the attached PIM to reflect amended text agreed to at the August OBF meeting and submit the revised PIM to the LNPA Co-Chairs.  It was suggested that the 1st scenario does not completely apply to wireline because a number of wireline carriers will disconnect the number.  A member raised an issue where a customer has gone to Provider A to port, the port has been FOC’d but not activated.  Now there is a pending port that was not activated.  The customer then decides to port to Provider B,  but NPAC will not accept another pending port.  The first one has to be removed.    
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MEETING MINUTES:

Change Management Discussion:

· NANC Change Order 385 – Timer Calculation – Maintenance Window Timer Behavior:  It is felt now that a better approach would be to recalculate the expiration of the timers at the end of the window instead of before in case the window doesn’t last as long as expected – shorter or longer.  NeuStar asked what events the group wanted to move.  NeuStar suggested to move the timers for that business day, e.g. T1, T2.  The delta would be added equally to all of these timers.  Events created earlier would still fire before events created later.  NeuStar doesn’t believe there is a relationship between events of different TNs.

It was agreed that whatever is lost out of the business day will be added to the day’s timers that were automatically calculated by NPAC and created before the start of the maintenance window.  Any timer calculated after the end of the window will maintain its original expiration schedule.

Regardless of the reason for NPAC downtime, Scheduled Service Unavailability (SSU) or Unscheduled Service Unavailability (USU), the appropriate time will be added to the timers created prior to the window if the downtime eats into the business day.  NeuStar will put a list of the impacted timers in the Change Order.
· NANC 389 – Performance Test Bed:  Sprint is still interested in doing performance testing to benchmark the SOW 34 test bed and still see an industry need for a production-like performance test bed.  They are still evaluating internally.  US Cellular is also still investigating.  ATTWS is no longer interested in benchmark performance testing but is still interested in a production-like performance test bed.  Nextel stated they are interested in performance testing.  US Cellular, Sprint, and Nextel are to come to the October LNPA meeting prepared to indicate their interest in doing performance testing.  

· NPAC Release Package Review:
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· NANC 386 was added to the package.  This Change Order closes a requirements gap that addresses multiple associations from a provider with the same function mask.

· NANC 357 was added to the package.  This is the long-term solution to NANC 356 which added the /1, /2, /3 delimiters to the SP Name field.  This adds an SP Type attribute to the SP Name that is supported over the SOA/LSMS interfaces. NeuStar will add VoIP as a category.  An LSMS vendor raised a concern that local systems must get their software out before NPAC because this is not backwards compatible.  NeuStar will investigate the feasibility of adding a conditional package that would make the Change Order backwards compatible.

· NANC 358 was added to the package.  This changes the SPID to a fixed 4 alpha-numeric character set.

· NANC 346 was added to the package.  This is a GDMO change to the number pool block managed object and SV managed object.  This is also listed as not backwards compatible.  This will continue to work as it does today until the local system is changed to accept the modify.  No apparent concern here.

· NANC 392 was added to the package.  This removes cloned copies of SVs that are not broadcast data, but are cloned as SVs are modified.

· NANC 285 was added to the package.  This relates to SOA/LSMS SV query max size, and prevents the NPAC from sending the criteria-too-large error message if it reaches the maximum tunable value (150 SVs) for SV queries.  The NPAC will return 150 SVs at a time with the ability to query subsequent data until all SVs are returned.  An LSMS vendor asked if a control like linked replies could be added.  Today if we request more than max size, an error is returned.  It was agreed that a profile setting needs to be put in for this Change Order.   

· Discussion of changes to Release Package:

· Tunable name and valid values for tunables will be listed in the Appendix and not explicitly mentioned in the actual requirements.  Default values are in the requirements.  We must ensure providers test to values in the Appendix.  NeuStar will add a statement to the FRS that valid ranges are located in the  Appendix.

· NANC 347/350 – CMIP Interface Enhancements – Abort Behavior:  It was suggested to make the abort timer tunable to something larger than 60 minutes to avoid code changes in the future.  The valid upper range for the tunable will be 180 minutes. 

· NANC 348 – BDD for Notifications:  Priorities would be negated, but if a notification was not to be created due to SP priority of 0, it would not be created in BDD file.

· NANC 393 – NPAC Performance Requirements:  Although 25 TN/sec requirement is deleted, the requirement of 5.2 CMIP transactions has not changed.  The mix has changed in that they are now mostly singles, and not many ranges.  There is still an opportunity for ranges.  If one message contains 20 TNs and the other approximate 5 contain single TNs, then 25 TNs per second would still be supported.  The 156 total bandwidth requirement is new.  NeuStar to add that this assumes 30 LSMSs per region.

· ILL 130 – Application Level Errors:  This will be changed to reflect “yes” for backwards compatibility.  It will be profiled all or nothing.

· NANC 394 – Consistent Behavior of Five-Day Waiting Period Between NPA-NXX-X Creation and Number Pool Block Activation, and Subscription Version Creation and its Activation:  Any subsequent activity within the 5 days after the 1st port notification has been sent out must also be restricted to after the 5 days have elapsed.

· NANC 383 – Separate SOA Channel for Notifications:  Change to backwards compatible.

· NANC 138 – Definition of Cause Code:  This will need a profile setting to be backwards compatible.  If an SP does not support, the provider will get a Cause Code value of 1.  If they do support, the provider will get a value of 2.

· NANC 357 – Unique Identifiers for wireline versus wireless carriers (long term solution):  NeuStar will add VoIP as a category.

· PIM 46 Change Order:  This proposed Change Order adds an NPA-level filter.   ATTWS stated that they would support adding this to the next release.  NeuStar stated that they would rate this as a Medium + in terms of development level of effort.  NeuStar further stated that operationally, this would be of benefit.  Large numbers of filters impact NPAC performance.  In one region, there are 15K filters for one provider.  NeuStar said that we could extend the development cycle for some period of time in order to add this to the next release or remove something already designated for the next release.  Sprint and Verizon Wireless did not support putting this Change Order in the next release.  There was no consensus to redo the prioritization of the next release, but there is no objection to working the Change Order requirements.  NeuStar asked if any providers support filters over the interface today.  This Change Order would not be backwards compatible, but if SOAs and LSMSs do not support filters over the interface, there would be lessened impact.  Tekelec, Telcordia, and ESI did not object to changing the interface.  NeuStar stated that this means that NPAC does not have to support both the old and new ways.  Verizon Wireless stated that they do not use filters in production.  NeuStar will assign 

 
a number to the Change Order and draft the initial set of requirements.
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· PIM 43 Change Order – SOA throughput:  SNET stated that they are looking for the ability to do an increased number of modifications.  NeuStar asked if we are trying to validate that 25K modifies in an hour is feasible or that it is not high enough and we need to validate what the number should be?  A member asked if there are going to be any controls on how many providers can initiate this type of activity at any given time?  Response – this would be part of the M&P.  The NFG is currently working to update the model for 2005, but this is based on current activity and does not capture these anomalies.  NeuStar said that the NFG model focuses on budgets and not peaking, as the Verizon Wireless PIM does.  NeuStar further stated that we need to look at the entire provisioning picture, including NPAC, LSMS, and SCP.  It doesn’t make sense to increase NPAC download throughput only to have to store the transactions in the LSMS buffer because the SCP cannot accommodate the rate.  It was also stated that we need to understand the rate requirements as well as the timeframe when it must be supported.  Verizon Wireless stated they will need 25K an hour for a four hour period within 5 years.  By the March 2005 LNPA meeting, Service Providers are requested to obtain their individual company forecast numbers, over some time period they know (2-10 years), for re-homes, modifies, technology changes, etc., for which the NPAC will be used for these activities.  The forecasted numbers should specify volumes, the time period for which the activity is to be accomplished, and the calendar period for the activity.   These forecasted numbers should be provided to Steve Addicks, NeuStar (stephen.addicks@neustar.biz   571-434-5499).  This will be on the March 2005 agenda.  The assumption is that this activity will be done in off-hours.  The Change Order was accepted and will be addressed in the Architecture Planning Team (APT). 

NANC 323 – SPID Migration Documents and Process:
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· Mindi Patterson, NeuStar, described the latest changes.  On the form, a place to identify OCN values has been added, and an indication if they are changing.

· In response to a member’s question, the canceled pending-like SV report will go to the Service Provider’s primary and secondary contacts, both of whom may be their  Service Bureau, if applicable.

· A NANC 323 Discussion will be placed on next month’s agenda.

· Nextel stated that they will bring in a contribution for the October meeting proposing a shortening of the 31 day interval for when the LERG is not involved in the migration.  Some members expressed concern over their ability to shorten the interval.

· BellSouth expressed concerns over scheduling migrations during extended maintenance windows because other activities may be occurring during that window. Service Providers are to discuss internally to determine if they have similar concerns.

MCI stated that they prefer doing migrations during extended maintenance windows  because of the extra time to process SMURF files.

· We as a group need to develop a calendar of black-out dates for Sundays on which a migration cannot be scheduled due to events such as industry software changes, etc.
September Report to NANC:
· Attached is the September LNPA Report to NANC as developed and presented at the September NANC meeting.
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Review of August Action Items:
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· Item 0804-01:  This item has been completed and is Closed.  NeuStar expressed concern related to when the counts are off.  NeuStar feels we should document the requirements in a Change Order.  BellSouth took an action to submit a Change Order.

· Item 0804-02:  This item has been completed and is Closed.

· Item 0804-03:  This item has been completed and is Closed.

· Item 0804-04:  This item remains Open.

· Item 0804-05:  This item has been completed and is Closed.

· Item 0804-06:  This item has been completed and is Closed.

· Item 0804-07:  This item has been completed and is Closed.

· Item 0804-08:  This item has been completed and is Closed.

· Item 0804-09:  This item has been completed and is Closed.

· Item 0804-10:  This item has been completed and is Closed.

· Item 0804-11:  This item has been completed and is Closed.

· Item 0804-12:  This item has been completed and is Closed.

· Item 0804-13:  This item has been completed and is Closed.

· Item 0804-14:  This item has been completed and is Closed.

· Item 0804-15:  This item has been completed and is Closed.  Sprint and Nextel stated that they will participate on the call.  The call will take place on Monday, 9/13, from 1-2pm Central.  The bridge is 913-905-1404, pin 349849.

· Item 0804-16:  This item has been completed and is Closed.

· Item 0804-17:  This item has been completed and is Closed.

· Item 0804-18:  This item remains Open.

· Item 0804-19:  This item has been completed and is Closed.

· Item 0804-20:  This item remains Open.

· Item 0804-21:  This item remains Open.

· Item 0804-22:  This item has been completed and is Closed.

· Item 0804-23:  This item has been completed and is Closed.

· Item 0804-24:  This item has been completed and is Closed.

· Item 0804-25:  This item has been completed and is Closed. 

· Item 0804-26:  This item remains Open.

· Item 0804-27:  This item has been completed and is Closed.

· Item 0804-28:  This item has been completed and is Closed.

· Item 0804-29:  This item remains Open and will be on the agenda for the October LNPA meeting.

· Item 0804-30:  This item has been completed and is Closed.

· Item 0804-31:  This item has been completed and is Closed.

· Item 0804-32:  This item has been completed and is Closed.

· Item 0804-33:  This item remains Open. This Action Item was deferred to the March 2005 LNPA meeting.  NeuStar contact changed to Steve Addicks (stephen.addicks@neustar.biz   571-434-5499).
· Item 0804-34:  This item remains Open.  AT&T Wireless was removed from this Action Item and Nextel was added.  To be on the agenda for the October LNPA meeting.

· Item 0804-35:  This item remains Open.  At the September meeting, BellSouth, SBC, and Sprint stated that they would not trigger a jeopardy.

Action Items Remaining Open from Previous Meetings:

· Item 0304-07:  Item remains Open.  Discussions were deferred until the December LNPA meeting.

· Item 0504-08:  Item remains Open.  Rob Smith, Syniverse, will resend data to Paula Jordan, LNPA Co-Chair. 

· Item 0604-09:  Item remains Open.  PIMs and Meeting Minutes have been uploaded.  The PIM matrix must also be updated. 

· Item 0604-20:  This item remains Open.  At the June meeting, Verizon stated that change requests such as this must go through the official Change Management Process, as this affects all Verizon Wholesale partners.  BellSouth stated that they have no plans to change their process since they believe they are not causing jeopardy problems.

New Business:

· Sue Tiffany, Sprint, suggested that an overview presentation on ENUM be given to the LNPA.  Gary Sacra, LNPA Co-Chair, will contact Karen Mulberry, MCI, to see if she would be willing to give a presentation at an upcoming LNPA meeting.

NOTE:  Karen Mulberry was contacted and she has graciously agreed to give a presentation on ENUM at the November LNPA meeting.
· Deb Tucker, Verizon Wireless, asked a question as to whether port completion time requirements and measurements for state commissions are for wireline to wireline ports only, or also include inter-modal ports.  A wireline carrier stated that they are for wireline to wireline ports because wireless carriers are not bound by state regulators.  A wireless carrier stated that they had heard that wireline carriers are not reporting statistics on inter-modal ports.  Additional wireline carriers stated that they are not measured on inter-modal ports, but all ports are treated the same whether they are measured or not.

Next Meeting … October 5-7, 2004, Ft. Lauderdale, Florida – Hosted by Nextel
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N-1 Architecture Cites


Extracted from Third Report and Order, FCC 98-82, ¶¶ 16, (1998):

If it is an NXX for which portability is available, the originating local service provider


will add the NPA, for instance "123," to the dialed number and query "(123) 456-7890" to an SCP containing the LRNs downloaded from the relevant regional database. The SCP will return the LRN for "(123) 456-7890" (which would be "(123) 456-XXXX" if the customer has not changed carriers, or something like "(123) 789-XXXX" if the customer has changed carriers), and use the LRN to route the call to the appropriate switch with an SS7 message indicating that it has performed the query.  The terminating


carrier will then complete the call.  To route an interexchange call, the originating local service provider will hand the call off to the IXC and the IXC will undertake the same procedure.


Third Report and Order, FCC 98-82, ¶¶ 21, (1998):

In the Second Report and Order, the Commission determined that if an N-1 carrier


arranges with another entity to perform queries on the carrier's behalf, that other entity may charge the N-1 carrier in accordance with requirements to be established in this Third Report and Order.  The Commission also noted that when an N-1 carrier fails to ensure that a call is queried, the call might inadvertently be routed by default to the LEC that originally served the telephone number.  If the number was ported, the LEC incurs costs in redirecting the call.  This could happen, for example, if there is a technical failure in the N-1 carrier's ability to query, or if the N-1 carrier fails to ensure that its calls are


queried, either through its own query capability or through an arrangement with another carrier or third-party.  The Commission determined in the Second Report and Order that if a LEC performs queries on default-routed calls, the LEC may charge the N-1 carrier in accordance with requirements to be established in this Third Report and Order.  The Commission determined further that it would "allow LECs to block default-routed calls, but only in specific circumstances when failure to do so is likely to impair network


reliability."  The Commission also said that it would "require LECs to apply this blocking standard to calls from all carriers on a nondiscriminatory basis."


Second Report and Order, FCC 97-289, ¶¶71-76 (1997)

71.  The NANC indicates that the recommendations derived from the Architecture Task Force Report were the result of extensive debate in the Architecture Task Force and represent industry consensus.  With one exception discussed more fully below, no parties have specifically challenged the local number portability architectural specifications and assumptions as set forth in the Architecture Task Force Report.  We conclude that these recommendations set forth reasonable Number Portability Administration Center standards to manage local number portability.  Thus, we adopt the NANC's recommendations, as presented in the Architecture Task Force Report.


72.  The Architecture Task Force Report considered and made recommendations on several issues which were not otherwise addressed in the Technical & Operational Task Force Report, including the following:  (1) what entity shall be required to make the query to determine the service provider of the called party (N-1 Call Routing); and (2) whether carriers may block default routed calls (Default Routing).  Because these two specific issues will have a significant impact on the efficiency and effectiveness of local number portability, each will be discussed more fully below.


73.  N-1 Call Routing.  The NANC recommends that the carrier in the call routing process immediately preceding the terminating carrier, designated the "N-1" carrier, be responsible for ensuring that database queries are performed.  None of the parties commenting on the NANC's recommendations addresses this issue.  We adopt the NANC's recommendation that the N-1 carrier be responsible for ensuring that databases are queried, as necessary, to effectuate number portability.  The N-1 carrier can meet this obligation by either querying the number portability database itself or by arranging with another entity to perform database queries on behalf of the N-1 carrier.


74.  In the First Order on Reconsideration, the Commission recognized that queries would most likely be performed by the N-1 carrier if the industry adopted the Location Routing Number solution.  Industry consensus is that the Location Routing Number system is the best method to satisfy the Commission's performance criteria for long-term local number portability.  The efficient provisioning of number portability requires that all carriers know who bears responsibility for performing queries, so that calls are not dropped because the carrier is uncertain who should perform the database query, and so that carriers can design their networks accordingly or arrange to have database queries performed by another entity.  Consistent with our finding in the First Order on Reconsideration, we conclude that the Location Routing Number system functions best if the N-1 carrier bears responsibility for ensuring that the call routing query is performed. Under the Location Routing Number system, requiring call-terminating carriers to perform all queries may impose too great a burden on terminating LECs.  In addition, obligating incumbent LECs to perform all call routing queries could impair network reliability.


75.  We note, however, that the requirement that the N-1 carrier be responsible for ensuring completion of the database query applies only in the context of Location Routing Number as the long-term number portability solution.  In the event that Location Routing Number is supplanted by another method of providing long-term number portability, we may modify the call routing process as necessary.  We note further that if the N-1 carrier does not perform the query, but rather relies on some other entity to perform the query, that other entity may charge the N-1 carrier, in accordance with guidelines the Commission will establish to govern long-term number portability cost allocation and recovery.


76.  Default Routing.  The NANC recommends that we permit carriers to block "default routed calls" coming into their networks.  A "default routed call" situation would occur in a Location Routing Number system as follows:  when a call is made to a telephone number in an exchange with any ported numbers, the N-1 carrier (or its contracted entity) queries a local Service Management System database to determine if the called number has been ported.  If the N-1 carrier fails to perform the query, the call is routed, by default, to the LEC that originally serviced the telephone number.  The original LEC, which may or may not still be serving the called number, can either query the local Service Management System and complete the call, or "block" the call, sending a message back to the caller that the call cannot be delivered.  The NANC found that compelling LECs to query all default routed calls could impair network reliability, and that allowing carriers to block default routed calls coming into their networks is necessary to protect against overload or congestion that could result from an inordinate number of calls being routed by default to the original LEC.  In light of these network reliability concerns, we will allow LECs to block default routed calls, but only in specific circumstances when failure to do so is likely to impair network reliability.
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LNP Problem/Issue Identification and Description Form


Submittal Date (mm/dd/yyyy): 06/2/2004


Company(s) Submitting Issue: T-Mobile, Sprint, Verizon Wireless, Nextel, Cingular, US Cellular


Contact(s):  Name: Paula Jordan, Sue Tiffany, Debbie Stevens, Rosemary Emmer, Elton Allan, Chris Toomey



         Contact Number: 925-325-3325; 913-762-8024; 425-603-2282; 301-399-4332; 404-236-6447; 773-845-9070 


         Email Address: Paula.Jordan@T-Mobile.com; Sue.T.Tiffany@mail.sprint.com; Deborah.Stephens@verizonwireless.com; rosemary.emmer@nextel.com; elton.allen@cingular.com; Chris.Toomey@uscellular.com


(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)


1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)


Current wire line business practices allow carriers flexibility to set their own unique “business rules” or porting requirements and change them as often as needed.  Carriers may have scores of different LSR fields from one of several different versions of the LSOG guidelines (LSOG 4 to LSOG 8 +) for a local service request (LSR).  Some carriers will change their business rules as often as several times a month.  These frequent changes to carrier unique requirements significantly increases porting cost, error and fall-out, and inhibits the automation of porting processes.


2. Problem/Issue Description: (Provide detailed description of problem/issue.)


A. Examples & Impacts of Problem/Issue: 


Currently carriers have flexibility in defining the business rules and processes that must be followed by the winning carrier that is porting a number from them.  Business rules are determined by the individual carrier’s unique needs for information or to support their unique systems and processes.  Changes may specify the interface such as EDI, fax, e-mail or web GUI, or they may define fields required before a port can be validated and processed.  Changes in business rules often alter not only the fields required but also the EDI interfaces, the position of fields on fax forms and tags and tokens for fields within web GUIs.  The frequency of business rule changes varies between carriers.  Changes to automated systems and processes are not only driven by scheduled release changes to the carrier’s interfaces; document-only changes often affect the automated systems and processes for porting numbers.  


Changes to the business rules and processes makes the automating of porting processes more costly and inefficient and in most cases too costly for all except possibly the largest carriers with the highest volumes of ports.  The costs of maintaining such systems are always very expensive.  Every time a business rule changes it requires redesigning, recoding and retesting of automated systems.


B. Frequency of Occurrence:


The frequency of changes vary between carriers.  For one carrier business rules have recently changed 9 times in 6 weeks.

C. NPAC Regions Impacted:


 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     


 West Coast___  ALL_x_


D. Rationale why existing process is deficient: 


The current process results in high cost, more time to port, error and fall-out.  It makes automation of porting processes nearly impossible.

E. Identify action taken in other committees / forums: 


No other yet.


F. Any other descriptive items: __

__________________________________________________________________________________________________________________________________________________________________________


3. Suggested Resolution: 


Adhere to current guidelines limiting releases for interfaces.  Limit all changes affecting business rules, fields and processes within these same major release dates.   

LNPA WG: (only)


Item Number: 0039 v3



Issue Resolution Referred to: __OBF LSOP committee with the recommendation to refer to the ITF________

Why Issue Referred: ______Expertise and responsibility for this is in these committees_______________________________________________________________________________________________________________________________________________________________________________
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LOCAL NUMBER PORTABILITY ADMINISTRATION WORKING GROUP (LNPA WG) INTERPRETATION OF N-1 CARRIER ARCHITECTURE


NOTE:  Throughout the discussions in the LNPA WG of the N-1 LNP Architecture and the responsibilities of carriers in ensuring calls are routed properly to the called party, carriers expressed concerns over the network impacts and costs to perform LNP queries on default routed calls.  The LNPA WG would like to stress that if all carriers complied with the following interpretation of the N-1 architecture, based on research of FCC mandates, and performed the necessary LNP query when they were designated as the N-1 carrier on a call to a portable NXX code, a carrier rarely would be forced to perform the query on a default-routed basis.


FCC NOTICE OF APPARENT LIABILITY FOR FORFEITURE, DA 04-1304, RELEASED MAY 13, 2004, ¶¶ 5 (Quoted from the Notice):

5.  Furthermore, in adopting, with some modification, recommendations of the North American Numbering Council (“NANC”) as set forth in a [LNPA] Working Group Report,  the Commission clearly imposed requirements on the carrier immediately preceding the terminating carrier, designated the “N-1 carrier,” to ensure that number portability databases are queried and thus that calls are properly routed.  Currently, call routing is accomplished by use of Location Routing Numbers (“LRNs”).  Under the LRN method, a unique ten-digit number is assigned to each central office switch.  The routing information for end users who have ported their telephone numbers to another carrier is stored in a database, with the LRNs of the switches that serve the ported subscribers. Carriers routing calls to customers with ported numbers query this database to obtain the LRN that corresponds to the dialed number.  This query is performed for all calls to switches from which at least one number has been ported.  In adopting the [LNPA] Working Group Report, the Commission noted that if the N-1 carrier does not perform the database query, but instead relies on another entity to perform the query, the other entity may charge the N-1 carrier in accordance with long-term number portability cost allocation and recovery guidelines.

· LOCAL CALL:


INTERPRETATION:


· The originating carrier is the N-1 carrier and is responsible for performing the query in its network or entering into an agreement with another entity to perform the queries on its behalf.



CITE:


· Third Report and Order, FCC 98-82, ¶¶ 15-16, (1998)  (Quoted from the Order):

15.  For a carrier to route an interswitch telephone call to a location where number portability is available, the carrier must determine the LRN for the switch that serves the terminating telephone number of the call.  Once number portability is available for an NXX, carriers must "query" all interswitch calls to that NXX to determine whether the terminating customer has ported the telephone number.  Carriers will accomplish this by sending a signal over the SS7 network to retrieve from an SCP or STP the LRN associated with the called telephone number. The industry has proposed, and the Commission has endorsed, an "N minus one" (N-1) querying protocol.  Under this protocol, the N-1 carrier will be responsible for the query, "where 'N' is the entity terminating the call to the end user, or a network provider contracted by the entity to provide tandem access."  Thus the N-1 carrier (i.e. the last carrier before the terminating carrier) for a local call will usually be the calling customer's local service provider; the N-1 carrier for an interexchange call will usually be the calling customer's interexchange carrier (IXC).  An N-1 carrier may perform its own querying, or it may arrange for other carriers or third parties to provide querying services on its behalf.

16.  To route a local call under this system, the originating local service provider will examine the seven-digit number that its customer dialed, for example "456-7890."  If the called telephone number is on the originating switch (i.e. an intraswitch call), the originating local service provider will simply complete the call.  If the call is interswitch, the originating local service provider will compare the NXX, "456," with its table of NXXs for which number portability is available.  If "456" is not such an NXX, the


originating local service provider will treat the call the same as it did before the existence of long-term number portability. If it is an NXX for which portability is available, the originating local service provider will add the NPA, for instance "123," to the dialed number and query "(123) 456-7890" to an SCP containing the LRNs downloaded from the relevant regional database. The SCP will return the LRN for "(123) 456-7890" (which would be "(123) 456-XXXX" if the customer has not changed carriers, or something like "(123) 789-XXXX" if the customer has changed carriers), and use the LRN to route the call to the appropriate switch with an SS7 message indicating that it has performed the query. The terminating carrier will then complete the call. To route an interexchange call, the originating local service provider will hand the call off to the IXC and the IXC will undertake the same procedure.

· FCC Consent Decree Order, DA 04-2065, Released July 12, 2004, ¶¶ 9(d):

9(d).  Upon execution of this Consent Decree, company-wide on all 398 of its host switches and whenever (Carrier X - name deleted) is the N-1 carrier, (Carrier X - name deleted) will perform or will have performed on its behalf, a database query to obtain the Location Routing Number (“LRN”) that corresponds to any dialed number.  Whenever it is the N-1 carrier, (Carrier X -  name deleted) will ensure that any call placed by a (Carrier X – name deleted) customer to a ported telephone number is properly routed to the network of the current carrier serving that telephone number, based on the LRN.

· TOLL CALL:


INTERPRETATION:


· For an interLATA Toll call, the IXC is the N-1 carrier and is responsible for performing the query in its network or entering into an agreement with another entity to perform the queries on its behalf.


CITE:


· Third Report and Order, FCC 98-82, ¶¶ 15-16, (1998)  (Quoted from the Order):  


15.  For a carrier to route an interswitch telephone call to a location where number portability is available, the carrier must determine the LRN for the switch that serves the terminating telephone number of the call.  Once number portability is available for an NXX, carriers must "query" all interswitch calls to that NXX to determine whether the terminating customer has ported the telephone number.  Carriers will accomplish this by sending a signal over the SS7 network to retrieve from an SCP or STP the LRN associated with the called telephone number. The industry has proposed, and the Commission has endorsed, an "N minus one" (N-1) querying protocol.  Under this protocol, the N-1 carrier will be responsible for the query, "where 'N' is the entity terminating the call to the end user, or a network provider contracted by the entity to provide tandem access."  Thus the N-1 carrier (i.e. the last carrier before the terminating carrier) for a local call will usually be the calling customer's local service provider; the N-1 carrier for an interexchange call will usually be the calling customer's interexchange carrier (IXC).  An N-1 carrier may perform its own querying, or it may arrange for other carriers or third parties to provide querying services on its behalf.

16.  To route a local call under this system, the originating local service provider will examine the seven-digit number that its customer dialed, for example "456-7890."  If the called telephone number is on the originating switch (i.e. an intraswitch call), the originating local service provider will simply complete the call.  If the call is interswitch, the originating local service provider will compare the NXX, "456," with its table of NXXs for which number portability is available.  If "456" is not such an NXX, the


originating local service provider will treat the call the same as it did before the existence of long-term number portability. If it is an NXX for which portability is available, the originating local service provider will add the NPA, for instance "123," to the dialed number and query "(123) 456-7890" to an SCP containing the LRNs downloaded from the relevant regional database. The SCP will return the LRN for "(123) 456-7890" (which would be "(123) 456-XXXX" if the customer has not changed carriers, or something like "(123) 789-XXXX" if the customer has changed carriers), and use the LRN to route the call to the appropriate switch with an SS7 message indicating that it has performed the query. The terminating carrier will then complete the call. To route an interexchange call, the originating local service provider will hand the call off to the IXC and the IXC will undertake the same procedure.


INTERPRETATION:


· For an intraLATA Toll call where the originating carrier is the Pre-subscribed IntraLATA Carrier for the calling party, the originating carrier is the N-1 carrier and is responsible for performing the query in its network or entering into an agreement with another entity to perform the queries on its behalf.


CITE:


· Technical Requirement T1.TRQ.2-2001, Technical Requirement on Number Portability Switching Systems, Prepared by T1S1.6 (quoted directly):

<REQ-00500> 


An NP Query shall only be sent when: 


· an NP trigger has been encountered, and


· the FCI indicates “number not translated”. 


However, the query will not be performed if, 


· the called number is served by this switch and the transition mechanism (as specified in <REQ-08600>) does not apply to the called number, or 


· the call is identifiable as destined for an operator, or


· the call is to an interexchange carrier, as indicated by presubscription or dialed digits (101XXXX) (for exceptions see <CR-00950>).

<REQ-00900> 


If an NP trigger is encountered and IXC routing (not LEC routing) is assured prior to launching the NP query, the NP query shall be bypassed, and the call routed to the predialed carrier, or presubscribed carrier (PIC), or group carrier, or lastly to the Office provisioned interLATA carrier (for exceptions see CR-00950). 


<CR-00950>


If an NP trigger is encountered and IXC routing (not LEC routing) is assured prior to launching the NP query, the switch shall launch the NP query if the call is to be routed to any of the specific designated set of IXCs provisioned by <CR-08550>. This specification shall be on a per route basis for each of the designated carriers. The switch shall not perform the NP query for calls to be routed to any other IXC. 


The default behavior shall be as described in REQ-00900.


This requirement shall not apply to operator-destined calls.


When the NP query is performed, the call shall be routed to the predetermined carrier and route.


The originating LEC shall perform the NP query on behalf of an IXC only when business arrangements are in place that explicitly allow the LEC to perform the NP query.

Some tandem switches can not perform this capability.

· Based on current end office switch functionality, if the originating switch has the 6-digit LNP trigger set on an intraLATA Toll NXX code, and the originating carrier is the intraLATA Toll PIC for the calling party, the originating switch will launch a query to the LNP database and route the call based on the response from the database.  Based on this established switch functionality, Verizon believes the originating carrier is the N-1 carrier in this call scenario.


INTERPRETATION:


· For an intraLATA Toll call where the originating carrier is NOT the Pre-subscribed IntraLATA Carrier for the calling party, the Pre-subscribed IntraLATA Carrier is the N-1 carrier and is responsible for performing the query in its network or entering into an agreement with another entity to perform the queries on its behalf. 


CITE:


· Refer to cites above from Technical Requirement T1.TRQ.2-2001, Technical Requirement on Number Portability Switching Systems, Prepared by T1S1.6

· Based on current end office switch functionality, if the originating switch has the 6-digit LNP trigger set on an intraLATA Toll NXX code, and the originating carrier is NOT the intraLATA Toll PIC for the calling party, the originating switch will NOT launch a query to the LNP database and will route the call unqueried to the calling party’s intraLATA Toll PIC.  Based on this established switch functionality, Verizon believes the calling party’s intraLATA Toll PIC is the N-1 carrier in this call scenario, similar to the IXC scenario.


· DEFAULT QUERIES (A.K.A. QUERY OF LAST RESORT OR DONOR SWITCH QUERIES)


PLEASE REFER TO NOTE AT THE BEGINNING OF THIS DOCUMENT.


INTERPRETATION:


· If an LNP query is not performed previously in the call path, the call will continue to route on the dialed digits until it could eventually reach the LERG-assigned switch for the dialed NPA-NXX.  This will put that LERG-assignee in the position of performing a default LNP query if the dialed digits are within a portable NPA-NXX.


CITE:


· Third Report and Order, FCC 98-82, ¶¶ 21, (1998)  (Quoted from the Order):

21.  In the Second Report and Order, the Commission determined that if an N-1 carrier arranges with another entity to perform queries on the carrier's behalf, that other entity may charge the N-1 carrier in accordance with requirements to be established in this Third Report and Order.  The


Commission also noted that when an N-1 carrier fails to ensure that a call is queried, the call might inadvertently be routed by default to the LEC that originally served the telephone number.  If the number was ported, the LEC incurs costs in redirecting the call. This could happen, for example, if there is a technical failure in the N-1 carrier's ability to query, or if the N-1 carrier fails to ensure that its calls are queried, either through its own query capability or through an arrangement with another carrier or third-party.  The Commission determined in the Second Report and Order that if a LEC performs queries on default-routed calls, the LEC may charge the N-1 carrier in accordance with requirements to be established in this Third Report and Order.  The Commission determined further that it would "allow LECs to block default-routed calls, but only in specific circumstances when failure to do so is likely to impair network reliability."  The Commission also said that it would "require LECs to apply this blocking standard to calls from all carriers on a nondiscriminatory basis."


INTERPRETATION:


· A carrier may bill the N-1 carrier for performing the default query when the N-1 carrier default routes a call unqueried. 


CITE:


· First Memorandum Opinion and Order, FCC 97-74, ¶¶  125-126 (1997)  (Quoted from the Order): 


125. Discussion. We deny Pacific's request that we require all N-1 carriers, including interexchange carriers, to meet the implementation schedule we established for LECs. Such a requirement is not mandated by the 1996 Act, which subjects only LECs, not interexchange carriers engaged in the provision of interexchange service, to our number portability requirements. Moreover, petitioners have not demonstrated a need for us to impose such requirements under our independent rulemaking authority under Sections 1, 2, and 4(i) of the Communications Act of 1934, as amended. In that regard, we are not convinced that Pacific's hypothetical situation, whereby the N-1 carrier would not perform any queries and the original terminating LEC would thus have to perform all the queries not performed by the originating LEC, will arise often. The industry already appears to favor using the N-1 scenario, under which the N-1 carrier performs the database query, as indicated in the majority of comments on call processing scenario issues received pursuant to the original Notice of Proposed Rulemaking. The vast majority of interLATA calls are routed through the major interexchange carriers, and the two largest interexchange carriers, at least, claim they plan to deploy portability as soon as possible. Therefore, most interLATA calls will be queried by the major interexchange carriers, not the incumbent LECs. Moreover, as we stated in the First Report & Order, we wish to allow carriers the flexibility to choose and negotiate among themselves which carrier shall perform the database query, according to what best suits their individual networks and business plans. Finally, we decline to address Pacific's argument that, if the terminating carrier is forced to perform queries, that would violate our fourth performance criterion. Since we are eliminating our fourth performance criterion, Pacific's argument is moot. 


126. We clarify, however, per NYNEX's request, that if an N-1 carrier is designated to perform the query, and that N-1 carrier requires the original terminating LEC to perform the query, then the LEC may charge the N-1 carrier for performing the query, pursuant to guidelines the Commission will establish in the order addressing long-term number portability cost allocation and recovery.

· Second Report and Order, FCC 97-289, ¶¶72-75 (1997)  (Quoted from the Order):  

72.  The Architecture Task Force Report considered and made recommendations on several issues which were not otherwise addressed in the Technical & Operational Task Force Report, including the following:  (1) what entity shall be required to make the query to determine the service provider of the called party (N-1 Call Routing); and (2) whether carriers may block default routed calls (Default Routing). Because these two specific issues will have a significant impact on the efficiency and effectiveness of local number portability, each will be discussed more fully below.



73.  N-1 Call Routing.  The NANC recommends that the carrier in the call routing process immediately preceding the terminating carrier, designated the "N-1" carrier, be responsible for ensuring that database queries are performed. None of the parties commenting on the NANC's recommendations addresses this issue.  We adopt the NANC's recommendation that the N-1 carrier be responsible for ensuring that databases are queried, as necessary, to effectuate number portability.  The N-1 carrier can meet this obligation by either querying the number portability database itself or by arranging with another entity to perform database queries on behalf of the N-1 carrier.


74.  In the First Order on Reconsideration, the Commission recognized that queries would most likely be performed by the N-1 carrier if the industry adopted the Location Routing Number solution. Industry consensus is that the Location Routing Number system is the best method to satisfy the Commission's performance criteria for long-term local number portability. The efficient provisioning of number portability requires that all carriers know who bears responsibility for performing queries, so that calls are not dropped because the carrier is uncertain who should perform the database query, and so that carriers can design their networks accordingly or arrange to have database queries performed by another entity.  Consistent with our finding in the First Order on Reconsideration, we conclude that the Location Routing Number system functions best if the N-1 carrier bears responsibility for ensuring that the call routing query is performed. Under the Location Routing Number system, requiring call-terminating carriers to perform all queries may impose too great a burden on terminating LECs.  In addition, obligating incumbent LECs to perform all call routing queries could impair network reliability.


75.  We note, however, that the requirement that the N-1 carrier be responsible for ensuring completion of the database query applies only in the context of Location Routing Number as the long-term number portability solution.  In the event that Location Routing Number is supplanted by another method of providing long-term number portability, we may modify the call routing process as necessary.  We note further that if the N-1 carrier does not perform the query, but rather relies on some other entity to perform the query, that other entity may charge the N-1 carrier, in accordance with guidelines the Commission will establish to govern long-term number portability cost allocation and recovery.


INTERPRETATION:


· Unless specified in business arrangements, carriers may block default routed calls incoming to their network in order to protect against overload, congestion, or failure propagation that are caused by the defaulted calls.  (This is a direct quote from the Architecture Plan.)

CITE:


· Second Report and Order, FCC 97-289, ¶¶76-78 (1997)  (Quoted from Order):

76. Default Routing.  The NANC recommends that we permit carriers to block "default routed calls" coming into their networks. A "default routed call" situation would occur in a Location Routing Number system as follows:  when a call is made to a telephone number in an exchange with any ported numbers, the N-1 carrier (or its contracted entity) queries a local Service Management System database to determine if the called number has been ported.  If the N-1 carrier fails to perform the query, the call is routed, by default, to the LEC that originally serviced the telephone number.  The original LEC, which may or may not still be serving the called number, can either query the local Service Management System and complete the call, or "block" the call, sending a message back to the caller that the call cannot be delivered.  The NANC found that compelling LECs to query all default routed calls could impair network reliability, and that allowing carriers to block default routed calls coming into their networks is necessary to protect against overload or congestion that could result from an inordinate number of calls being routed by default to the original LEC. In light of these network reliability concerns, we will allow LECs to block default routed calls, but only in specific circumstances when failure to do so is likely to impair network reliability.

77. CTIA argues that the NANC's default routing recommendation will significantly, and negatively, affect CMRS providers. According to CTIA, even if number portability is limited initially to the wireline network, CMRS providers must still modify their method of routing calls from their customers to wireline customers who have ported their numbers.  During the period prior to December 31, 1998, the date by which CMRS providers are required to have the capability to deliver calls to ported numbers, CMRS providers that have not yet implemented such capability will be required to rely on default routing to complete subscriber calls.  CTIA argues that default routed calls should not be blocked, because "[a]llowing incumbent LECs to block default routed calls when they may be acting as the only means of conducting a query and, thus, allowing a call to be completed, would discriminate against wireless carriers . . . ."

78. In the First Report & Order, we required CMRS providers to have the capability of querying number portability database systems in order to deliver calls from their networks to ported numbers anywhere in the country by December 31, 1998. We established this deadline so that CMRS providers would have the ability to route calls from their customers to a wireline customer who has ported his or her number, by the time a substantial number of wireline customers have the ability to port their numbers between wireline carriers. Under this deployment schedule, the initial deployment of long-term local number portability for wireline carriers will occur prior to the date by which CMRS providers must be able to perform database queries.  During this period, CMRS providers are not obligated by our rules to perform call routing queries or to arrange for other entities to perform queries on their behalf.  Thus, if wireline LECs are allowed to block default routed calls, calls originating on wireless networks (to the extent that the CMRS provider is the N-1 carrier) could be blocked.  For this reason, we will only allow LECs to block default routed calls when performing database queries on default routed calls is likely to impair network reliability.  We also require LECs to apply this blocking standard to calls from all carriers on a nondiscriminatory basis.  In the event that a CMRS or other service provider believes that a LEC is blocking calls under circumstances unlikely to impair network reliability, such service provider may bring the issue before the NANC.  We direct the NANC to act expeditiously on these issues.  Although CMRS providers are not responsible for querying calls until December 31, 1998, we urge them to make arrangements with LECs as soon as possible to ensure that their calls are not blocked.  We note that if a LEC performs database queries on default routed calls, the LEC may charge the N-1 carrier, pursuant to guidelines the Commission will establish regarding long-term number portability cost allocation and recovery.

· NORTH AMERICAN NUMBERING COUNCIL ARCHITECTURE & ADMINISTRATIVE PLAN FOR LOCAL NUMBER PORTABILITY  (Quoted from the document):


Par. 7.10 Default Routing Overload and Failures


“Unless specified in business arrangements, carriers may block default routed calls incoming to their network in order to protect against overload, congestion, or failure propagation that are caused by the defaulted calls.”


INTERPRETATION:


· Regardless of the status of a carrier’s obligation to provide number portability, e.g., has been granted a waiver or is operating outside a mandated area, all carriers have the duty to route calls to ported numbers.

CITE:


· FCC NOTICE OF APPARENT LIABILITY FOR FORFEITURE, DA 04-1304, RELEASED MAY 13, 2004, ¶¶ 4, 13 (Quoted from the Notice):


4.  Regardless of the status of a carrier’s obligation to provide number portability, all carriers have the duty to route calls to ported numbers. In other words, carriers must ensure that their call routing procedures do not result in dropped calls to ported numbers. In this regard, the Commission stated clearly:


We emphasize that a carrier operating a non-portability-capable switch must still properly route calls originated by customers served by that switch to ported numbers. When the switch operated by the carrier designated to perform the number portability database query is non-portability-capable, that carrier could either send it to a portability-capable


switch operated by that carrier to do the database query, or enter into an arrangement with another carrier to do the query.



13.  The Commission’s rules are clear regarding the obligation to route calls and to query the number portability database. Since the Second Report and Order in 1997, the Commission has required the N-1 carrier to ensure that the number portability database query is performed. No exception exists for non-LNP-capable carriers.

1

1

DRAFT





_1157895076.doc
Large Volume Port Transactions and SOA Throughput




Origination Date:  7/28/2004


Originator:  Verizon Wireless and SNET Diversified Group


Change Order Number:  TBD

Description:  Large Volume Port Transactions and SOA Throughput

Pure Backwards Compatible:  TBD


IMPACT/CHANGE ASSESSMENT


		FRS

		IIS

		GDMO

		ASN.1

		NPAC

		SOA

		LSMS



		TBD

		TBD

		TBD

		TBD

		TBD

		TBD

		TBD





Overview:


Service Providers have voiced concerns about the volume of port transactions that the NPAC can process per second when mass changes need to be made and broadcasted to the industry.  Now that wireless service providers are porting throughout the United States, the volume of port transactions has increased and will continue to increase in general, and mass changes will need to be made more frequently as well. The consolidations of Carriers and Switches will also generate an increase in the number of Mass Modifications for the update of the Network Data Tables (LIDB, CNAM, CLASS, ISVM and SMSSC).


Business Need:

As wireless service providers are continually managing their networks and load-balancing the traffic and subscribers on them, the need for HLR and DPC database changes may become more frequent and of larger volumes in the future.  For example, the wireless carrier may need to modify LRNs for 100,000 ported in subscribers to effectively change their switch designations.  Ultimately, the NPAC must be able to handle those 100,000 transactions in a short amount of time.  The desired process would be to modify all the records in one evening rather than having to split up the changes over a period of days or weeks. Similarly, Service Providers who have consolidated or have changed business plans need to update the Network Tables in order to ensure proper routing to Database Storage (LIDB, CNAM, etc.).  Intense coordination is required to effect the changes necessary to properly route the queries associated with these databases, including LERG, LARG and CNARG updates, GTT changes in STPs and end office routing changes. Additionally, modifications need to be made to the Network Tables in the NPAC and the transaction limitations force such modifications to be spread over weeks and/or months straining the resources of an industry already processing changes on a 24X7 basis. The two methods available for large volume NPAC changes are 1) modifications done through the SOA and 2) modifications done using the industry Mass Modification process.  Processing through the SOA, at the current rate of 4 to 6 transactions per second, it could take more than 4 hours to make LRN changes to 100,000 subscribers. If something goes wrong and the Service Provider needs to back out of the changes, then another 4 hours would be required to make the corrections.  This could start to creep into regular business hours in large volume ports.  


The industry Mass Modification process is limited to 25,000 changes per region per day Monday through Friday and 50,000 changes per region per day Saturday and Sunday. This limitation applies to all service providers requesting a change, so if more than one service provider wishes to make changes on a particular day, the limitation encompasses all service providers wishing to modify records. A wireless subscriber migration involves more than just that service provider; it also involves each of that service provider’s roaming partners updating their networks on the same night, resulting in a very large coordinated effort among many parties.  


There are also concerns about multiple wireless service providers doing these same types of migrations on the same nights and what coordination needs to take place to ensure that all service providers are able to manage their networks as needed and when needed.  Using the Mass Modification method for large volume projects requires a high level of coordination and scheduling especially if other service providers in the region also need to do large modifications at the same time.  


Additional updates between the NPAC and the SOA may be needed using the Mass Modification process.  This adds additional time and coordination to fully complete a large volume project.  


Description of Change:


The performance impacts to the SOAs, NPAC, and LSMSs need to be determined for large volume ports.


As porting volumes increase, it will be very important for all systems to be capable of reliably receiving downloads while retaining their association under heavier loads.  

All systems should be able to maintain their current required availability level under heavy loads.  Large volume porting should not require scheduled downtime.  


System Architecture


System Operation


Process Flow


NPAC Help Desk


NPAC SMS
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Future Release Change Orders



Update:  8/30/04.     Sorted in industry ranking order



(doc to be used during Sep ’04 LNPAWG meeting)



Apr ‘04:  During the April 2004 APT meeting the group reviewed the fourteen change orders in the APT working document (focusing on the first eight change orders).  Since there are additional change orders in the monthly change order summary document, it was agreed that a separate list should be provided of available change orders separate from the fourteen in the APT working document.  That is the purpose of this working document.



Categorization/prioritization has NOT been factored into this list.  That activity is scheduled to take place in a future LNPAWG meeting.



May ‘04:  During the May 2004 LNPWG meeting, this document was reviewed.  The group requested that the APT working document (14 change orders) be added to this document.  Service Providers and Vendors should review this document and prepare any questions, as this document will be reviewed during the June 2004 LNPAWG meeting.



SOA/LSMS Vendors should also be prepared to provide a Level-of-Effort on each change order (High, Medium, Low).



The current plan for categorization/prioritization of change orders for the next release package will take place during the July 2004 LNPAWG meeting.



Jun ‘04:  During the June 2004 LNPWG meeting, the change orders in this document were reviewed in three areas:



· NPAC Level-Of-Effort (High, Medium, Low)



· SOA/LSMS Level-Of-Effort (High, Medium, Low)



· Questions about the documented functionality



A second pass through the change orders was done to provide a consensus “Toss or Keep” on change orders that would be considered for ranking in the next release.



From the original matrix of 39 change orders, we’re down to 31 change orders in consideration for the next release package.  Seven were “Tossed” from consideration in the next release and will NOT be ranked.  One change order was considered “in the release” based on direction from NANC (this is change order 375 – Prevent New Service Provider from Removing Conflict Status with Certain Cause Code Values), and will NOT be ranked.  Another change order was considered on a “separate SOW path”, and will be worked independent of this ranking effort (NANC 389 – Performance Test Bed).  A new change order (NANC 394 – Consistent Behavior of Five-Day Waiting Period Between NPA-NXX-X Creation and Number Pool Block Activation, and Subscription Version Creation and its Activation) was added as a result of PIM 38, and is now part of the ranking process.


NeuStar provided additional feedback on several change orders based on an internal analysis effort:



· NANC 388 – Un-do a “Cancel-Pending” SV.  Instead of the previously documented behavior that would include a new CMIP message (retract SV cancel), the recommendation is to extend the usage of the existing modify SV message to include the ability to modify the status from cancel-pending back to pending.  Additional business rules and edits will be added to ensure that only the SP that issued the cancel request is now performing the “un-do” activity.



· NANC 390 – New Interface Confirmation Message – VERSUS – ILL 130 – Application Level Errors.  Due to multiple reasons:



· the extensive amount of changes,



· the inability to use linked-replies on the new confirmation message from the NPAC,



· the utilization of a new optional attribute on the existing CMIP messages,



· the increased performance after the recently implemented technology migration of the NPAC SMS platform,



the recommendation is to go back to using ILL 130 for enhanced error messaging, and only revisit the confirmation message approach if delayed response messaging becomes an issue.  Qwest, the originator of NANC 390, wanted it to be documented that they did not submit 390 with the error code/text functionality, as is currently contained in this change order, so the trade-out addresses two areas of functionality.



This document has been updated.  Service Providers should review this document and come prepared with a 1-through-31 ranking (1 is highest priority, 31 is lowest).  The rankings of all SPs will be compiled during the July 2004 LNPAWG meeting.



Jul ‘04:  During the July 2004 LNPWG meeting, the group performed a categorization/prioritization of change orders for the next release package.  Results were compiled and an average was calculated based on the number of providers submitting a vote/ranking.



The group requested that NeuStar perform a rough estimate analysis prior to the August 2004 meeting in order to “draw a line” in the prioritized list of change order for an idea of changes that could be included in the next package.



The current plan is to discuss this proposed package of change orders during the August 2004 LNPAWG meeting.



Aug ‘04:  During the August 2004 LNPWG meeting, the group discussed the change orders for the next release package.  Additional change orders were added (see change bars throughout this document).


This proposed package of change orders will be discussed again during the September 2004 LNPAWG meeting.



M&P change assessment activity is currently being performed by NeuStar personnel.



Change Order Summary Matrix



LEGEND:



Ranking = Priority ranking by the LNPAWG during the Jul ’04 meeting.  “Toss” indicates that the change order did not make it through the initial “Toss/Keep” ranking, and is not under consideration for the next release package.  Strikethrough was also done to indicate removal.  NANC 375 (Mandatory) should NOT be ranked, as this will already be included.  NANC 389 (Separate SOW path) also should NOT be ranked, as it’s on a separate SOW effort.


APT = “*” indicates strongly recommended by the Architecture Team.  Had higher ranking by the APT during priority effort for the fourteen Change Orders worked in the APT.  Other APT Change Orders do not merit any special consideration.



Change Order = Assigned Change Order Number



Title  = Name of Change Order



Benefits = Brief description of Change Order benefits



NPAC LOE = NPAC Development Level Of Effort (High, Medium, Low)



SOA LOE = SOA Development Level Of Effort (High, Medium, Low)



LSMS LOE = LSMS Development Level Of Effort (High, Medium, Low)



			Ranking


			APT


			Change Order


			Title


			Benefits


			NPAC
LOE


			SOA
LOE


			LSMS
LOE





			Mandatory


			


			NANC 375


			Prevent New Service Provider from Removing Conflict Status with Certain Cause Code Values


			Alleviates inadvertent porting under certain missing LSR/FOC and WPR/ WPRR situations


			Low


			Low


			N/A





			1 (5.67)


			*


			NANC 351


			Recovery Enhancements – SWIM Recovery


			NPAC tracking of unsuccessful messages, recovery of previously unsuccessful messages


			High


			High


			High





			2 (7.25)


			*


			NANC 368


			Out-Bound Flow Control


			Fewer problems with congestion, fewer partial failures, more efficient message buffer management


			Low


			Med-High


			Med-High





			3 (7.45)


			*


			NANC 388


			Un-do a “Cancel-Pending” SV


			“Un-cancel” a cancel-pending SV by the Service Provider that originally sent the cancel


			Low


			Low-Med


			N/A





			4 (7.50)


			*


			NANC 347/350


			CMIP Interface Enhancements – abort behavior


			Fewer partial failures, less time in recovery


			Med


			Low


			Low





			5 (7.83)


			*


			NANC 348


			BDD for Notifications


			Notifications based on date/time range, useful for notification recovery, completes BDD functionality


			Med


			Med


			Med





			6 (7.92)


			*


			NANC 393


			NPAC Performance Requirements


			NPAC processing capabilities to meet performance levels defined in the NFG


			High


			Low-High


			Low-High





			7 (8.31)


			


			NANC 321


			Regional NPAC NPA Edit of Service Provider Network Data – NPA-NXX Data


			Better data integrity on NPA-NXXs residing in the correct NPAC region


			Med


			N/A


			N/A





			8 (8.75)


			


			NANC 227/254 


			Exclusion of Service Provider from an SV’s Failed SP List


			Ability to perform subsequent SV activity when a failed SP list exists, by doing a fake “resend” to the failed LSMS, which will remove the SP from the failed list


			Med


			N/A


			Low





			9 (9.75)


			*


			NANC 385


			Timer Calculation – Maintenance Window Timer Behavior


			Allow NPAC Maintenance Windows to be entered as “downtime”, timer expiration calculation uses these entries, provides accurate timer expiration when Maintenance Window overlaps business hours


			Med


			N/A


			N/A





			10 (10.62)


			


			NANC 299


			NPAC Monitoring of SOA and LSMS Associations via Heartbeat


			Additional method of detecting a downed/missing association, through the use of an Application level heartbeat message


			Med


			Med-High


			Med-High





			11 (12.50)


			


			ILL 130


			Application Level Errors


			Enhanced error messages, English-like text


			High


			High


			High





			12 (13.64)


			


			NANC 394


			Consistent Behavior of Five-Day Waiting Period Between NPA-NXX-X Creation and Number Pool Block Activation, and Subscription Version Creation and its Activation


			More efficient NPAC processing capabilities, removal of the five-day waiting period between NPA-NXX-X Creation and Number Pool Block Activation, and SV Creation and Activation, only in situations where the first port notification had previously been sent out for an SV or a different NPB


			Med


			TBD


			N/A





			13 (14.00)


			


			NANC 300


			Resend Exclusion for Number Pooling


			(same as 227/254, but for NPBs)  Ability to perform subsequent NPB activity when a failed SP list exists, by doing a fake “resend” to the failed LSMS, which will remove the SP from the failed list


			Med


			Med-Low


			Med-Low





			14 (14.27)


			


			NANC 352


			Recovery Enhancements – Recovery of SPID


			Provides recovery of SPID data, completes recovery functionality


			Med


			Med-Low


			Med-Low





			15 (15.45)


			*


			NANC 383


			Separate SOA Channel for Notifications


			Notifications don’t contend with other SOA requests/responses, better throughput


			Med


			Med


			N/A





			16 (15.83)


			


			NANC 151


			TN and Number Pool Block Addition to Notification


			TN and NPB values included in notifications sent from the NPAC


			Low


			High


			N/A





			17 (16.36)


			


			NANC 138


			Definition of Cause Code


			Distinct Conflict Cause Code when SV goes into conflict as a result of a cancel request


			Low


			Low


			N/A





			Additional change orders added during the Aug ’04 LNPAWG meeting are listed below.








			25 (20.75)


			


			NANC 386


			Single Association for SOA/LSMS


			Closes a requirements gap that allows multiple associations from the same provider (same bit mask)


			Low


			Low


			Low





			20 (17.83)


			


			NANC 357


			Unique Identifiers for wireline versus wireless carriers (long term solution)


			SP attribute that indicates SP type, rather than the current interim solution that appends an indicator at the end of the SP name


			Low


			Med-Low


			Med





			22 (19.92)


			


			NANC 358


			Change for ASN.1: Change SPID Definition


			Consistent definition/characteristics of the NPAC’s SPID attribute to be in line with the OCN (Operating Company Number) definition at OBF


			Low


			Low


			Low





			23 (20.55)


			


			NANC 346


			GDMO Change to Number Pool Block Data Managed Object Class (Section 29.0) and Documentation Change to Subscription Version Managed Object Class (Section 20.0)


			Resolves an error in the current GDMO where the activate timestamp was not replaceable (same is done for SVs).


			N/A


			Low


			Low





			26 (21.18)


			


			NANC 392


			Removal of Cloned Copies of SVs and NPBs


			Removal of un-needed copies of SVs and NPBs (this is non-broadcast data).


			Med


			N/A


			N/A





			19 (17.08)


			


			NANC 285


			SOA/LSMS Requested Subscription Version Query Max Size


			Allows a requesting SOA/LSMS to retrieve more data than the maximum size using a “send me more” request, similar to the NPAC GUI’s “More” button


			Low


			Med-High


			Med-High
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Backwards Compatibility Definition


There are two areas of Backwards Compatibility.  These are defined below:



· Pure Backwards Compatibility – implies that interface specification has NOT been modified and therefore, no recompile is necessary.  Also, no behavior on the NPAC SMS has been modified to provide any change to the previously existing functionality accessible over the interface.



· Functional Backwards Compatibility – implies that the interface may have been modified, however the changes are such that only a recompile is necessary to remain backward compatible.  Any new functionality is optionally implemented by accessing the newly defined features over the interface.  Also, no changes may be made to any existing interface functionality that will require modifications to SOA and/or LSMS platforms.



The general guideline is that subsequent releases of a major release (e.g., 2.0, 2.1, 2.1.1, etc.) must support Pure Backward Compatibility.  Also, major releases should support at least one version of Functional Backward Compatibility (i.e., R3.0 should be Functional Backward Compatible to R2.0).  The objective is that all releases remain Functional Backwards Compatible, if possible.



Origination Date:  11/27/02 (resubmitted:  12/31/03)



Originator:  Verizon



Change Order Number:  NANC 375


Description:  Prevent New Service Provider from Removing Conflict Status with Certain Cause Code Values


Cumulative SP Priority, Weighted Average:  Mandatory



Functional Backwards Compatible:  NO



IMPACT/CHANGE ASSESSMENT



			FRS


			IIS


			GDMO


			ASN.1


			NPAC


			SOA


			LSMS





			Y


			Y


			Y


			


			Low


			Low


			N/A








Business Need:



Customers have been taken out of service inadvertently because the New Service Provider fails to resolve the Conflict indicated by the Old Service Provider and instead ports the customer at the expiration of the conflict resolution window timer.



When the Old Service Provider receives a SOA notification from NPAC that another service provider has issued a CREATE message to NPAC in order to schedule a port-in of the Old Service Provider’s customer, the Old Service Provider checks to see that a matching Local Service Request (LSR) or Wireless Port Request (WPR) has been received from the New Service Provider regarding that specific TN.  If no matching LSR or WPR is found, the Old Service Provider may place the port into Conflict status with a Cause Value set to “LSR Not Received” (Cause Value 50).  In some instances, the New Service Provider is waiting for the 6 hour Conflict Resolution New Service Provider Restriction Tunable Parameter timer to expire, and is proceeding with porting the number.  This has led to a number of customers being inadvertently ported and taken out of service from a terminating call perspective because the wrong TN was entered in the original CREATE message sent by the New Service Provider to NPAC.



This proposed Change Order, as did PIM 22 accepted by the LNPA, seeks to prevent instances where customers are taken out of service inadvertently because the New Service Provider continues with a port that had been placed into Conflict by the Old Service Provider.  In these cases, the port was placed into Conflict Status by the Old Service Provider because of indications that the New Service Provider may be porting the wrong TNs.



Jun ’04 LNPAWG, in order to track Old Service Provider usage of this new feature, it has been requested that a new report be added.



Description of Change:



The current Cause Values indicating why the Old Service Provider has placed a port into Conflict are as follows (NANC 391 documentation-related updates in blue):



50 – LSR/WPR Not Received



51 – Initial Confirming FOC/WPRR Not Issued



52 - Due Date Mismatch



53 - Vacant Number Port



54 – General Conflict



This Change Order proposes that the LNPA revisit the philosophy that led to enabling the New Service Provider to remove a Subscription Version from Conflict status after a specified period of time without first resolving the original conflict with the Old Service Provider.  NPAC requirements and functionality should be modified such that only the Old Service Provider is able to remove Conflict status and move a Subscription Version to Pending status when the Conflict Cause Value is set to 50, which signifies that the Old Service Provider has not received a matching Local Service Request (LSR) or Wireless Porting Request (WPR) for the telephone number received in the New Service Provider CREATE notification from NPAC, or when the Conflict Cause Value is set to 51 (Firm Order Confirmation or Wireless Port Request Response not issued).



Subscription Versions should be placed into Conflict with a Cause Value set to 50 only when the Old Service Provider cannot match an LSR or WPR with the New Service Provider CREATE notification and is reasonably confident that the wrong number is about to be ported.  Also, Subscription Versions should be placed into Conflict with a Cause Value set to 51 only when the Old Service Provider has a legitimate reason for withholding the Firm Order Confirmation.  A Cause Value of 50 or 51 should not be used in lieu of any other appropriate Conflict Cause Value in order to inappropriately prevent the New Service Provider’s ability to remove Conflict status.



Apr ’04 LNPAWG, the group discussed this change order, and agreed to the following:



· No conflict timer will be associated for Cause Code Values 50 and 51.



· Only the Old Service Provider can remove Conflict on Cause Code Values 50 and 51.



· Housekeeping is business as usual.



· SVs remaining in Conflict longer than 30 days will be removed.



Requirements:



Req 1
Conflict Resolution Subscription Version – Restriction for Cause Code Values



NPAC SMS shall restrict the resolution of a Subscription Version with a status of conflict and a cause code value of 50 or 51, to only allow resolution by the Old Service Provider.



Req 2
Conflict Resolution Subscription Version – No Conflict Restriction Window



NPAC SMS shall use a Conflict Resolution Restriction Window only for a Subscription Version with a status of conflict and a cause code value NOT EQUAL TO 50 or 51.



Req 3
Conflict Resolution Subscription Version – Restricted Cause Code Notification



NPAC SMS shall send an error message to the New Service Provider if the Subscription Version status is conflict AND the cause code value is 50 or 51, upon attempting to set the Subscription Version to pending.



Req 4
Logging Cause code usage by SPID Reporting



NPAC SMS shall log the following information when an Old Service Provider places a Subscription Version into conflict:  date, time, New SPID, Old SPID, cause code value.



Req 5
Cause Code Usage Log Report via OpGUI



NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to generate the Cause Code Usage Log Report on cause code usage log data for confict situations.



Req 6
Cause Code Usage Log Report Monthly Generation



NPAC SMS shall produce a monthly Cause Code Usage Log Report on cause code usage log data for confict situations.



Req 7
Cause Code Usage Log Report Sort Criteria



NPAC SMS shall separate out the Cause Code Usage Log Report into two sections when generating the Cause Code Usage Log Report on cause code usage log data for confict situations.  The first section will use sort criteria of Old SPID (primary) and New SPID (secondary), the second section will reverse the order and use sort criteria of New SPID (primary) and Old SPID (secondary).



Req 8
Cause Code Usage Log Report Selection Criteria



NPAC SMS shall use selection criteria of month and year when generating the Cause Code Usage Log Report on cause code usage log data for confict situations.



Req 9
Cause Code Usage Log Report Display



NPAC SMS shall display the Cause Code Usage Log Report data with headers as specified in the example below.  A page break will separate out every change of SPID that is in the primary sort.



Cause Code Usage Log Report for July 2004



Old SPID:  1111



			New SPID


			# of Conflicts


			Cause 50, 51


			% 50, 51





			2222


			10


			4


			40%





			3333


			20


			16


			80%





			4444


			25


			5


			20%








<page break>



Old SPID:  1200



			New SPID


			# of Conflicts


			Cause 50, 51


			% 50, 51





			2222


			1


			1


			100%





			3333


			2


			1


			50%





			4444


			1


			0


			0%








End of Old SPID sort order.



<page break>



Cause Code Usage Log Report for July 2004



New SPID:  1111



			Old SPID


			# of Conflicts


			Cause 50, 51


			% 50, 51





			2222


			50


			20


			40%





			3333


			2


			0


			0%





			4444


			3


			2


			67%








End of New SPID sort order.



RX9-6
Log File Reports



NPAC SMS shall support the following log file reports for NPAC personnel using the NPAC Administrative Interface:




22.
History Report




23.
Error Report




24.
Service Provider Notification Report




25.
Subscription Transaction Report




26.
Service Provider Administration Report




27.
Subscription Administration Report




28.
Cause Code Usage Log Report


IIS



Minor text changes to flow B.5.5.2 (Subscription Version Conflict Removal by the New Service Provider SOA) to indicate that an error will be returned for an SV with a Cause Code of 50 or 51, when an attempt is made to remove the conflict.


A subscription version exists on the NPAC SMS with a status of conflict.



The new service provider SOA personnel take action to remove the subscription version from conflict.



1. The new service provider SOA sends the M-ACTION subscriptionVersionNewSP-RemoveFromConflict specifying the subscription version TN or subscription version ID of the subscription version in conflict.



2. If the request is valid, the NPAC SMS will set the status to “pending”.
The request will be denied and an error returned if the subscriptionOldSP-Authorization was set to conflict by the old service provider and the conflict restriction window has not expired.  The request will also be denied and an error returned if the subscriptionOldSP-Authorization was set to conflict by the old service provider with cause code values of 50 or 51, regardless of the conflict restriction window.


GDMO



Behavior text changes to indicate that an error will be returned to the New Service Provider for an SV with a Cause Code of 50 or 51, when an attempt is made to remove the conflict.



Behavior text changes to indicate that only the Old Service Provider can change the status of an SV that is in conflct, when the Cause Code values are either 50 or 51  This is accomplished via a modify-pending request.



subscriptionVersionRemoveFromConflictBehavior BEHAVIOUR



    DEFINED AS !



      When a Subscription Version is in a “Conflict” status , with Cause Code values of 50 or 51, then only the Old Service Provider can send a RemoveFromConflict Action  to the NPAC to change from a “Conflict” status back to a “Pending” status.  The NPAC verifies that the Old Service Provider is sending the modify message to the NPAC (otherwise return an error).



ASN.1



No change required.



Origination Date:  4/12/02



Originator:  NeuStar


Change Order Number:  NANC 351


Description:  Recovery Enhancements – SWIM Recovery



Cumulative SP Priority, Weighted Average:  1, (5.67)



Functional Backwards Compatible:  YES



IMPACT/CHANGE ASSESSMENT



			FRS


			IIS


			GDMO


			ASN.1


			NPAC


			SOA


			LSMS





			Y


			Y


			Y


			Y


			High


			High


			High








Business Need:



The NPAC SMS and Service Provider SOA/LSMS exchange messages and a response is required for each message.  The current NPAC architecture requires a response to every message within a 15-minute window, or the requestor will abort the association.



If a Service Provider fails to respond to an NPAC message, the NPAC aborts that specific association and the Service Provider must re-associate in recovery mode, request a “best guess” time range of missed messages from the NPAC, receive and process all missed messages, then start processing in normal mode until they are totally caught up with the backlog of messages.



One problem of the current “best guess” approach is the trial-and-error recovery processing that a Service Provider must perform in certain circumstances (e.g., when there is too much data to send in a response to a single request).  This can create unnecessary workload on both the NPAC and the Service Provider.



A better method is to implement the “Send What I Missed” approach (SWIM).  Service Providers can optionally use this new message to perform the recovery function.  This improves the efficiency of recovery processing for the NPAC and Service Providers because guesswork is eliminated.



Description of Change:



Create a new process that incorporates the ability for a Service Provider to request that the NPAC send missed messages.  In order to accomplish this, the NPAC will need to keep track of messages that were both “not sent” and “not responded to” from the NPAC to the SOA/LSMS.



The behavior of the “Send What I Missed” message (SWIM), which will be initiated by a SOA/LSMS, is the same as the current recovery process (i.e., request from the SP, response from the NPAC includes the recoverable data).  The implementation would use the existing recovery message, and incorporate a new attribute (SWIM, to go along with time range).  When this is received, the NPAC would send back a SWIM Response, which contains the missed messages.  With the new SWIM attribute, the NPAC would use the same Blocking Factor tunables as used in 187-Linked Replies in order to send data to the SOA/LSMS in “chunks”.



Major points/processing flow/high-level requirements:



1) This recovery enhancement will use the current recovery process and ASN.1 definitions.  Any exceptions will be noted.



2) This recovery enhancement will implement a new download criteria/parameter in the current recovery ACTION messages (lnpDownload, lnpNotificationRecovery).  Both of these are optional functionality.



a) Add a new Send What I Missed criteria (SWIM).  This new criteria is initiated by a recovering SOA/LSMS, and allows for the recovery of network, subscription, number pool block, and notification data.  The NPAC will reply back to the originating SOA/LSMS with the missed data, by using linked replies.  This message can only be sent when the SOA/LSMS is in recovery.



b)  The recovering SP will be required to submit SWIM requests for the different types of data, e.g., SWIM for network data, then SWIM for SV data, then SWIM for notification data.



c) An action ID will be added.  This will be generated by the NPAC and sent in the SWIM response linked replies for each data type.  Upon completion of each type of data, the requesting SOA/LSMS will respond back with the action ID (for each type of data, using an ACTION with the action ID corresponding to the request for that data type).  Upon receipt, the NPAC will remove the SP from the failed list and the “missed” list.
May ’03 – Action ID is an optional attribute in the linked replies.  When used in SWIM recovery, it will be sent in the last message with data for that data type (then followed by an empty reply).  A separate M-EVENT-REPORT will be sent back by the SP with the Action ID for that data type to indicate the replies were successfully processed.  This is similar to the current behavior for range activates.



3) No reports are required for this recovery enhancement.



4) NPAC regional tunables.



a) For SWIM requests, the existing 187 Blocking Factor and Maximum tunables will be used by the requesting SOA/LSMS.



b) A new “SWIM Maximum” tunable will be added that will allow a larger number of missed messages than the current 187 Maximum.  However, these will need to be recovered in separate requests.  A new M&P will be added to inform an SP when they reach 80% (tunable value) of this SWIM Maximum.
May ’03 – In the scenario where a SOA/LSMS reaches the maximum (“crit-too-large” msg), the NPAC would clear out the list, and set some indicator that they can’t recover using this mechanism anymore.  Additionally, have functionality to be able to reset the collection mechanism, and start capturing missed messages again.
Move this to regular working group.
Next month start on reqs for fleshing out the mechanism to drill down into this.


c) A new “continuation” indicator will be added to the 187 functionality to inform the requesting SOA/LSMS that they exceeded the 187 maximums and need to perform an additional request(s).



5) A new SP profile flag is added to define whether or not an SP supports the SWIM message set.  Once the flag is set to TRUE, history data will be stored that allows for the implementation of SWIM.


6) Service Providers can continue to use the existing recovery mechanism/messages (lnpDownload, lnpNotificationRecovery) to recover missed data between the SOA/LSMS and the NPAC, using the current Time Range or TN Range criteria.



The NPAC will keep track of messages destined for a SOA/LSMS that were NOT successfully responded to by the SOA/LSMS, once the SP Profile Flag is set to TRUE, and as long as it remains TRUE.  If modified from TRUE to FALSE, the NPAC will no longer maintain a “missed messages” list for that SOA/LSMS.



7) SOA/LSMS associates to the NPAC and uses SWIM criteria.  The NPAC:



a) Determines the messages missed by the requesting SOA/LSMS



b) Uses SP Profile flags for ranges, notification types, EDR



c) Applies appropriate NPA-NXX filters



d) Packages up and sends the maximum data given the different variables and tunable settings (NPAC SWIM Response to SOA/LSMS Recovery Request message).  The recovering SOA/LSMS processes each SWIM Response message (separate messages by type of data, and possibly multiple messages for any given type of data).  This process continues until all missed data has been sent to the requesting SOA/LSMS.



e) Updates status/failed SP list, and sends notifications to SOAs



8) Upon completion of recovery, SOA/LSMS sends an lnpRecoveryComplete message (current functionality) indicating the end of the missed data.  At this point in time, processing between SOA/LSMS and NPAC continues in normal mode.



9) If implemented in conjunction with or after NANC 352 (Recovery of SPID), then that functionality will also be included in this change order.



Requirements:



Modify section 1.2.13 Recovery Functionality to incorporate SWIM functionality.



New Requirements:



Req 1 – SWIM Recovery Tracking


NPAC SMS shall provide functionality that tracks messages not sent to, and acknowledged by, a Service Provider SOA/LSMS for SWIM Recovery purposes.



Req 2 – Service Provider SWIM Recovery Indicator



NPAC SMS shall provide a Service Provider SWIM Recovery Indicator tunable parameter which defines whether a SOA supports SWIM recovery.



Req 3 – Service Provider SWIM Recovery Indicator Default



NPAC SMS shall default the Service Provider SWIM Recovery Indicator tunable parameter to FALSE.



Req 4 – Service Provider SWIM Recovery Indicator Modification



NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the Service Provider SWIM Recovery Indicator tunable parameter.



Req 5 – SWIM Maximum Tunable


NPAC SMS shall provide a SWIM Maximum tunable parameter which is defined as the maximum number of messages that will be stored by the NPAC for Service Providers that support SWIM recovery.



Req 6 – SWIM Maximum Tunable Default


NPAC SMS shall default the SWIM Maximum tunable parameter to 50,000.



Req 7 – SWIM Maximum Tunable Modification


NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the SWIM Maximum tunable parameter.



Add new tunable to Appendix C.
   Name = SWIM Maximum
   Default Value = 50,000
   Units = Objects
   Valid Range = 10,000-100,000.



IIS



Modify section 5.3.4 Recovery to incorporate SWIM functionality.  Add the behavior description listed in this change order (Major points/processing flows/high-level requirements).


GDMO



subscriptionVersionLocalSMS-ActionResults NOTIFICATION is used by the SOA/LSMS response of the SWIM data. 



lnpDownloadBehavior BEHAVIOUR



    DEFINED AS !



           Downloading data using the SWIM criteria



            A Service Provider might request that the NPAC send missed messages.  In order to accomplish this, the NPAC keeps track of messages that were “not sent” and/or “not responded to” from the NPAC to the SOA/LSMS.



The behavior of the “Send What I Missed” message (SWIM), which will be initiated by a SOA/LSMS, is the same as the current recovery process (i.e., request from the SP, response from the NPAC includes the recoverable data).  The implementation uses the existing download message, and incorporate a new SwimDownloadCriteria in the DownloadAction ASN.1 structure..  When this is received, the NPAC sends back a SWIM Response, which contains the missed messages.  With the new SWIM criteria, the NPAC uses the same Blocking Factor tunables as used in 187-Linked Replies in order to send data to the SOA/LSMS in “chunks”.  Therefore, in order to utilize SWIM, a SOA/LSMS must also support linked replies.



An action ID is added in the SWIM responses that are generated by the NPAC and sent in the SWIM response linked replies.  Upon receiving the empty ACTION response, the requesting SOA/LSMS must respond back with the action ID  by sending a separate M-EVENT-REPORT for each type of data. Upon receipt, the NPAC removes the SP from the failed list and the “missed” list.  This is similar to the current behavior for range activates.


!;



lnpNotificationRecoveryBehavior BEHAVIOUR



    DEFINED AS !



           Recovery of Notifications Using The SWIM criteria



            A Service Provider might request that the NPAC send missed notifications.  In order to accomplish this, the NPAC keeps track of notifications that were both “not sent” and “not responded to” from the NPAC to the SOA/LSMS.



The behavior of the “Send What I Missed” message (SWIM), which will be initiated by a SOA/LSMS, is the same as the current recovery process (i.e., request from the SP, response from the NPAC includes the recoverable data).  The implementation uses the existing recovery message, and incorporates a new SWIM option to go along with TimeRange for the recovery of missed notifications).  When the SWIM option is used the time values are not used by NPAC to select the notifications. 



When the SWIM request is received, the NPAC sends back a SWIM Response, which contains the missed notifications.  With the new SWIM parameter, the NPAC uses the same Blocking Factor tunables as used in 187-Linked Replies in order to send data to the SOA/LSMS in “chunks”.  Therefore, in order to utilize SWIM, a SOA/LSMS must also support linked replies.



In order to continue using the existing notification recovery reply functionality, the SP needs to provide a “time range”.  The sequence should include a startTime and stopTime, as well as the new SWIM indicator.  The startTime and stopTime will be ignored.


An action ID is added in the SWIM responses that are generated by the NPAC and sent in the SWIM response linked replies.  Upon receiving the empty ACTION response, the requesting SOA/LSMS must respond back with the action ID .



A separate M-EVENT-REPORT is sent back by the SP with the Action ID to indicate the replies were successfully processed.  This is similar to the current behavior for range activates by LSMS. Upon receipt, the NPAC removes the SP from the “missed” list.




!



ASN.1



DownloadAction ::= CHOICE {



    subscriber-download [0] EXPLICIT SubscriptionDownloadCriteria,



    network-download [1] NetworkDownloadCriteria,



    block-download [2] BlockDownloadCriteria,



    swim-download [3] SwimDownloadCriteria


}



SwimDownloadCriteria ::= CHOICE {



    subscriber-download [0] NULL



    network-download [1] NULL,



    block-download [2] NULL



}


TimeRange ::= SEQUENCE {



    startTime [0] GeneralizedTime,



    stopTime [1] GeneralizedTime,



     swim [2] NULL OPTIONAL


}



NetworkNotificationRecoveryReply ::= SEQUENCE {



    status ENUMERATED {



        success (0),



        failed (1),



        time-range-invalid (2),



        criteria-to-large (3),



        no-data-selected (4),



         swim_more_data (5)


    },



         system-choice CHOICE {



             -- no changes needed



         },



         actionId  [0] INTEGER OPTIONAL


}



DownloadReply ::= SEQUENCE {



    status ENUMERATED {



        success (0),



        failed (1),



        time-range-invalid (2),



        criteria-to-large (3),



        no-data-selected (4),



        swim_more_data (5)


    },



    downloaddata CHOICE {



        subscriber-data [0] SubscriptionDownloadData,



        network-data [1] NetworkDownloadData,



        block-data [2] BlockDownloadData



    } OPTIONAL,



               actionId  [0] INTEGER OPTIONAL


}


Origination Date:  10/18/02



Originator:  NeuStar


Change Order Number:  NANC 368


Description:  Out-Bound Flow Control



Cumulative SP Priority, Weighted Average:  2, (7.25)



Functional Backwards Compatible:  YES



IMPACT/CHANGE ASSESSMENT



			FRS


			IIS


			GDMO


			ASN.1


			NPAC


			SOA


			LSMS





			Y


			Y


			


			


			Low


			Med-High


			Med-High








Business Need:



During the Oct ’02 LNPAWG meeting, a discussion took place surrounding out-bound flow control, and the merits of changing the flow control of messages from the receiving end to the sending end.  The current implementation of flow control between the NPAC and SOA/LSMS systems is completely determined by the receiving end of the CMIP connection.  This approach works, but it allows the large buffers between the sender and the receiver to act as a queue when the receiver can’t keep up with the sender.  These buffers allow for, in some cases, hundreds of messages to be backed up between the sender and the receiver before the sender gets a congestion indication.  In some cases, the queue that builds up cannot be processed in 5 minutes, thereby causing departure times to expire and the association to be aborted.



Another negative impact of the current flow control approach is the lack of ability to correctly prioritize outbound messages.   In the LNP systems, the sender, not the OSI stack, manages the priority that is assigned to a message.  Once a large backlog of low priority messages is built up, any subsequent high priority message must wait for all those messages ahead of it in the queue.  If the sender carefully manages the outbound queue, then high priority messages won’t have to wait as long to be sent by the receiving system.



Refer to the Oct ’02 LNPAWG meeting minutes for a full recap of the discussion items regarding this topic.



Description of Change:



By implementing out-bound flow control on the sender system, the various buffers in the OSI stack would not fill up as done currently.  It would be the sender’s responsibility to detect that (n) number of messages have been sent without receiving a response.  In this case, the sender should stop sending until the number of non-responsive messages drops below a threshold (t).  If implemented on both ends (NPAC and SP), out-bound flow control would prevent congestion because neither side would fill the buffers between the 2 systems.


The following is the expected behavior of the sending system in an Out-Bound Flow Control condition:



· Stop sending new requests.



· Continue sending responses.


Oct ’02 LNPAWG, out-bound flow control could be implemented at the NPAC without impacting Service Provider systems.  Service Providers are not required to implement this feature concurrently with NPAC.



Nov ‘02 LNPAWG, Out-bound Flow Control would be set up for every connection to the NPAC.  Message processing speed and message prioritization for each SP is independent of other SPs (just like today, where one slow SP doesn't mean others are directly affected), regardless of each SP's setting.  Move to accepted.  Start working on detailed requirements.



Feb ’03 APT Meeting, need to consider how the implementation of Out-bound Flow Control would affect SLRs 2, 3, 4, and 5.



Major points/processing flows/high-level requirements:



1. Flow Control will be implemented on the NPAC side of the CMIP interface.  It is an optional implementation by the SOA/LSMS.



2. The implementation of Flow Control by the sending system is independent of any implementation by the receiving system.  However, there is a clear benefit to having both sides implement this functionality.


3. Flow Control is applicable on a per association basis.


4. Flow Control activity and behavior applies to both normal mode and recovery mode.



5. Flow Control activity is applicable for the following types of data:  SP, network, NPB, SV, notification.



6. No reports are required for Flow Control.



7. NPAC tunables for Flow Control include:



a. Flow Control Upper Threshold Tunable, unit = messages, range = 50-500, default = 100, definition = Number of non-responsive messages sent to a SOA/LSMS before Flow Control is invoked, on a per association basis.



b. Flow Control Lower Threshold Tunable, unit = messages, range = 1-500, default = 10, definition = Number of non-responsive messages sent to a SOA/LSMS that is in a Flow Control state before normal processing is resumed, on a per association basis.



8. The NPAC sends messages to the associated SOA/LSMS.



a. Under normal conditions where the SOA/LSMS is able to keep up with the NPAC, Flow Control is not encountered.



b. Under some load conditions, the SOA/LSMS is not able to keep up with the messages sent from the NPAC.  In this situation, Flow Control is encountered.



i. NPAC implements a real-time flag indicating whether a SOA/LSMS is in a Flow Control state.



ii. When getting ready to send a request to a SOA/LSMS, NPAC checks this flag to determine if it’s OK to send this message.



1. If the flag is false, the message is sent.



2. If the flag is true, the message is held/queued.



9. For a SOA/LSMS that is currently in a normal state (not in Flow Control), the NPAC monitors the number of outstanding non-responsive messages sent to that SOA/LSMS.



a. If the number of outstanding non-responsive messages is equal to the Flow Control Upper Threshold, the NPAC sends the current message it is handling, and sets the Flow Control flag to true.  Since the check is performed on a per message basis, the Upper Threshold number will not be exceeded, just equaled.



b. If the number of outstanding non-responsive messages is less than the Flow Control Upper Threshold, NPAC sends the current message it is handling, and continues with normal processing.



10. For a SOA/LSMS that is currently in a Flow Control state, the NPAC monitors the number of outstanding non-responsive messages sent to that SOA/LSMS.



a. If the number of outstanding non-responsive messages is greater than the Flow Control Lower Threshold, no action is taken.



b. If the number of outstanding non-responsive messages is less than or equal to the Flow Control Lower Threshold, the NPAC resumes sending messages (whether queued or normal).



11. A SOA/LSMS that is in a Flow Control state will have outstanding non-responsive messages.



a. For all outstanding non-responsive messages that were sent, NPAC response timers and abort behavior will apply.



For all messages not sent but held because the Flow Control flag is set to true, NPAC response timers and abort behavior will NOT apply.



12. 


a. 


b. 


May ’03 – FIFO of messages remains the same. (within priority groups)



Requirements:



Req 1 – Out-Bound Flow Control Upper Threshold Tunable



NPAC SMS shall provide an Out-Bound Flow Control Upper Threshold tunable parameter which is defined as the number of non-responsive messages sent to a SOA/LSMS before Out-Bound Flow Control is invoked, on a per association basis.



Req 2 – Out-Bound Flow Control Upper Threshold Tunable Default



NPAC SMS shall default the Out-Bound Flow Control Upper Threshold tunable parameter to 100 messages.



Req 3 – Out-Bound Flow Control Upper Threshold Tunable Modification



NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the Out-Bound Flow Control Upper Threshold tunable parameter.



Req 4 – Out-Bound Flow Control Lower Threshold Tunable



NPAC SMS shall provide an Out-Bound Flow Control Lower Threshold tunable parameter which is defined as the number of non-responsive messages sent to a SOA/LSMS that is in a Flow Control state before normal processing is resumed, on a per association basis.



Req 5 – Out-Bound Flow Control Lower Threshold Tunable Default



NPAC SMS shall default the Out-Bound Flow Control Lower Threshold tunable parameter to 10 messages.



Req 6 – Out-Bound Flow Control Lower Threshold Tunable Modification



NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the Out-Bound Flow Control Lower Threshold tunable parameter.



Add new tunables to Appendix C.
   Name = Out-Bound Flow Control Upper Threshold Tunable
   Default Value = 100
   Units = Messages
   Valid Range = 50-500.



   Name = Out-Bound Flow Control Lower Threshold Tunable
   Default Value = 10
   Units = Messages
   Valid Range = 1-500.



IIS



None.  This change order does not impact interface messaging, just documentation behavior.



Other IIS Updates.



The behavior description listed in this change order (Major points/processing flows/high-level requirements ), will be added to the IIS Part I, Chapter 5 – Secure Association Establishment, within sub-section 5.4 – Congestion Handling, new section 5.4.x – Out-bound Flow Control.



GDMO



No Change Required



ASN.1



No Change Required



Origination Date:  9/17/03



Originator:  Nextel


Change Order Number:  NANC 388


Description:  Un-do a “Cancel-Pending” SV



Cumulative SP Priority, Weighted Average:  3, (7.45)



Functional Backwards Compatible:  NO



IMPACT/CHANGE ASSESSMENT



			FRS


			IIS


			GDMO


			ASN.1


			NPAC


			SOA


			LSMS





			Y


			Y


			Y


			Y


			Low


			Low-Med


			N/A








Business Need:



Currently there are no requirements in the NPAC that allow a Subscription Version (SV) to be manually changed from “Cancel Pending” status to “Pending” status.  Without any “un-do” functionality, both Service Providers (SPs) must wait for the Cancellation-Initial Concurrence Window and the Cancellation-Final Concurrence Window to expire (nine hours each), let the SV go to Conflict, and then resolve the Conflict or wait for the Conflict Restriction timer (six hours) to expire in order for it to return to “Pending” (when the Cancel Request was initiated by the Old SP).  Alternatively, both SPs could send in cancel requests to the NPAC, at which point the SV would immediately go to “Canceled”, then they could initiate the porting process again.



The current NPAC functionality for a concurred port (where both SPs have sent in Create Requests and the SV is in “Pending” status), then one of the two SPs has sent in a Cancel Request (SV is now in “Cancel Pending” status) is as follows:



1. The New SP initiates the Cancel.  The Old SP concurs with the Cancellation-Initial or the Cancellation-Final Concurrence Requests.  The status will be changed to “Canceled” upon receipt of the cancel concurrence.  Both SPs would have to re-initiate the porting process for this TN.



2. The New SP initiates the Cancel.  The Old SP does not concur with the Cancellation-Initial or the Cancellation-Final Concurrence Requests, the status will be changed to “Canceled” at the expiration of the Final Concurrence expiration.  Both SPs would have to re-initiate the porting process for this TN.



3. The Old SP initiates the Cancel.  The New SP concurs with the Cancellation-Initial or the Cancellation-Final Concurrence Requests.  The status will be changed to “Canceled” upon receipt of the cancel concurrence.  Both SPs would have to re-initiate the porting process for this TN.



4. The Old SP initiates the Cancel.  The New SP does not concur with the Cancellation-Initial or the Cancellation-Final Concurrence Requests, the status will be changed to “Conflict” at the expiration of the Final Concurrence expiration.  The Old SP and New SP must then resolve the conflict, or wait for the Conflict Restriction Window to expire (six hours) for the SV to be eligible to be changed back to “Pending” by the New SP.



In case #4, the porting process could continue after the expiration of the Cancellation Concurrence timers (18 hours), and either the resolution of the conflict (0-6 hours) or waiting for the Conflict timer to expire (6 hours).



Jun ’04 LNPAWG, instead of the previously documented behavior that would include a new CMIP message (retract SV cancel), the recommendation is to extend the usage of the existing modify SV message to include the ability to modify the status from cancel-pending back to pending.  Additional business rules and edits will be added to ensure that only the SP that issued the cancel request is now performing the “un-do” activity.



Description of Change:



The recommendation is for a change to the NPAC functionality, such that an SP that sent up a Cancel Request in error, could “un-do” the request by sending a “retract cancel request” message using a Subscription Version Modify Action to the NPAC.



This message would allow the SV to change from a “Cancel Pending” status back to a “Pending” status.  The NPAC would verify that the SP sending the “retract cancel request” message to the NPAC is the same SP that initiated the Cancel Request (otherwise return an error).



There would not be any restriction on when this new message could be sent (i.e., during the 18 hour window that the SV is in Cancel Pending).



No backwards-compatibility flags needed.  The change in status (from Cancel Pending back to Pending) can be handled with the existing Status Attribute Value Change.  However, SPs should verify with their SOA vendors that an SAVC that is updating a Cancel Pending SV to a Pending SV will not be rejected.



In order to use this new functionality, an SP would need to implement a change in their SOA.



Nov ’03 LNPAWG, discussion:


Explained the current functionality, and provided an overview of the desired change.  Vendor action item will be in the LNPAWG action items list.  We will also investigate and discuss the question on the status change after a second cancel request from the Old SP.



Jun ’04 LNPAWG, additional business rules and edits will be added to ensure that only the SP that issued the cancel request is now performing the “un-do” activity using the existing modify SV message.



Major points/processing flow/high-level requirements:



1. An SV is in cancel-pending status.


2. The Service Provider that issued the cancel message to the NPAC, requests the NPAC to “un-do” the cancel request:


a. The Service Provider sends a Subscription Version Modify Action message to the NPAC for an SV in a cancel-pending state.



b. The NPAC validates the message is from the Service Provider that issued the cancel request.



i. If yes, continue.



ii. If no, return an error to the requesting Service Provider, and exit the process.



3. The NPAC changes the status of the SV to pending.



4. The NPAC sends a Status Attribute Value Change notification to the involved Service Providers:



a. New Service Provider receives Status Attribute Value Change notification updating the status to pending.



b. Old Service Provider receives Status Attribute Value Change notification updating the status to pending.



Requirements:



1. Req 1 – Un-Do a Cancel-Pending Subscription Version – Notification
NPAC SMS shall inform both Old and New Service Providers when the status of a Subscription Version is set from cancel-pending back to pending for an Inter-Service Provider port.



2. Req 2 – Un-Do a Cancel-Pending Subscription Version – Notification Data
NPAC SMS shall receive the following data from a requesting Service Provider to identify a Subscription Version to have a cancel request retracted:



a. Ported TN (or a specified range of numbers)



b. Subscription Version ID



c. Version Status (if TN or TN range is specified, should be cancel-pending).


d. New Version Status (can be only pending)


3. Req 3 – Un-Do a Cancel-Pending Subscription Version – Status Error
NPAC SMS shall send an appropriate error message to the originating user if the status is not cancel-pending.



4. Req 4 – Un-Do a Cancel-Pending Subscription Version – SP Error
NPAC SMS shall send an appropriate error message to the originating user if the originating user is neither the New nor the Old Service Provider in the existing Subscription Version upon Subscription Version cancellation retraction.



5. Req 5 – Un-Do a Cancel-Pending Subscription Version – Timestamp
NPAC SMS shall set the Subscription Version cancellation retraction date and time to current upon setting the Subscription Version status back to pending.



6. Req 6 – Un-Do a Cancel-Pending Subscription Version – Missing Create Error
NPAC SMS shall return an error if a Service Provider sends a cancellation retraction for a subscription version that has not been created by that Service Provider.



7. Req 7 – Un-Do a Cancel-Pending Subscription Version – Missing Cancel Error
NPAC SMS shall return an error if a Service Provider sends a cancellation retraction for a subscription version that has not been cancelled by that Service Provider.



8. Req 8 – Un-Do a Cancel-Pending Subscription Version – Status Change
NPAC SMS shall set the subscription version status to Pending upon receiving a cancellation retraction from either the Old or New Service Provider for a subscription version with a cancel-pending status (both Service Providers have done a create) for an Inter-Service Provider or Port to original port.



SV Status Change Diagram:



Change the diagram to add an arrow from Cancel-Pending to Pending.  Update table to describe this new arrow.


IIS



No Change Required



GDMO



subscriptionVersionModifyBehavior BEHAVIOUR



    DEFINED AS !



      An SP that sent up a Cancel Request in error, could “un-do” the request by sending a “retract cancel request” message using a Subscription Version Modify Action  to the NPAC.



This message allows the SV to change from a “Cancel-Pending” status back to a “Pending” status.  The NPAC verifies that the SP sending the “retract cancel request” message to the NPAC is the same SP that initiated the Cancel Request (otherwise return an error).



There is not any restriction on when this new message could be sent (i.e., during the 18 hour window that the SV is in Cancel-Pending).


!;



ASN.1



SubscriptionModifyData ::= SEQUENCE {



    subscription-lrn [0] LRN OPTIONAL,



    subscription-new-sp-due-date [1] GeneralizedTime OPTIONAL,



    subscription-old-sp-due-date [2] GeneralizedTime OPTIONAL,



    subscription-old-sp-authorization [3] ServiceProvAuthorization OPTIONAL,



    subscription-class-dpc [4] EXPLICIT DPC OPTIONAL,



    subscription-class-ssn [5] EXPLICIT SSN OPTIONAL,



    subscription-lidb-dpc [6] EXPLICIT DPC OPTIONAL,



    subscription-lidb-ssn [7] EXPLICIT SSN OPTIONAL,



    subscription-isvm-dpc [8] EXPLICIT DPC OPTIONAL,



    subscription-isvm-ssn [9] EXPLICIT SSN OPTIONAL,



    subscription-cnam-dpc [10] EXPLICIT DPC OPTIONAL,



    subscription-cnam-ssn [11] EXPLICIT SSN OPTIONAL,



    subscription-end-user-location-value [12] EndUserLocationValue OPTIONAL,



    subscription-end-user-location-type [13] EndUserLocationType OPTIONAL,



    subscription-billing-id [14] BillingId OPTIONAL,



    subscription-status-change-cause-code [15]



        SubscriptionStatusChangeCauseCode OPTIONAL,



    subscription-wsmsc-dpc [16] EXPLICIT DPC OPTIONAL,



    subscription-wsmsc-ssn [17] EXPLICIT SSN OPTIONAL,



    subscription-customer-disconnect-date [18] GeneralizedTime OPTIONAL,



    subscription-effective-release-date [19] GeneralizedTime OPTIONAL,



     new-version-status [20] VersionStatus OPTIONAL


}



SubscriptionModifyInvalidData ::= CHOICE {



    subscription-lrn [0] EXPLICIT LRN,



    subscription-new-sp-due-date [1] EXPLICIT GeneralizedTime,



    subscription-old-sp-due-date [2] EXPLICIT GeneralizedTime,



    subscription-old-sp-authorization [3] EXPLICIT ServiceProvAuthorization,



    subscription-class-dpc [4] EXPLICIT DPC,



    subscription-class-ssn [5] EXPLICIT SSN,



    subscription-lidb-dpc [6] EXPLICIT DPC,



    subscription-lidb-ssn [7] EXPLICIT SSN,



    subscription-isvm-dpc [8] EXPLICIT DPC,



    subscription-isvm-ssn [9] EXPLICIT SSN,



    subscription-cnam-dpc [10] EXPLICIT DPC,



    subscription-cnam-ssn [11] EXPLICIT SSN,



    subscription-end-user-location-value [12] EXPLICIT EndUserLocationValue,



    subscription-end-user-location-type [13] EXPLICIT EndUserLocationType,



    subscription-billing-id [14] EXPLICIT BillingId,



    subscription-status-change-cause-code [15]



          EXPLICIT SubscriptionStatusChangeCauseCode,



    subscription-wsmsc-dpc [16] EXPLICIT DPC,



    subscription-wsmsc-ssn [17] EXPLICIT SSN,



    subscription-customer-disconnect-date [18] EXPLICIT GeneralizedTime,



    subscription-effective-release-date [19] EXPLICIT GeneralizedTime,



    new-version-status [20] EXPLICIT VersionStatus


}



Origination Date:  3/6/02



Originator:  NeuStar


Change Order Number:  NANC 347/350


Description:  CMIP Interface Enhancements – abort behavior



Cumulative SP Priority, Weighted Average:  4, (7.50)



Functional Backwards Compatible:  YES



IMPACT/CHANGE ASSESSMENT



			FRS


			IIS


			GDMO
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			NPAC


			SOA


			LSMS





			Y
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Business Need:



Note:  During the Nov ‘02 LNPAWG meeting, it was decided by the industry to consolidate NANC 347 and 350 into a single change order that would capture abort behavior.  All parties will also consider how these changes relate to the elimination of aborts (all or just time-related) and out-bound flow control.  The expectation is that Service Providers would implement similar abort processes/procedures on their systems, such that “sender” and “receiver” can be used to indicate either NPAC or SOA/LSMS for abort behavior.



15 minute abort behavior.



The NPAC SMS and Service Provider SOA/LSMS exchange messages and a response is required for each message.  The current NPAC architecture requires a response to every message within a 15-minute window, or the requestor will abort the association.



If a Service Provider fails to respond to an NPAC message, the NPAC aborts that specific association and the Service Provider must re-associate in recovery mode, request, receive and process all missed messages, then start processing in normal mode until they are totally caught up with any backlog of messages.  During the recovery timeframe, the NPAC must “hold” all messages destined for that Service Provider, and only send them once the Service Provider has completed the recovery process.  This only further delays the desired processing of messages by both the NPAC and the Service Provider.  Additionally, any SV operations except range activate will remain in a sending status until the Service Provider has completed recovery.



With the current NPAC implementation based on the requirements, especially during periods of high demand with large porting activity, a Service Provider that falls more than 15 minutes behind will get aborted by the NPAC, thus exacerbating the problem of timely processing of messages.  This occurs even though that Service Provider is still processing messages from the NPAC, albeit more than 15 minutes later.



With this change order, the audit behavior in the 15-minute window of the NPAC would not adversely impact a Service Provider that falls behind, but is still processing messages.



The business need for efficient transmission of messages will only increase as porting volumes increase.



60 minute abort behavior.



With the changes described above, the audit behavior in the 60 minute window of the NPAC would allow a Service Provider to fall behind, but put a cap on how far behind (i.e., 60 minutes).  This enhancement could assist a Service Provider in the area of timeliness of updating network data due to a lessening of aborts, customer service, and fewer audits for troubleshooting purposes.



Description of Change:



15 minute abort behavior.



Change the 15-minute abort timer (tunable by region, defaulted to 15 minutes) to “credit” the Service Provider for responding to some traffic, even if they don’t respond to a specific message within the 15-minute window.



1. This would allow Service Providers that have fallen behind to keep processing the backlog, instead of getting aborted and having to re-associate to the NPAC in recovery mode, which in turn increases workload for both the NPAC and the Service Provider.




2. If the Service Provider fails to respond to ANY of the outstanding message during that 15-minute window, the NPAC would abort the association as is currently done (i.e., at the end of the 15 minute window).



3. If the SP were responding to messages at a slower pace, the NPAC using new timers, would “roll-up” the downloaded data (e.g., SV activate to LSMS with a slow SP) at the end of 15 minutes, to obtain closure on this porting activity.  In this example, the SV would be in partial-failure status, and a notification would be sent to both the activating SOA and old SOA.  The new timer allows the NPAC to separate association abort/monitoring and event completion.


This change applies to a single SV broadcast.  The flow for SV ranges is a response to the range event (M-EVENT-REPORT response) within 60 minutes (same as today).



60 minute abort behavior.



Create a new “60” minute window (tunable by region, defaulted to 60 minutes).  Use this new window the same way that the 15-minute window is used in Release 3.1 (i.e., abort the association for a lack of a response to an individual message from the NPAC).



1. This would allow Service Providers that have fallen behind to keep processing the backlog, instead of getting aborted and having to re-associate to the NPAC in recovery mode, but would put a limit on the amount of time allotted for slower Service Providers.



2. If the Service Provider fails to respond to a given outstanding message during that new 60-minute window, the NPAC would abort the association.  So with this change the Service Provider gets an additional 45 minutes to respond beyond the current 15-minute window.



The logic representation is shown below:
IF the slow Service Provider responds to this message within 60 minutes:
          NPAC updates the appropriate data
          NPAC sends appropriate notification to the SOAs
          (in an example of a partial failure activate request, the SV would go from
            PF to active status and the Service Provider would be removed from
            the failed list)
ELSE,
          NPAC aborts the association
          the Service Provider must re-associate to the NPAC
          the Service Provider goes through recovery processing.




This change applies to both single and range SV broadcasts.  The SP will have 60 minutes to respond to the LSMS download message from NPAC, and in the case of an ACTION, the response to the event (M-EVENT-REPORT response) as well, or rollup at the NPAC will occur.  This new timer will separate the activities, but they will both be defaulted to 60 minutes.



Major points/processing flow/high-level requirements:



1. The NPAC exchanges messages with the SOA/LSMS.  For every request from the NPAC, a response is required from the SOA/LSMS.


2. A SOA/LSMS that fails to respond to a message is subject to Abort Processing Behavior (APB).


3. A new Roll-Up Activity Timer (RAT) allows for the separation between the completion of events and association abort/monitoring.  There will be separate timers for single SV broadcasts versus range broadcasts.


4. APB applies to normal mode, not recovery mode.


5. RAT applies to both normal mode and recovery mode.


6. APB is applicable for the following types of data: SP, network, NPB, SV, notification.


7. No reports are required for APB.


8. NPAC tunables for APB allow for the separation between the completion of events and association abort/monitoring.  Separate timers apply to singles versus ranges.



a. RAT tunable for SV singles, unit = minutes, range = 5-60, default = 15, definition = Number of minutes before roll-up activity is initiated for an event involving a single SV.



b. RAT tunable for SV ranges, unit = minutes, range = 5-60, default = 60, definition = Number of minutes before roll-up activity is initiated for an event involving a range of SVs.



c. APB Upper Threshold Tunable, unit = minutes, range = 10-1440, default = 60, definition = Number of minutes before an NPAC abort will occur for a SOA/LSMS that has at least one outstanding message with a delta between the origination time and the current time that is equal to or greater than the tunable window, regardless of whether the SOA/LSMS has incurred any other activity (request or response).



9. No SP specific tunables are required for APB or RAT.



10. SV broadcast information from NPAC to LSMS.



a. For a single SV broadcast:



i. The existing retry functionality applies.  This is designed to perform existing retry behavior, and to provide the initial check for invoking an association abort of the LSMS.  At the completion of the “X by Y” window, a failure to either initiate a request, or respond to any outstanding messages, results in an abort.



ii. The single SV RAT Tunable applies.  This is designed to capture roll-up activity.



iii. The Upper Threshold Tunable applies.  This will provide the secondary check for invoking an association abort of the LSMS.



b. For a range SV broadcast:



i. The existing retry functionality applies.  This is designed to perform existing retry behavior, as abort processing does NOT apply because the LSMS has 15 minutes to respond to the LSMS download message from the NPAC, and in the case of an ACTION, the response to the event (M-EVENT-REPORT response) within 60 minutes as well.  Therefore, range activate broadcasts will only perform abort behavior checks based on the Upper Threshold window. The response to the download message (confirmed mode) from the NPAC will still be required.



ii. The range SV RAT Tunable applies.  This is designed to capture roll-up activity.



iii. The Upper Threshold Tunable applies.  This new timer will separate the activities, but it is defaulted to 60 minutes, same as the current response window for the event.  The response to the download message (confirmed mode) from the NPAC, will still be required.



11. The NPAC sends messages to the associated SOA/LSMS.  For every message sent, abort behavior is initiated, and a RAT (response timer or event timer) is started.  The initial abort timer is based on the existing retry functionality.  The RAT uses either the single SV RAT tunable value or range SV RAT tunable value based on 10a and 10b above.  The secondary abort timer is a new timer and it uses the Upper Threshold tunable window.  The NPAC allows a SOA/LSMS to fall behind in processing messages.  However, the limit is defined by this new abort timer.  The response from the SOA/LSMS is one or more of the options below, based on the tunable settings:



a. All SOAs/LSMSs responds before the end of the retry window and RAT window.



i. The NPAC expires the RAT for that event.



ii. With a successful response, the NPAC considers the responding SOA/LSMS as “successful” to the request (i.e., not on failed SP list).



b. All SOAs/LSMSs do NOT respond before the end of the retry window (i.e., end of the “X by Y” window).



i. The retry timer has expired based on the applicable retry value.



ii. If the event was for a single SV, NPAC determines if any messages/responses were received from this SOA/LSMS during the retry window.  The NPAC allows a SOA/LSMS to fall behind in processing messages.  Only in the case, where NO activity is registered during the retry window, will abort processing be invoked.



1. If at least one message/response received, processing continues.



2. If no message/response received, the SOA/LSMS association is aborted.



iii. If the event was for a range of SVs, NPAC does NOT take any action.



c. All SOAs/LSMSs do NOT respond before the end of the RAT window.



i. The RAT has expired based on the applicable value (either single or range).



ii. The NPAC performs “roll-up” activities for all messages sent to SOAs/LSMSs on this event (status is set, notifications to SOAs).



d. SOA/LSMS responds to request AFTER the expiration of the RAT window.



i. The NPAC updates status/failed SP list, and sends notifications to SOAs.



e. SOA/LSMS does NOT respond before the end of the secondary abort window.



i. The NPAC aborts the association to the SOA/LSMS.



ii. SOA/LSMS must re-associate to the NPAC.



iii. SOA/LSMS goes through recovery processing (recovery based on SOA/LSMS linked replies indicator).



iv. The NPAC updates status/failed SP list, and sends notifications to SOAs.



Requirements:



Req 1 – Roll-Up Activity-Single Tunable
NPAC SMS shall provide a Roll-Up Activity Timer – Single tunable parameter which is defined as the number of minutes before roll-up activity is initiated for an event involving a single SV.



Req 2 – Roll-Up Activity-Single Tunable Default
NPAC SMS shall default the Roll-Up Activity Timer – Single tunable parameter to 15 minutes.



Req 3 – Roll-Up Activity-Single Tunable Modification
NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the Roll-Up Activity Timer – Single tunable parameter.



Req 4 – Roll-Up Activity-Range Tunable
NPAC SMS shall provide a Roll-Up Activity Timer – Range tunable parameter which is defined as the number of minutes before roll-up activity is initiated for an event involving a range of SVs.



Req 5 – Roll-Up Activity- Range Tunable Default
NPAC SMS shall default the Roll-Up Activity Timer – Range tunable parameter to 60 minutes.



Req 6 – Roll-Up Activity- Range Tunable Modification
NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the Roll-Up Activity Timer – Range tunable parameter.



Req 7 – Abort Processing Behavior Upper Threshold Tunable
NPAC SMS shall provide an Abort Processing Behavior Upper Threshold tunable parameter which is defined as the number of minutes before an NPAC abort will occur for a SOA/LSMS that has at least one outstanding message with a delta between the origination time and the current time that is equal to or greater than the tunable window, regardless of whether the SOA/LSMS has incurred any other activity (request or response).



Req 8 – Abort Processing Behavior Upper Threshold Tunable Default
NPAC SMS shall default the Abort Processing Behavior Upper Threshold tunable parameter to 60 minutes.



Req 9 – Abort Processing Behavior Upper Threshold Tunable Modification
NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the Abort Processing Behavior Upper Threshold tunable parameter.



Add new tunables to Appendix C.
   Name = Roll-Up Activity-Single Tunable
   Default Value = 15
   Units = Minutes
   Valid Range = 1-60.



   Name = Roll-Up Activity-Range Tunable
   Default Value = 60
   Units = Minutes
   Valid Range = 1-60.



   Name = Abort Processing Behavior Upper Threshold Tunable
   Default Value = 60
   Units = Minutes
   Valid Range = 1-60.



IIS



None.  This change order does not impact interface messaging, just documentation behavior.



Other IIS Updates.



The behavior description listed in this document Major Points/processing flow/high-level requirements section above, will be added to the IIS Part I, Chapter 5 – Secure Association Establishment, new section 5.x – Abort Processing Behavior.



GDMO



No Change Required



ASN.1



No Change Required



Origination Date:  3/6/02



Originator:  NeuStar


Change Order Number:  NANC 348


Description:  BDD for Notifications



Cumulative SP Priority, Weighted Average:  5, (7.83)



Functional Backwards Compatible:  YES



IMPACT/CHANGE ASSESSMENT



			FRS


			IIS


			GDMO


			ASN.1


			NPAC


			SOA


			LSMS





			Y


			N


			N


			N


			Med


			Med


			Med








Business Need:



Service Providers use Bulk Data Download (BDD) files to recover customer, network, block, and subscription data in file format.  This occurs when automated recovery functionality is either not available or not practical (e.g., too large of time range) for the data that needs to be recovered.



The current requirements do not address BDD files for notifications.  In order to provide more complete functionality for a Service Provider to “replay” messages sent by the NPAC, the ability for the NPAC to generate a BDD file for a time range of notifications would potentially reduce operational issues and the work effort required for a Service Provider to get back in sync with the NPAC, by providing the Service Provider with all information that they would have received had they been associated with the NPAC.  Additionally, this would be needed for LTI users transitioning to a SOA, or SOA users that need to recover notifications for more than the industry-recommended timeframe of 24 hours.



With this change order, the NPAC would have the capability to generate a BDD file of notifications for a Service Provider within a certain date and time range.



Description of Change:



The NPAC would provide the functionality for NPAC Help Desk personnel to generate a BDD file of notifications for a requesting Service Provider.



Selection criteria would be any single SPID, date and time range (notification attempt timestamp), and include all types of notifications.  The sort criteria will be chronologically by date and time.



The file name will contain an indication that this is a notification file, along with the requested date and time range.  The output file would be placed in that Service Provider’s ftp site directory.



Major points/processing flow/high-level requirements:



1. The request for a BDD is originated by an SP, and follows M&P steps on contacting NPAC personnel, and providing required information.


2. The GUI allows:



a. NPAC personnel to generate a BDD for notifications for a requesting Service Provider.



b. Only time-based delta BDD files to be generated.



3. Selection criteria include requesting Service Provider, time range based on notification attempt timestamp (available data based on retention/aging interval).



4. The BDD file:



a. Contains results based on the selection criteria.



b. Sorted in date/time/notification type order.


c. Uses SP Profile flags for ranges, and notification types (at the time the notification was created).



d. Uses NPA-NXX filters (at the time the notification was created).



e. File name indicates notification file and requested date and time.



f. Uses variable length records to accommodate the various notifications that are of different lengths.



5. The results file is put in the requesting Service Provider’s FTP sub-directory.


6. The amount of historical data available for the results file will be based on housekeeping processes, and the notification purge tunable value.


Mar ’03 APT:  Other than the need to capture the variable length records, the rest of the text captures the desired functionality.



Requirements:



Req 1 –Notification BDD File Creation – NPAC SMS shall provide a mechanism that allows a Service Provider to recovery notification data in file format.



Req 2 –Notification BDD Selection Criteria Fields – NPAC SMS shall include the requesting Service Provider and a time range, as selection criteria fields for the Notification bulk data download file, via the NPAC Administrative Interface.



Req 3 –Notification BDD Required Selection Criteria – NPAC SMS shall require, as selection criteria for notification bulk data download file generation, a requesting Service Provider ID and a time range.



Req 4 –Notification BDD File Name – NPAC SMS shall provide a bulk data download file for notification data, using a file name that indicates the Notification data and requested time range.



Req 5 –Notification BDD Time Range – NPAC SMS shall use the Start Time Range entry field as an exclusive start range, and the End Time Range entry field as an inclusive end range, for Notification data that were broadcast during the specified time range, based on notification attempt timestamp.



Req 6 –Notification BDD Results – NPAC SMS shall provide a bulk data download file, based on selection criteria, that contains all Notification data in the NPAC SMS.



Req 7 –Notification BDD Sort Order – NPAC SMS shall sort the Notification bulk data download file, in ascending order based on the value for data/time/notification type.



Req 8 –Notification BDD Filters – NPAC SMS shall apply SP Profile Flags for ranges and notification type (based on the settings at the time the notification was created).



Req 9 –Notification BDD FTP Sub-Directory – NPAC SMS shall automatically put the Notification bulk data download file into the FTP sub-directory of the Service Provider, based on the SPID value of the requesting Service Provider.



Appendix E of FRS Additions:



Notifications Download File



The Notifications download block contains two records in the file, individual fields are pipe delimited, with a carriage return(CR) after each Notification record. The breaks in the lines and the parenthesized comments are solely for ease of reading and understanding.  



The “Value in Example” column in Table E-x directly correlates to the values for the first Notification in the download file example, as seen in Figure E-x.



The file name for the Notifications download file will be in the format:




Notifications.DD-MM-YYYYHHMMSS.DD-MM-YYYYHHMMSS.DD-MM-YYYYHHMMSS (The Notifications portion is the literal string " Notifications".)



The first timestamp in the filename is the time the download begins. The second and third timestamps are the beginning and ending time ranges respectively.



The Notifications file given in the example would be named:




Notifications.15-10-2004081122.12-10-2004080000.13-10-2004133022



			Explanation of the fields in the Notifications download file





			Field Number


			Field Name


			Value in Example





			1


			Service Provider Id


			1111





			2


			System Type (SOA=0, LSMS=1)


			0





			3


			Notification ID


			1





			4


			Object ID


			18





			5


			Attribute 1


			1234





			6


			Attribute 2


			303123





			7


			Attribute 3


			20040915000000





			8


			Attribute 4


			0





			9


			Attribute 5


			20040831173545





			N


			Attribute n


			








Table E- x -- Explanation of the Fields in the Notifications Download File



Figure E- x – Notification Download File Example



See table TBD for a list of all attributes in each of the notifications.


IIS



No Change Required



GDMO



No Change Required



ASN.1



No Change Required



Origination Date:  5/6/04



Originator:  LNPAWG APT


Change Order Number:  NANC 393


Description:  NPAC Performance Requirements



Cumulative SP Priority, Weighted Average:  6, (7.92)



Functional Backwards Compatible:  YES



IMPACT/CHANGE ASSESSMENT



			FRS


			IIS


			GDMO


			ASN.1


			NPAC


			SOA


			LSMS





			Y


			


			


			


			High


			Low-High


			Low-High








Business Need:



The Architecture Planning Team has been evaluating performance numbers and performance requirements, based on porting projections published in the NFG.  These projections were used along with available actual volume (top 5 SOA participation percentages, peak/offpeak volume percentages, mix of activates/modifies/disconnects, busy hour/busy day, etc.), to obtain updated performance requirements for the NPAC SMS.



The current FRS performance requirements do not fully account for sustained and peak performance requirements.  This change order will provide NPAC SMS performance requirements to account for sustained, peak, and total bandwidth numbers.



Description of Change:



The FRS performance requirements for the NPAC SMS will be updated based on numbers defined during the APT meetings.  The April 2004 minutes that capture the discussion are included below:



NPAC Forecasting Group (NFG) Traffic Model:  Total pooling and porting events projected for 2004 is 111 Million.  This is substantially lower.  Changes since the last version:



· Changed NFG WNP assumptions for subscriber data based upon CTIA data and analyst estimate.


· Changed wireless pooling forecast to 1.2M per month through end of 2004 from 800K based upon actuals from 2003.


· Changed churn rate from 50% to 35% per NFG recommendations.


· Changed % of churn requiring a port from 80% to 50%, which then ramps up by 10 percent per year (per NFG recommendation).


LSMS Throughput Sustained and Peak Requirements Discussion:  With the new Traffic Model assumptions, the projected LSMS throughput requirement reflected during the 4Q04 Busy Hour is now less than or equal to 1 message per second for each region.  However, it would be ill-advised to use 1 per second as the requirement because if all messages in the hour came in the first second, we would abort.  Using the West Coast projected data, which has the highest projection of 3479 messages in the Busy Hour, we would need to support 4 messages per second sustained to clear in 15 minutes to prevent aborting.  This equates to total bandwidth of 156 messages per second (30 LSMSs * 4.0 messages/second + 30 LSMSs * 1.2 messages per second (peak of 5.2).  The assumption still is one peak per hour.



SOA Throughput Sustained and Peak Requirements Discussion:  Previously, the group determine that the top 5 SOAs represented 67% of the total SOA messaging traffic.  The total bandwidth was calculated and multiplied by 67% to come up with a total bandwidth requirement for the top 5 SOAs.  This was then divided by 5 to derive a possible single SOA interface throughput requirement.  After reviewing this methodology, the group felt that dividing by 5 inappropriately spread the messaging traffic evenly among the top 5 SOAs.  A new methodology was discussed to project the sustained and peak rates for SOA interface throughput.  It was agreed to use the top SOA % participation (40% from the Mid-Atlantic Region), and the top SOA message traffic in the Busy Hour (19,326 from the Northeast Region) and plug this into the 4Q04 Summary spreadsheet for the Northeast Region.  This resulted in a sustained rate projection of 4.3 messages per second (updated to 4.0 mps during the May ’04 meeting).  Next, using 100% participation in the Northeast Region, the total NPAC bandwidth requirement was 10.7 messages per second (updated to 40.0 mps during the May ’04 meeting).  This was also determined to be the projected peak rate if a single SOA were to use 100% of the total NPAC bandwidth in a given period of time.



Requirements:  (current requirements with updates in blue)



R6-28.1
SOA to NPAC SMS interface transaction rates - sustained



A transaction rate of 2 4.0 CMIP transactions (sustained) per second shall be supported by each SOA to NPAC SMS interface association.



R6-28.2
SOA to NPAC SMS interface transaction rates - peak



NPAC SMS shall support a peak rate of 5.2 10.0 CMIP transactions per second (peak for a five minute period, within any 60 minute window) over a single SOA to NPAC SMS interface association.



NewReq 1
SOA to NPAC SMS interface transaction rates – total bandwidth



NPAC SMS shall support a total bandwidth of 40.0 SOA CMIP transactions per second (sustained) for a single NPAC SMS region.









NewReq 2
NPAC SMS to Local SMS interface transaction rates - sustained



NPAC SMS shall support a rate of 4.0 CMIP transactions per second (sustained) over each NPAC SMS to Local SMS interface association.



R6-29.2
NPAC SMS to Local SMS interface transaction rates - sustainable peak


NPAC SMS shall, given a transaction rate of 25 TN downloads per second and the assumptions concerning range activations expressed above, support a rate of 5.2 CMIP transactions per second (sustainable for 5 minutespeak for a five minute period, within any 60 minute window) over each NPAC SMS to Local SMS interface association.



NewReq 3
NPAC SMS to Local SMS interface transaction rates – total bandwidth



NPAC SMS shall support a total bandwidth of 156 Local SMS CMIP transactions per second (sustained) for a single NPAC SMS region.



Assumptions:  (remove two, add three)


AR6-1
Range Activations



A range activate will contain an average of 20 TNs.



AR6-2
Percent of Range Activations



20% of all downloads as specified in R6-28.1, R6-28.2, R6-29.1 and R6-29.2 will be processed via range activations.



AR-New-1
TN-to-Transaction Ratio


There is one TN per CMIP transaction as specified in R6-28.1, R6-28.2, R6-29.1 R6-29.2, New1, New2, and NewN.


AR-New-2
CMIP Transaction Definition


A CMIP transaction is a request and it’s corresponding response.



AR-New-3
Peak Period Definition


Peak, as specified in R6-28.2 and R6-29.2, is defined as a five minute period, and one peak can occur within any 60 minute window.



IIS



No Change Required



GDMO



No Change Required



ASN.1



No Change Required



Origination Date:  12/13/00



Originator:  WorldCom



Change Order Number:  NANC 321


Description:  Regional NPAC Edit of Service Provider Network Data – NPA-NXX Data



Cumulative SP Priority, Weighted Average:  7, (8.31)



Functional Backwards Compatible:  YES



IMPACT/CHANGE ASSESSMENT



			FRS


			IIS


			GDMO


			ASN.1


			NPAC


			SOA


			LSMS





			Y


			


			


			


			Med


			N/A


			N/A








Business Need:



When a service provider submits a message to the NPAC in order to create a pending subscription version, the NPAC verifies that the old service provider identified in the message is the current service provider and that the number to be ported is from a portable NPA-NXX.  If the telephone number already is a ported number, the NPAC will look at the active SV for that number to determine the identity of the current SP as shown in the active SV.  If no active SV exists, then the number is not currently ported and the NPAC determines the current SP instead based on NPA-NXX ownership as shown in the NPAC's network data for each service provider.  The NPAC also looks at the network data to confirm that the NPA-NXX has been identified as open to portability.



If a service provider has entered an NPA-NXX in its network data but has done it for its network data associated with the wrong region, then the correct NPAC region, when receiving create messages involving numbers in that NPA-NXX, will be unable to see that the TNs involve a portable NPA-NXX; in this case the create message will be rejected by NPAC.  Furthermore, another service provider could erroneously enter the NPA-NXX in its network data for the correct NPAC region.  Then the NPAC’s portable NPA-NXX validation would pass, but the current service provider validation would fail.  In either case the telephone number could not be ported until the service provider network data error were corrected.



It is important therefore to assure that service provider NPA-NXX network data be populated only in the proper NPAC region and to allow only the LERG-assignee to populate the data.  The introduction of an NPA edit function, to validate that an NPA-NXX input is to network data associated with the NPAC region encompassing the involved NPA will effectively serve both functions.  Such an edit function would not allow a service provider to put its NPA-NXX data in the wrong NPAC region's database and it consequently would not allow the improper LERG-assignee entries to remain long undetected.  



Jun ‘04:  During the June 2004 LNPWG meeting, this change order was discussed in terms of the CinBell exception for the ten KY rate areas in LATA 922.  Specifically, a portion of northern KY (which is part of the Southeast NPAC Region service area) contains rate areas that are defined in the Midwest NPAC Region, rather than the Southeast NPAC Region.  These ten rate areas include, Alexandria, Boone, Butler, Covington, Flamouth, Glencoe, Independence, Walton, Warsaw, and Williams.  This will need to be added to this change order.



Description of Change:



Service Providers submit Network Data over their SOA interfaces.  A provider is required to enter each portable NPA-NXX for which it is the LERG assignee.  The NPAC uses this service provider network data to perform certain validation functions of subscription version data -- to confirm current SPID correct and that TN is from portable NXX -- and to determine TN ownership in snap-back situations.



Jun ‘04:  Based on the CinBell exception, an additional NPA-NXX edit will need to be added.  The NPA of 859 (Lexington, KY and surrounding area) includes NXXs that are assigned to either LATA 922 or a different LATA (462 or 466).  In order to accommodate this change order, the following rule should be applied:



· If the NPA-NXX (859-xxx) is associated with LATA ID 922, then it belongs to the Midwest NPAC Region.



· Else, it belongs to the Southeast NPAC Region.



Requirements:



Req 1
Valid NPAs for each NPAC Region



NPAC SMS shall establish a list of valid NPAs for each NPAC region using information obtained from an industry source.



Req 2
Maintaining List of Valid NPAs for Each NPAC Region



NPAC SMS shall maintain the list of valid NPAs for each NPAC region.



Req 3
Updating List of Valid NPAs for Each NPAC Region



NPAC SMS shall update the list of valid NPAs for each NPAC region using information obtained from an industry source.



Note:  The 859 (Lexington, KY and surrounding area) exception needs to be correctly processed.



Req 4
Rejection of NPA-NXXs that Do Not Belong to a Valid NPA for the NPAC Region



NPAC SMS shall reject a Service Provider request to open an NPA-NXX for portability if the associated NPA is not valid for the region.



Note:  The 859 (Lexington, KY and surrounding area) exception needs to be correctly processed.



Req 5
Regional NPAC NPA Edit Flag Indicator



NPAC SMS shall provide a Regional NPA Edit Flag Indicator, which is defined as an indicator on whether or not NPA edits will be enforced by the NPAC SMS for a particular NPAC Region.



Req 6
Regional NPAC NPA Edit Flag Indicator Modification



NPAC SMS shall provide a mechanism for NPAC Personnel to modify the Regional NPA Edit Flag Indicator.









Req 7
Regional NPAC NPA Edit Flag Indicator – Default Value



NPAC SMS shall default the Regional NPA Edit Flag Indicator to TRUE.



Req 8
Valid NPA-NXXs for 859 KY Exception



NPAC SMS shall establish a list of valid NPA-NXXs for the KY 859 NPA using information obtained from and industry source.



Req 9
Maintaining List of Valid NPA-NXXs for 859 KY Exception



NPAC SMS shall maintain the list of valid NPA-NXXs for the KY 859 NPA.



Req 10
Updating List of Valid NPAs for 859 KY Exception



NPAC SMS shall update the list of valid NPA-NXXs for the KY 859 NPA using information obtained from an industry source.



Req 11
Rejection of NPA-NXXs that Do Not Belong to a Valid NPA for the 859 KY Exception



NPAC SMS shall reject a Service Provider request to open an NPA-NXX for portability if the associated 859-xxx NPA-NXX is not valid for the region as defined below:
 -- 859-xxx with LATA 922 may only be opened in the Midwest NPAC Region.
 -- 859-xxx with LATA OTHER THAN 922 may only be opened in the Southeast NPAC Region.




IIS



No Change Required



GDMO



No Change Required



ASN.1



No Change Required



Origination Date:  8/7/1998



Originator:  MCI


Change Order Number:  NANC 227/254


Description:  Exclusion of Service Provider from an SV’s Failed SP List



Cumulative SP Priority, Weighted Average:  8, (8.75)



Functional Backwards Compatible:  NO



IMPACT/CHANGE ASSESSMENT



			FRS


			IIS


			GDMO


			ASN.1


			NPAC


			SOA


			LSMS





			Y


			


			Y


			


			Med


			N/A


			Med-Low








Business Need:


Currently, the NPAC will not permit information about an active ported number to be changed until all SPs have acknowledged receipt of the original information broadcast by NPAC about the number.



Consequently, an error such as wrong LRN cannot be fixed until the original, incorrect, information is broadcast successfully to all SPs. In this example, the customer could receive no incoming calls for hours or even days after cut-over.



Likewise, a subsequent port by a currently ported customer would be prevented by lack of successful broadcast of the original ported number information to all SPs.



With this change order, SPs can make changes quickly to minimize impact on newly ported customer’s service and can do ports as scheduled when partial broadcast failure situations occur.  Without this change order, only a complex and error prone manual method employed by NPAC personnel is available to circumvent this NPAC software restriction.



Description of Change:



The NPAC SMS currently rejects a request to "modify active" or "disconnect" an SV that has a partial failure status.  Nothing can be done to the SV until the discrepant LSMS(s) come back on line, and either recover the broadcast, or accept a re-send from the NPAC.



A business scenario arose whereby a partial failure was affecting a customer's main number, and the New SP couldn't do anything to the SV until the partial failure was resolved.



The NPAC should provide a mechanism that allows activity (modify, disconnect, subsequent port) on the SV, regardless of the Failed SP List.



Jun 99 meeting, during the Pooling Assumptions walk-thru, four SV requirements were modified, and the functionality was moved into this change order.  Basically, the “partial failure/failed” text is moved to this change order.  The affected requirements are listed below:



SV-230 Modification of Number Pooling Subscription Version Information – Subscription Data



SV-240 Modification of Number Pooling Subscription Version Information – Status Update to Sending



SV-270 Modification of Number Pooling Subscription Version Information – Status Update



SV-280 Modification of Number Pooling Subscription Version Information – Failed SP List



Dec 99 LNPAWG meeting, the consensus of the group is to not include pooling in this change order.  The scope of this change order is for regular SVs.  Open a new change order to capture pooling (so that we don’t lose our work on this up to now).



Jan 00 LNPAWG meeting, the group talked about another option (resend exclusion).  So, instead of the NPAC providing a mechanism that allows activity (modify, disconnect, subsequent port) on the SV, regardless of the Failed SP List, the NPAC will provide a mechanism that allows a Service Provider to be removed from a Failed SP List via the new resend exclusion function.



Note:  With this change order, an LSMS may receive subscription data during recovery, where more than one activity occurred for a given subscription version during the time the LSMS was not available.  This will occur when NPAC Personnel via the OpGUI, exclude a Service Provider from the Failed SP List to allow the current Service Provider to perform some type of subsequent activity on that subscription version.  Hence, when the LSMS performs recovery, the recovered data will contain data for both activities (all current attributes).


Requirements:



Req 1 – Subscription Version Failed SP List – Exclusion of a Service Provider from Resend



NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to request that a Service Provider be excluded from the Subscription Version Failed SP List when resending an Inter-Service Provider port or Intra-Service Provider port Version, and not broadcast to the Service Provider that is excluded.



Req 2 – Subscription Version Failed SP List – Logging of an Excluded Service Provider



NPAC SMS shall log the following information when a Service Provider is excluded from the Failed SP List based on a request by NPAC Personnel via the NPAC Administrative Interface: date, time, excluded SPID, current SPID, TN, SV-ID.



Req 3 – Subscription Version Failed SP List – Recovery of Excluded Service Provider Subscription Versions



NPAC SMS shall, for a recovery of subscription data, in instances where the NPAC SMS excluded the Service Provider from the Failed SP List based on a request by NPAC Personnel via the NPAC Administrative Interface, allow the Local SMS to recover a Subscription Version with all current attributes, even though the Service Provider is no longer on the Failed SP List.



Req 4 – Subscription Version Failed SP List – Excluded Service Provider Log Data Availability for the Excluded Service Provider Report



NPAC SMS shall allow the Excluded Service Provider log data to be available for the Excluded Service Provider Report.



Req 5 – Subscription Version Failed SP List – Resend Excluded Service Provider Report by Current SPID via OpGUI



NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to generate the Resend Excluded Service Provider Report by Current SPID on Excluded Service Provider log data.



Req 6 – Subscription Version Failed SP List – Resend Excluded Service Provider Report by Current SPID Request



NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to specify time range and current SPID option (of either an individual SPID or all SPIDs) when generating the Resend Excluded Service Provider Report by Current SPID on Excluded Service Provider log data.



Req 7 – Subscription Version Failed SP List – Resend Excluded Service Provider Report by Current SPID Request Sort Criteria



NPAC SMS shall use the following sort order when generating the Resend Excluded Service Provider Report by Current SPID on Excluded Service Provider log data: 



1. current SPID (ascending) 



2. TN  (ascending) 



3. date/time (earliest date/time to latest date/time) 



4. excluded SPID (ascending) 



5. SVID (ascending)



Req 8 – Subscription Version Failed SP List –Resend Excluded Service Provider Report by Excluded SPID via OpGUI



NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to generate the Resend Excluded Service Provider Report by Excluded SPID on Excluded Service Provider log data.



Req 9 – Subscription Version Failed SP List – Resend Excluded Service Provider Report by Excluded SPID Request 



NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to specify time range and excluded SPID option (of either an individual SPID or all SPIDs) when generating the Resend Excluded Service Provider Report by Excluded SPID on Excluded Service Provider log data.



Req 10 – Subscription Version Failed SP List –Resend Excluded Service Provider Report by Excluded SPID Request Sort Criteria



NPAC SMS shall use the following sort order when generating the Excluded Service Provider Report on Excluded Service Provider log data: 



1. excluded SPID (ascending) 



2. TN/NPA-NXX-X  (ascending) 



3. date/time (earliest date/time to latest date/time) 



4. currentSPID/Blockholder SPID (ascending) 



5. SVID/Number Pool Block -ID (ascending)



RX9-6
Log File Reports



NPAC SMS shall support the following log file reports for NPAC personnel using the NPAC Administrative Interface:




22.
History Report




23.
Error Report




24.
Service Provider Notification Report




25.
Subscription Transaction Report




26.
Service Provider Administration Report




27.
Subscription Administration Report




28.
Resend Excluded Service Provider Report


IIS:



No change required.



GDMO:



-- 21.0 LNP NPAC Subscription Version Managed Object Class



subscriptionVersionNPAC MANAGED OBJECT CLASS



…



subscriptionVersionNPAC-Behavior BEHAVIOUR



    DEFINED AS !



…



        When the subscription version broadcast is not successful to all



        service providers, the subscriptionFailedSP-List is populated with a



        list of the failed service providers. 


        If NPAC Personnel via the NPAC Administrative Interface, exclude a



        Service Provider from the subscriptionFailedSP-List, the list of



        Service Providers will not accurately reflect those Local SMSs



        that successfully processed this subscription version.


…



-- 1.0 LNP Download Action



lnpDownload ACTION



    BEHAVIOUR



        lnpDownloadDefinition,



        lnpDownloadBehavior;



    MODE CONFIRMED;



    WITH INFORMATION SYNTAX LNP-ASN1.DownloadAction;



    WITH REPLY SYNTAX LNP-ASN1.DownloadReply;



    REGISTERED AS {LNP-OIDS.lnp-action 1};



lnpDownloadDefinition BEHAVIOUR



    DEFINED AS !



        The lnpDownload action is the action that is used by the Local SMS



        and SOA to specify the objects to be downloaded from the NPAC SMS.



    !;



lnpDownloadBehavior BEHAVIOUR



    DEFINED AS !



        Preconditions: This action is issued from an lnpSubscriptions



        or an lnpNetwork object and all objects to be downloaded



        are specified in the action request.



        Postconditions: After this action has been executed by the Local



        SMS or SOA specifying which objects to download, the NPAC SMS will



        determine which objects satisfy the download request and return



        them in the download action reply. Creation, deletion, and



        modification information will be included in the reply.  All data 



        for objects that have been modified is downloaded not just the 



        information that was modified. The download reason is set to 



        ‘new1’ for a new object, ‘delete1’ for a deleted object



        and ‘modified’ for a modified object.



        An LSMS may receive subscription data during recovery, where more



        than one activity occurred for a given subscription version during



        the time the LSMS was not available.  This will occur when NPAC



        Personnel via the OpGUI, exclude a Service Provider from the Failed



        SP List to allow the current Service Provider to perform some type



        of subsequent activity on that subscription version.  Hence, when



        the LSMS performs recovery, the recovered data will contain data for



        the both activities (all current attributes). So, if the recovering


        LSMS is recovering a modified subscription version for which it did



        not receive the initial M-CREATE, the download reason is set to



        ‘modified’ for this subscription version object.



        …



    !;



ASN.1:



No change required.



Origination Date:  7/10/03



Originator:  LNPAWG


Change Order Number:  NANC 385


Description:  Timer Calculation – Maintenance Window Timer Behavior



Cumulative SP Priority, Weighted Average:  9, (9.75)



Functional Backwards Compatible:  YES



IMPACT/CHANGE ASSESSMENT



			FRS


			IIS


			GDMO


			ASN.1


			NPAC


			SOA


			LSMS





			Y


			


			


			


			Med


			N/A


			N/A








Business Need:



NPAC Timers.  As defined in the FRS, concurrence windows/timers are generated at the time an activity occurs in the NPAC that requires the use of a window/timer.  Specifically, the future expiration time is calculated and stored, based on the NPAC settings, at the time of the activity.  These windows/timers will then expire based on the pre-calculated date/time.  Therefore, a timer is not a meter that “runs” only during the Business Day intervals, but rather is a calculation in GMT of the timer's expiration date/time.



Currently, there are no FRS requirements that address timers and NPAC Maintenance Window time periods.  An operational issue can arise when an NPAC Maintenance Window time period overlaps with normal business operating hours.



This change order proposes an update to the NPAC so that NPAC Maintenance Window time periods will be factored in when calculating timer expiration date/time (i.e., excluding that period of time from the calculation).  This will alleviate the problem where timers expire during the NPAC Maintenance Window time period.



Description of Change:



The Timer Expiration Calculation will be modified such that a time period designated as an NPAC Maintenance Window that falls within normal business operating hours will NOT “use up” any hours, when calculating the expiration of a timer.  Effectively, the NPAC Maintenance Window time period will be treated the same way as Holidays are currently treated in the NPAC (i.e., excluded from the timer expiration calculation).



This will require entry of Maintenance Window information in the OpGUI by NPAC Personnel (same as Holidays are currently done).



Additionally, a discussion item needs to occur regarding the possible inclusion of Service Provider profile settings to support this new feature.



Aug ’03 LNPAWG, discussion:



Sprint PCS offered the following:  1.) follow up on the Jul ’03 mtg comment about SPID profile toggles.  After internal discussions it was deemed to be unnecessary to have SPID toggles.  2.) this functionality was no longer high priority, since it was agreed to shorten the extended Sunday Service Provider Maintenance Window to 8 hours, assuming NPAC stays within the 8 hours for maintenance.  3.) current concern is that NANC 323 migrations may push maintenance windows beyond the 8 hours.  4.) this functionality would have to be in place before agreeing to move the extended maintenance window back to 11 hours.



Aug ’04 LNPAWG, NeuStar reported that after internal discussions within the development group, a more accurate approach would be to update the timer expiration timestamp, AFTER the end of the extended maintenance window, and BEFORE allowing timer events to be processed in the NPAC.  This allows the “pushed out” time to be based on the actual maintenance window time period, rather than an estimate that is provided BEFORE the maintenance window.


The discussion then centered around exactly WHICH timer events should be “pushed out”?  SPs took an action item to discuss internally on whether it should be all timers, timers for that day, or only timers affected by the additional maintenance time period.



NeuStar will provide additional feedback after the above action item is resolved.  The major points and requirements will be adjusted accordingly.


Major points/processing flow/high-level requirements:



1. The GUI allows:



a. NPAC personnel to enter an NPAC Maintenance Window for a specific region.



b. To have an impact on timer expiration, the NPAC Maintenance Window must overlap with business days/hours.



2. NPAC Timer Expiration functionality will be modified to include any entered NPAC Maintenance Window when calculating the timer’s expiration date/time.



3. NPAC Maintenance Window data should be entered as soon as scheduled maintenance windows are decided.  This will ensure that the data is entered well in advance of any time expiration calculation.



4. No modifications required to local systems (SOA, LSMS).



5. No tunable changes.



6. No report changes.



Requirements:



Req 1
NPAC Maintenance Windows – GUI Access by NPAC Personnel



NPAC SMS shall allow NPAC operations personnel to add/delete NPAC Maintenance Windows, via the NPAC Administrative Interface.



Req 2
NPAC Maintenance Windows – Timer Expiration Calculations



NPAC SMS shall include NPAC Maintenance Windows entered into the NPAC SMS, when calculating timer expiration date/time.



IIS



No Change Required



GDMO



No Change Required



ASN.1



No Change Required



Origination Date:  9/15/99



Originator:  LNPA WG



Change Order Number:  NANC 299


Description:  NPAC Monitoring of SOA and LSMS Associations via Heartbeat



Cumulative SP Priority, Weighted Average:  10, (10.62)



Functional Backwards Compatible:  NO


IMPACT/CHANGE ASSESSMENT



			FRS


			IIS


			GDMO


			ASN.1


			NPAC


			SOA


			LSMS





			Y


			Y


			Y


			Y


			Med


			Med-High


			Med-High








Business Need:



In today’s operating environment, the NPAC doesn’t know if an SP’s SOA/LSMS association is available to receive downloads and other messages unless there is a failure to respond to an NPAC message.  There are a number of reasons that may cause the SOA/LSMS association to be unavailable ranging from the transmission facility going down to software application problems.



If an association is unavailable when a download to activate a ported number is sent, partial failures will occur.  Partial failures indicate that one or more SPs did not update their routing tables, and some calls intended for the ported customer will fail.



There are often long periods of time when there are no messages being sent across a given NPAC – SOA/LSMS association.  Therefore, there is no way to know if the association is working.  This change order would establish a periodic “heart-beat” monitor to determine the status of the SOA/LSMS.



This change order will facilitate monitoring SOA/LSMS availability and will minimize partial failure situations, thereby saving resolution time and improving customer service.



Description of Change:



This is an extension of NANC 219 and NANC 301.  Instead of utilizing a TCP Level Heartbeat and an abort message, the NPAC SMS would utilize an Application Level Hartbeat message on every association.  If a response was not returned for any given Application Level Heartbeat message, an alarm would be initiated for NPAC Personnel.



The current working assumption includes the following for this Heartbeat:



· new message,



· no access control,



· at a low level in the protocol stack,



· occur on the same port as the association,



· only occur if no traffic was sent/received after a configurable period of time,



· and it would be two-way to allow either side to initiate this message.



All parties still need to examine if there might be an issue with filtering in their firewalls.  The need for both a Network Level Heartbeat and Application Level Heartbeat still needs to be decided.



Oct 99 LNPAWG (KC), this change order is designed to establish the Application Level Heartbeat process (which requires an interface change to both the NPAC and the SOA/LSMS).  This process will allow two-way communication and allow either side to initiate the Application Level Heartbeat message.  The Application Level Heartbeat process should be set up so that the functionality can be optionally set up per association.



The alarming process is the same as 219, such that an alarm would be initiated whenever Application Level Heartbeat responses are not sent by the NPAC or SOA/LSMS.  When these alarms occur, the NPAC Personnel would contact the affected Service Provider to work the problem and ensure the association is brought back up.


Jan 00 LNPAWG (Las Vegas), the group has not been able to determine the feasibility of implementing an Application Level Heartbeat.  It was agreed to put this change order on hold, pending the outcome of NANC 301 (NPAC TCP Level Heartbeat [transport layer]).  The functionality documented in this change order needs further review before this change order can be considered “accepted and ready for selection into a release”.



Jul 00 LNPAWG, – consensus is that they do not want to cancel this change order but move it back to an accepted change order for a future release.  Metrics and reports that will be provided after R4.0 will give more information to determine whether or not this change order is needed.



Requirements:



Req 1 – NPAC SMS Monitoring of SOA and Local SMS Connections via a Application Level Heartbeat



NPAC SMS shall be capable of supporting an Application Level Heartbeat via an Application Level Heartbeat message to a Service Provider SOA/Local SMS.



Req 2 – NPAC SMS-to-SOA Application Level Heartbeat Indicator



NPAC SMS shall provide a Service Provider SOA Application Level Heartbeat Indicator tunable parameter which defines whether a SOA supports an Application Level Heartbeat message.



Req 3 – NPAC SMS-to-SOA Application Level Heartbeat Indicator Default



NPAC SMS shall default the Service Provider SOA Application Level Heartbeat Indicator tunable parameter to FALSE.



Req 4 – NPAC SMS-to-SOA Application Level Heartbeat Indicator Modification



NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the Service Provider SOA Application Level Heartbeat Indicator tunable parameter.



Req 5 – NPAC SMS-to-Local SMS Application Level Heartbeat Indicator



NPAC SMS shall provide a Service Provider Local SMS Application Level Heartbeat Indicator tunable parameter which defines whether an Local SMS supports an Application Level Heartbeat message.



Req 6 – NPAC SMS-to- Local SMS Application Level Heartbeat Indicator Default



NPAC SMS shall default the Service Provider Local SMS Application Level Heartbeat Indicator tunable parameter to FALSE.



Req 7 – NPAC SMS-to- Local SMS Application Level Heartbeat Indicator Modification



NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the Service Provider Local SMS Application Level Heartbeat Indicator tunable parameter.



Req 8 – NPAC SMS Application Level Heartbeat Tunable Parameter



NPAC SMS shall provide an Application Level Heartbeat Interval tunable parameter that defines the period of quiet time (no interface traffic) the NPAC should wait after the receipt of any interface traffic (request or response), before sending an Application Level Heartbeat message to the SOA/Local SMS.



Req 9 – NPAC SMS Application Level Heartbeat Tunable Parameter Usage



NPAC SMS shall use the same tunable value for both SOA and the Local SMS Associations.



Req 10 – NPAC SMS Application Level Heartbeat Tunable Parameter Default



NPAC SMS shall default the Application Level Heartbeat Interval tunable parameter to 15 minutes.









Req 11 – NPAC SMS Application Level Heartbeat Tunable Parameter Modification



NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the NPAC SMS Application Level Heartbeat tunable parameter.



Req 12 – NPAC SMS Application Level Heartbeat Timeout Tunable Parameter



NPAC SMS shall provide an Application Level Heartbeat Timeout tunable parameter that defines the period of time the NPAC should wait after sending an Application Level Heartbeat message to the SOA/Local SMS, before aborting the association.



Req 13 – NPAC SMS Application Level Heartbeat Timeout Tunable Parameter Usage



NPAC SMS shall use the same tunable value for both SOA and the Local SMS Associations.



Req 14 – NPAC SMS Application Level Heartbeat Timeout Tunable Parameter Default



NPAC SMS shall default the Application Level Heartbeat Timeout tunable parameter to 1 minute.









Req 15 – NPAC SMS Application Level Heartbeat Timeout Tunable Parameter Modification



NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the NPAC SMS Application Level Heartbeat Timeout tunable parameter.



Add new tunable to Appendix C.
   Name = NPAC SMS Application Level Heartbeat Tunable
   Default Value = 15
   Units = Minutes
   Valid Range = 5-60.



   Name = NPAC SMS Application Level Heartbeat Timeout Tunable
   Default Value = 1
   Units = Minutes
   Valid Range = 1-5.



IIS:



Add new text to 5.3 Association Management and Recovery



5.3.x Application Level Heartbeat Messages



With this functionality the NPAC SMS will send a periodic Heartbeat message when a quiet period interval between the SOA/LSMS and the NPAC SMS exceeds the tunable value.  If a SOA/LSMS fails to respond to the Heartbeat message within a timeout period, the association will be aborted by the NPAC SMS.


To maximize the benefit of this functionality, a Service Provider’s SOA/LSMS should also implement the Application Level Heartbeat functionality.


A new flow for the NPAC will be added in section B.8, Miscellaneous.  New flow is shown below:



B.8.x

NPAC Application Level Heartbeat Message



This scenario shows the NPAC sending an Application Level Heartbeat Message to the SOA/LSMS.



			NPAC SMS


			SOA/Local SMS


			





			( Application Level Heartbeat Request


			


			1





			


			( Application Level Heartbeat Response


			2








1. The NPAC SMS sends an Application Level Heartbeat request to the SOA/Local SMS that support this feature, after a configurable amount of time with no message traffic.



2. The SOA/Local SMS responds back to the NPAC SMS.



A new flow for the SOA/LSMS will be added in section B.8, Miscellaneous.  New flow is shown below:



B.8.x

SOA/LSMS Application Level Heartbeat Message



This scenario shows the SOA/LSMS sending an Application Level Heartbeat Message to the NPAC.



			NPAC SMS


			SOA/Local SMS


			





			


			( Application Level Heartbeat Request


			1





			( Application Level Heartbeat Response


			


			2








1. The SOA/Local SMS sends an Application Level Heartbeat request to the NPAC SMS, after a configurable amount of time with no message traffic.



2. The NPAC SMS responds back to the SOA/Local SMS.



GDMO:



lnpNPAC-SMS-Pkg PACKAGE



    BEHAVIOUR



        lnpNPAC-SMS-Definition,



        lnpNPAC-SMS-Behavior;



    ATTRIBUTES



        lnpNPAC-SMS-Name GET;



    NOTIFICATIONS



        lnpNPAC-SMS-Operational-Information,



        subscriptionVersionNewNPA-NXX,



        applicationLevelHeartBeat;


    ;



lnpNPAC-SMS-Behavior BEHAVIOUR



    DEFINED AS !



     A SOA or LSMS may implement Application Level Heartbeat functionality.  With this functionality the NPAC SMS will send a periodic Heartbeat message when a quiet period interval between the SOA/LSMS and the NPAC SMS exceeds the tunable value.  If a SOA/LSMS fails to respond to the Heartbeat message within a timeout period, the association will be aborted by the NPAC SMS.


!;



--



-- Notification Definitions



--



-- 24.0 Application Level Heartbeat Notification



applicationLevelHeartBeat NOTIFICATION



    BEHAVIOUR  applicationLevelHeartBeatBehavior;



    WITH INFORMATION SYNTAX LNP-ASN1. ApplicationLevelHeartBeat



AND ATTRIBUTE IDS



      sequence-number  msgSequenceNumber,



      creation-ts heartBeatTimeStamp;



    REGISTERED AS {LNP-OIDS.lnp-notification 24};



applicationLevelHeartBeatBehavior BEHAVIOUR



    DEFINED AS !



        This notification implements a SOA or LSMS Application Level Heartbeat function.  With this functionality the NPAC SMS will send a periodic Heartbeat message when a quiet period interval between the SOA/LSMS and the NPAC SMS exceeds the tunable value.  If a SOA/LSMS fails to respond to the Heartbeat message within a timeout period, the association will be aborted by the NPAC SMS.



        This notification is prioritised and transmitted according to its



        SOA Notification Priority tunable in the NPAC SMS when sent over



        the NPAC SMS to SOA interface.



!;


-- xx LNP Log Record for the Application Level Heart Beat Notification



lnpLogHeartBeat-InformationRecord MANAGED OBJECT CLASS



    DERIVED FROM "CCITT Rec. X.721 (1992) | ISO/IEC 10165-2 :



1992":eventLogRecord;



    CHARACTERIZED BY



        lnpLogHeartBeat-InformationPkg;



    REGISTERED AS {LNP-OIDS.lnp-objectClass xx};



lnpLogHeartBeat-InformationPkg PACKAGE



    BEHAVIOUR



        lnpLogHeartBeat-InformationDefinition,



        lnpLogHeartBeat -InformationBehavior;



    ATTRIBUTES



        msgSequenceNumber GET,



        heartBeatTimeStamp GET;



    ;



lnpLogHeartBeat -InformationDefinition BEHAVIOUR



    DEFINED AS !



        The lnpLogHeartBeat -InformationRecord class is the managed object



        that is used to create log records for the



        applicationLevelHeartBeat Notification.



    !;



lnpLogHeartBeat -InformationBehavior BEHAVIOUR



    DEFINED AS !



        This log record can be used by any CME wanting to log the



        applicationLevelHeartBeat Notification.



    !;



-- xx Message Sequence Number



msgSequenceNumber ATTRIBUTE



    WITH ATTRIBUTE SYNTAX LNP-ASN1.Integer;



    MATCHES FOR EQUALITY;



    BEHAVIOUR msgSequenceNumberBehavior;



    REGISTERED AS {LNP-OIDS.lnp-attribute xx};



msgSequenceNumber BEHAVIOUR



    DEFINED AS !



        This attribute is used to store the message sequence number associated



        with an application level heartbeat  notification sent from NPAC, SOA or LSMS.



!;



-- xx Application Level Heart Beat Creation Time



heartBeatTimeStamp ATTRIBUTE



    WITH ATTRIBUTE SYNTAX LNP-ASN1.GeneralTime;



    MATCHES FOR EQUALITY, ORDERING;



    BEHAVIOUR heartBeatTimeStampBehavior;



    REGISTERED AS {LNP-OIDS.lnp-attribute xx};



heartBeatTimeStampBehavior BEHAVIOUR



    DEFINED AS !



        This attribute is used to specify the application level heart beat creation time        stamp at NPAC, SOA, or LSMS.  



!;  



ASN.1



ApplicationLevelHeartBeat ::= SEQUENCE {



    sequence-number [0] INTEGER,



    creation-ts [1] GeneralizedTime



}


Origination Date:  1/6/97



Originator:  AT&T


Change Order Number:  ILL 130


Description:  Application Level Errors



Cumulative SP Priority, Weighted Average:  11, (12.50)



Functional Backwards Compatible:  NO



IMPACT/CHANGE ASSESSMENT



			FRS


			IIS


			GDMO


			ASN.1


			NPAC


			SOA


			LSMS





			Y


			Y


			Y


			Y


			High


			High


			High








Business Need:



The current interface has very limited error message detail.  This change order will allow understanding of errors more rapidly by returning a text explanation of the error.  This will reduce the amount of time it takes work centers to manually research errors and resolve troubles.



Description of Change:



Errors in the SOA and LSMS interfaces are being treated as CMIP errors and it may sometimes be difficult for a SOA to know the true reason for an error from the NPAC SMS and therefore indicate a meaningful error message to its users.  It has been requested that application level error be defined where appropriate and returned as text to the requestor (SOA/LSMS).



January 2000: During the LNPAWG meeting additional information regarding the error processing has been requested.  The following text describes the difference in current error processing and future error processing with the requested functionality of this change order (italics indicates the differences between today’s functionality and the proposed future functionality).



Today:



When the NPAC SMS experiences an error when processing any of the actions defined in the GDMO/ASN.1, the appropriate error data is returned. (example NewSP-CreateReply).



ActionResult  ::= SEQUENCE {



   managedObjectClass                 ObjectClass    OPTIONAL ,



   managedObjectInstance              ObjectInstance OPTIONAL ,



   currentTime           [5] IMPLICIT GeneralizedTime  OPTIONAL ,



   actionReply           [6] IMPLICIT ActionReply    OPTIONAL



}



ActionReply  ::= SEQUENCE {



   actionType       ActionTypeId,



   actionReplyInfo  [4] ANY DEFINED BY actionType



}



ActionTypeId  ::= CHOICE {



   globalForm   [2] IMPLICIT OBJECT IDENTIFIER ,



   localForm    [3] IMPLICIT INTEGER



}



NewSP-CreateReply ::= SEQUENCE {



    status [0] SubscriptionVersionActionReply,



    invalid-data [1] NewSP-CreateInvalidData OPTIONAL



}



Note: the object id in the globalForm of the ActionTypeId indicates the NewSP-CreateReply action reply specified in the LNP asn.



With ILL 130:



When the NPAC SMS experiences an application level error when processing any of the actions defined in the GDMO/ASN.1, a processing failure will be returned with LnpSpecificInfo containing the error text.



ActionResult  ::= SEQUENCE {



   managedObjectClass     ObjectClass    OPTIONAL ,



   managedObjectInstance  ObjectInstance OPTIONAL ,



   currentTime            [5] IMPLICIT GeneralizedTime  OPTIONAL ,



   actionReply            [6] IMPLICIT ActionReply    OPTIONAL



}



ActionReply  ::= SEQUENCE {



   actionType       ActionTypeId,



   actionReplyInfo  [4] ANY DEFINED BY actionType



}



ActionTypeId  ::= CHOICE {



   globalForm   [2] IMPLICIT OBJECT IDENTIFIER ,



   localForm    [3] IMPLICIT INTEGER



}



ProcessingFailure  ::= SEQUENCE {



   managedObjectClass     ObjectClass ,



   managedObjectInstance  ObjectInstance  OPTIONAL ,



   specificErrorInfo      [5] SpecificErrorInfo



}



SpecificErrorInfo ::= SEQUENCE {



   errorId   OBJECT IDENTIFIER,



   errorInfo ANY DEFINED BY errorId



}



LnpSpecificInfo ::= GraphicString255



February 2000:  The group discussed on the 2/9/00 conference call that a flash cut has a high degree of risk, so we should be looking at another option.  During the February LNPA WG meeting, it was discussed and agreed that a backwards compatible approach was needed.  The current approach is to create duplicate “sister” ACTIONs that will return the error text string to the requesting SP.  A sunset period will allow SPs time to upgrade their systems.  At the end of the sunset period, the original ACTIONs will be removed, and the new ACTIONs (with the error text string) will be the only method of sending the requested ACTIONs to the NPAC SMS.



Optionally, at the end of the sunset period the structure of the original ACTIONs can be modified to mirror the duplicate “sister” ACTIONs, for one major release of the NPAC SMS (this allows SPs to use either the original or new ACTIONs with the error text string).  At the time the subsequent release is implemented, the duplicate ACTIONs can be deleted.  At this point in time, the original ACTION names with the new error text string will be the only valid ACTIONs in the NPAC SMS.



Mar ’04 APT:  This change order is not needed if NANC 390 (New Interface Confirmation Messages SOA/LSMS-to-NPAC) is implemented.  Additionally, this change order only covers ACTIONs, so it does NOT include all messages, whereas 390 does include all messages.



Jun ’04 LNPAWG, due to multiple reasons:



· the extensive amount of changes,



· the inability to use linked-replies on the new confirmation message from the NPAC,



· the utilization of a new optional attribute on the existing CMIP messages,



· the increased performance after the recently implemented technology migration of the NPAC SMS platform,



the recommendation is to not move forward with NANC 390, and instead go back to using ILL 130 for enhanced error messaging, and only revisit the confirmation message approach if delayed response messaging becomes an issue.  Qwest, the originator of NANC 390, wanted it to be documented that they did not submit 390 with the error code/text functionality, as is currently contained in that change order, so the trade-out addresses two areas of functionality.



Aug ’04 LNPAWG:  The group discussed error codes versus error text.  It was agreed that the code was the logical choice.  NeuStar will provide a file that maps error codes to their corresponding error text.


Major points/processing flow/high-level requirements:



1. The NPAC exchanges messages with the SOA/LSMS using the CMIP protocol.  Using the standard CMIP error reporting mechanisms, there are a limited number of messages that may be returned (e.g., accessDenied).


2. In order to provide most robust information, a different error message will be used, along with a text field that provides detailed information about the error encountered.



3. All ACTIONs may be affected by this change order.



4. The local systems (SOA, LSMS) need to be enhanced to process this new error text.



5. No tunable changes.



6. No report changes.



Requirements:



Req 1 – NPAC SMS Application Level Errors



NPAC SMS shall provide application level errors in the CMIP messaging in the SOA to NPAC SMS Interface and NPAC SMS to Local SMS Interface.



Req 2 – NPAC SMS Application Level Error Details



NPAC SMS shall use the application level errors defined in Table TBD in the IIS.



Req 3 – NPAC SMS Application Level Error Details in soft format



NPAC SMS shall provide application level error code-to-text details in soft format.


Note:  This code-to-text mapping is designed to allow a SOA/LSMS to decode an error code received from the NPAC, into it’s corresponding text description.


IIS



Appendix A, Errors will be changed.  An example is shown below:



			Managed Object Class


			CMIP Error


			Message Text


			Additional Information





			lnpSubscription


			DuplicateObject



Instance


			7121 A subscription version with cancel pending status exists. A new one cannot be created for this TN.


			





			


			


			


			








Appendix B, ensure all message flow text implies the correct reply data.



GDMO



-- Package Definitions



-- 12.0 LNP Subscription Version Activate Package



subscriptionVersionActivatePkg PACKAGE



    BEHAVIOUR subscriptionVersionActivatePkgBehavior;



    ACTIONS



        subscriptionVersionActivate,



        subscriptionVersionActivateWithErrorCode;


    REGISTERED AS {LNP-OIDS.lnp-package 12};



subscriptionVersionActivatePkgBehavior BEHAVIOUR



    DEFINED AS !



        This package provides for conditionally including the



        subscriptionVersionActivate action.



    !;



-- 14.0 LNP Subscription Version Cancel Package



subscriptionVersionCancelPkg PACKAGE



    BEHAVIOUR subscriptionVersionCancelPkgBehavior;



    ACTIONS



        subscriptionVersionCancel,



        subscriptionVersionCancelWithErrorCode;


    REGISTERED AS {LNP-OIDS.lnp-package 14};



subscriptionVersionCancelPkgBehavior BEHAVIOUR



    DEFINED AS !



        This package provides for conditionally including the



        subscriptionVersionCancel action.



    !;



-- 18.0 LNP New Service Provider Subscription Version Cancellation



-- Acknowledge Package



subscriptionVersionNewSP-CancellationPkg PACKAGE



    BEHAVIOUR subscriptionVersionNewSP-CancellationPkgBehavior;



    ACTIONS



        subscriptionVersionNewSP-CancellationAcknowledge,



        subscriptionVersionNewSP-CancellationAcknowledgeWithErrorCode;


    REGISTERED AS {LNP-OIDS.lnp-package 18};



subscriptionVersionNewSP-CancellationPkgBehavior BEHAVIOUR



    DEFINED AS !



        This package provides for conditionally including the



        subscriptionVersionNewSP-CancellationAcknowledge action.



    !;



-- 20.0 LNP Subscription Version Remove From Conflict



-- Pending Package



subscriptionVersionRemoveFromConflictPkg PACKAGE



    BEHAVIOUR subscriptionVersionRemoveFromConflictPkgBehavior;



    ACTIONS



        subscriptionVersionRemoveFromConflict,



        subscriptionVersionRemoveFromConflictWithErrorCode;


    REGISTERED AS {LNP-OIDS.lnp-package 20};



subscriptionVersionRemoveFromConflictPkgBehavior BEHAVIOUR



    DEFINED AS !



        This package provides for conditionally including the



        subscriptionVersionRemoveFromConflict action.



    !;



-- 22.0 LNP Old Service Provider Subscription Version Cancellation



-- Acknowledge Package



subscriptionVersionOldSP-CancellationPkg PACKAGE



    BEHAVIOUR subscriptionVersionOldSP-CancellationPkgBehavior;



    ACTIONS



        subscriptionVersionOldSP-CancellationAcknowledge,



        subscriptionVersionOldSP-CancellationAcknowledgeWithErrorCode;


    REGISTERED AS {LNP-OIDS.lnp-package 22};



subscriptionVersionOldSP-CancellationPkgBehavior BEHAVIOUR



    DEFINED AS !



        This package provides for conditionally including the



        subscriptionVersionOldSP-CancellationAcknowledge action.



    !;



-- Action Definitions



-- 17.0 LNP Subscription Version Activate Action With Error code



subscriptionVersionActivateWithErrorCode ACTION



    BEHAVIOUR



        subscriptionVersionActivateWithErrorCodeDefinition,



        subscriptionVersionActivateWithErrorCodeBehavior;



    MODE CONFIRMED;



    WITH INFORMATION SYNTAX LNP-ASN1.ActivateAction;



    WITH REPLY SYNTAX LNP-ASN1.ActivateReplyWithErrorCode;



    REGISTERED AS {LNP-OIDS.lnp-action 17};



subscriptionVersionActivateWithErrorCodeDefinition BEHAVIOUR



    DEFINED AS !



        The subscriptionVersionActivateWithErrorCode action is the action



        that can be



        used by the SOA of the new service provider to activate a



        subscription version id, tn or a range of tns via the SOA to



        NPAC SMS interface.



    !;



subscriptionVersionActivateWithErrorCodeBehavior BEHAVIOUR



    DEFINED AS !



        See subscriptionVersionActivate ACTION for behaviour definition.



        In addition to the existing subscriptionVersionActivate ACTION



        behaviour, this action's reply contains an optional error code



        string to be returned if the action is not successful.



    !;



-- 18.0 LNP Subscription Version Cancel Action With Error code



subscriptionVersionCancelWithErrorCode ACTION



    BEHAVIOUR



        subscriptionVersionCancelWithErrorCodeDefinition,



        subscriptionVersionCancelWithErrorCodeBehavior;



    MODE CONFIRMED;



    WITH INFORMATION SYNTAX LNP-ASN1.CancelAction;



    WITH REPLY SYNTAX LNP-ASN1.CancelReplyWithErrorCode;



    REGISTERED AS {LNP-OIDS.lnp-action 18};



subscriptionVersionCancelWithErrorCodeDefinition BEHAVIOUR



    DEFINED AS !



        The subscriptionVersionCancelWithErrorCode action is the action



        that can be



        used by the SOA to cancel a subscription version via the SOA to



        NPAC SMS interface.



    !;



subscriptionVersionCancelWithErrorCodeBehavior BEHAVIOUR



    DEFINED AS !



        See subscriptionVersionCancel ACTION for behaviour definition.



        In addition to the existing subscriptionVersionCancel ACTION



        behaviour, this action's reply contains an optional error code



        string to be returned if the action is not successful.



    !;



-- 19.0 LNP New Service Provider Cancellation Acknowledge Request 



-- With Error code



subscriptionVersionNewSP-CancellationAcknowledgeWithErrorCode ACTION



    BEHAVIOUR



        subscriptionVersionNewSP-CancellationAcknowledgeWithErrorCodeDefinition,



        subscriptionVersionNewSP-CancellationAcknowledgeWithErrorCodeBehavior;



    MODE CONFIRMED;



    WITH INFORMATION SYNTAX LNP-ASN1.CancellationAcknowledgeAction;



    WITH REPLY SYNTAX LNP-ASN1.CancellationAcknowledgeReplyWithErrorCode;



    REGISTERED AS {LNP-OIDS.lnp-action 19};



subscriptionVersionNewSP-CancellationAcknowledgeWithErrorCodeDefinition BEHAVIOUR



    DEFINED AS !



        The subscriptionVersionNewSP-CancellationAcknowledgeWithErrorCode action



        is the action that is used via the SOA to NPAC



        SMS interface by the new service provider to acknowledge



        cancellation of a subscriptionVersionNPAC with a status of



        cancel-pending.



    !;



subscriptionVersionNewSP-CancellationAcknowledgeWithErrorCodeBehavior BEHAVIOUR



    DEFINED AS !



        See subscriptionVersionCancellationAcknowledge ACTION for behaviour



        definition.



        In addition to the existing subscriptionVersionCancellationAcknowledge



        ACTION behaviour, this action's reply contains an optional error code



        string to be returned if the action is not successful.



    !;



-- 20.0 LNP Subscription Version Remove From Conflict With Error code



subscriptionVersionRemoveFromConflictWithErrorCode ACTION



    BEHAVIOUR



        subscriptionVersionRemoveFromConflictWithErrorCodeDefinition,



        subscriptionVersionRemoveFromConflictWithErrorCodeBehavior;



    MODE CONFIRMED;



    WITH INFORMATION SYNTAX LNP-ASN1.RemoveFromConflictAction;



    WITH REPLY SYNTAX LNP-ASN1.RemoveFromConflictReplyWithErrorCode;



    REGISTERED AS {LNP-OIDS.lnp-action 20};



subscriptionVersionRemoveFromConflictWithErrorCodeDefinition BEHAVIOUR



    DEFINED AS !



        The subscriptionVersionRemoveFromConflictWithErrorCode action



        is the action that is used via the SOA to NPAC



        SMS interface by either the old or new service provider to set the



        subscription version status from conflict to pending.



    !;



subscriptionVersionRemoveFromConflictWithErrorCodeBehavior BEHAVIOUR



    DEFINED AS !



        See subscriptionVersionRemoveFromConflict ACTION for behaviour



        definition.



        In addition to the existing subscriptionVersionRemoveFromConflict



        ACTION behaviour, this action's reply contains an optional error



        text string to be returned if the action is not successful.



    !;



-- 21.0 LNP Old Service Provider Cancellation Acknowledge Request 



-- With Error code



subscriptionVersionOldSP-CancellationAcknowledgeWithErrorCode ACTION



    BEHAVIOUR



        subscriptionVersionOldSP-CancellationAcknowledgeWithErrorCodeDefinition,



        subscriptionVersionOldSP-CancellationAcknowledgeWithErrorCodeBehavior;



    MODE CONFIRMED;



    WITH INFORMATION SYNTAX LNP-ASN1.CancellationAcknowledgeAction;



    WITH REPLY SYNTAX LNP-ASN1.CancellationAcknowledgeReplyWithErrorCode;



    REGISTERED AS {LNP-OIDS.lnp-action 21};



subscriptionVersionOldSP-CancellationAcknowledgeWithErrorCodeDefinition BEHAVIOUR



    DEFINED AS !



        The subscriptionVersionOldSP-CancellationAcknowledgeWithErrorCode action



        is the action that is used via the SOA to NPAC



        SMS interface by the old service provider to acknowledge



        cancellation of a subscriptionVersionNPAC with a status of



        cancel-pending.



    !;



subscriptionVersionOldSP-CancellationAcknowledgeWithErrorCodeBehavior BEHAVIOUR



    DEFINED AS !



        See subscriptionVersionOldSP-CancellationAcknowledge ACTION



        for behaviour definition.



        In addition to the existing



        subscriptionVersionOldSP-CancellationAcknowledge ACTION



        behaviour, this action's reply contains an optional error code



        string to be returned if the action is not successful.



    !;


ASN.1



ActivateReplyWithErrorCode ::= SubscriptionVersionActionReplyWithErrorCode



CancellationAcknowledgeReplyWithErrorCode ::= 



   SubscriptionVersionActionReplyWithErrorCode



CancelReplyWithErrorCode ::= SubscriptionVersionActionReplyWithErrorCode


DisconnectReply ::= SEQUENCE {



    status SubscriptionVersionActionReply,



    version-id SET OF SubscriptionVersionId OPTIONAL,



    error-code [0] INTEGER OPTIONAL



}



DownloadReply ::= SEQUENCE {



    status ENUMERATED {



        success (0),



        failed (1),



        time-range-invalid (2),



        criteria-to-large (3),



        no-data-selected (4)



    },



    downloaddata [0] CHOICE {



        subscriber-data [0] SubscriptionDownloadData,



        network-data [1] NetworkDownloadData,



        block-data [2] BlockDownloadData



    } OPTIONAL,



    actionId [10] INTEGER OPTIONAL,


    error-code [11] INTEGER OPTIONAL


}



ModifyReply ::= SEQUENCE {



    status SubscriptionVersionActionReply,



    invalid-data SubscriptionModifyInvalidData OPTIONAL,



    error-code [0] INTEGER OPTIONAL – present if status not success



}



NetworkNotificationRecoveryReply ::= SEQUENCE {



    status ENUMERATED {



        success (0),



        failed (1),



        time-range-invalid (2),



        criteria-to-large (3),



        no-data-selected (4)



    },



   system-choice [0] CHOICE {



        lsms [1] SET OF SEQUENCE {



            managedObjectClass ObjectClass,



            managedObjectInstance ObjectInstance,



            notification CHOICE {



               subscription-version-new-npa-nxx [1] VersionNewNPA-NXX-Recovery,



               lnp-npac-sms-operational-information [2]



                   NPAC-SMS-Operational-InformationRecovery



            }



        },



        soa [2] SET OF SEQUENCE {



            managedObjectClass ObjectClass,



            managedObjectInstance ObjectInstance,



            notification CHOICE {



               subscription-version-new-npa-nxx [1] VersionNewNPA-NXX-Recovery,



               subscription-version-donor-sp-customer-disconnect-date [2]



                   VersionCustomerDisconnectDateRecovery,



               subscription-version-audit-discrepancy-report [3]



                   AuditDiscrepancyRptRecovery,



               subscription-audit-results [4] AuditResultsRecovery,



               lnp-npac-sms-operational-information [5]



                   NPAC-SMS-Operational-InformationRecovery,



               subscription-version-new-sp-create-request [6]



                   VersionNewSP-CreateRequestRecovery,



               subscription-version-old-sp-concurrence-request [7]



                   VersionOldSP-ConcurrenceRequestRecovery,



               subscription-version-old-sp-final-window-expiration [8]



                   VersionOldSPFinalConcurrenceWindowExpirationRecovery,



               subscription-version-cancellation-acknowledge-request [9]



                   VersionCancellationAcknowledgeRequestRecovery,



               subscriptionVersionStatusAttributeValueChange [10]



                   VersionStatusAttributeValueChangeRecovery,



               attribute-value-change [11] AttributeValueChangeInfo,



               object-creation [12] ObjectInfo,



               object-deletion [13] ObjectInfo,



               numberPoolBlockStatusAttributeValueChange [14]



                   NumberPoolBlockStatusAttributeValueChangeRecovery



           }



       }



   } OPTIONAL,



   actionId [10] INTEGER OPTIONAL,


   error-code [11] INTEGER OPTIONAL


}



NewSP-CreateReply ::= SEQUENCE {



    status [0] SubscriptionVersionActionReply,



    invalid-data [1] NewSP-CreateInvalidData OPTIONAL,



    error-code [2] INTEGER OPTIONAL – present if status not success



}



NumberPoolBlock-CreateReply ::= SEQUENCE {



    block-id [0] BlockId,



    status [1] ENUMERATED {



       success (0),



       failed (1),



       soa-not-authorized (2),



       no-npa-nxx-x-found (3),



       invalid-data-values (4),



       number-pool-block-already-exists (5),



       prior-to-effective-date (6),



       invalid-subscription-versions (7)



   },



   block-invalid-values [2] NumberPoolBlock-CreateInvalidData OPTIONAL,



   error-code [3] INTEGER OPTIONAL


}



OldSP-CreateReply ::= SEQUENCE {



    status SubscriptionVersionActionReply,



    invalid-data OldSP-CreateInvalidData OPTIONAL



    error-code [0] INTEGER OPTIONAL – present if status not success



}



RecoveryCompleteReply ::= SEQUENCE {



    status ResultsStatus,



    subscriber-data [1] SubscriptionDownloadData OPTIONAL,



    network-data [2] NetworkDownloadData OPTIONAL,



    block-data [3] BlockDownloadData OPTIONAL,



    error-code [4] INTEGER OPTIONAL


}



RemoveFromConflictReplyWithErrorCode ::= 



    SubscriptionVersionActionReplyWithErrorCode


SubscriptionVersionActionReply ::= ENUMERATED { -- to be removed in release x.0


    success (0),



    failed (1),



    soa-not-authorized (2),



    no-version-found (3),



    invalid-data-values (4),



    version-create-already-exists (5)



}



--



-- error-code is present if status not success



--



SubscriptionVersionActionReplyWithErrorCode ::= SEQUENCE {



    status [0] SubscriptionVersionActionReply,



    error-code [1] INTEGER OPTIONAL



}


Origination Date:  6/16/04



Originator:  LNPAWG



Change Order Number:  NANC 394


Description:  Consistent Behavior of Five-Day Waiting Period Between NPA-NXX-X Creation and Number Pool Block Activation, and Subscription Version Creation and its Activation



Cumulative SP Priority, Weighted Average:  12, (13.64)
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Business Need:



As specified in the PIM 38 problem statement, “The current NPA-NXX-X object (1K Pool Block) tunable of five(5) business days between the Create and Activate is too long and acts as a constraint against service providers.”



Many service providers use the 1K Pool Block methodology (in addition to Number Pooling Activities) to accomplish Network Re-Home and Acquisition activities.  Between the NPA-NXX-X (1K Pool Block) Object Creation date and the Block Activation date there is a mandatory five business day tunable period.  During this time, service providers cannot conduct SV activity until the NPA-NXX-X is both created and activated at the NPAC.  Any activity will result in error transactions or “SOA NOT AUTHORIZED” 7502.  The five business day waiting period allows for increased errors as service providers are unable to conduct activities for pending NPA-NXX-X objects.



Currently, the FRS does not require the NPAC to enforce a five business day delay for conventional ports (inter or intra).  However, the FRS does require the NPAC to enforce the waiting period for all Number Pool Blocks (NPBs).  Since the reason for the interval is to allow time to provision a switch trigger, consistent behavior is desired.



This change order will assist in resolving most of this problem.  Since almost all of these NPBs, have already had some porting activity and therefore a first port notification has previously been broadcast, the five day waiting period is not necessary.  This change order would require the NPA-NXX-X Holder Effective Date Window tunable parameter to be applied in situations only where the first port notification for the corresponding NPA-NXX had not previously been broadcast.



Additionally, this change order would add consistency by requiring the five day waiting period to be applied to SVs (inter or intra) in situations where the first port notification for the corresponding NPA-NXX had not previously been broadcast.



Description of Change:



The functionality for both SV and NPB data within the NPAC will be modified to enforce the waiting period minimum (NPA-NXX-X Holder Effective Date Window tunable parameter, defaulted to five business days) only when a first port notification for the corresponding NPA-NXX has NOT previously broadcast.



In the proposed update, once a first port notification for an NPA-NXX has been broadcast, the NPA-NXX-X Holder Effective Date Window tunable parameter will not apply for subsequent NPB creates/activates, and will therefore allow NPA-NXX-X Creation to be followed by an immediate NPB Activation.



Additionally, for SV data, the addition of the waiting period minimum will provide a restriction that is currently not in the NPAC.  Once a first port notification for an NPA-NXX has been broadcast, the minimum restriction window will not apply for subsequent SV creates/activates.



Appropriate changes will also be made for modifications.



Requirements:



Modification of current FRS requirements that relate to five-day waiting period for Number Pool Blocks even after first port notification has been previously broadcasted.  Changes are highlighted in yellow.



RR3-90
Addition of Number Pooling NPA-NXX-X Holder Information Effective Date Window– Tunable Parameter



NPAC SMS shall provide a NPA-NXX-X Holder Effective Date Window tunable parameter which is defined as the minimum length of time, in cases where a first port notification for the corresponding NPA-NXX has NOT previously been broadcast, between the current date (exclusive) and the effective date (inclusive), when Creating a NPA-NXX-X in the NPAC SMS.  (Previously N-140)



Note:  If the current date is Tuesday the 2nd, the tunable is set to 5 business days, and the port is using short business days (i.e., Monday-Friday), then the minimum effective date for the NPA-NXX-X would be Tuesday the 9th.
In cases where a first port notification for the corresponding NPA-NXX has previously been broadcast, this minimum length of time restriction will not be enforced.


RR3-91
Addition of Number Pooling NPA-NXX-X Holder Information Effective Date Window – Tunable Parameter Default



NPAC SMS shall default the NPA-NXX-X Holder Effective Date Window tunable parameter to five (5) business days.



Note:  The value of five (5) business days is selected because of the first port notification, and this would affect SPs operationally if this value is set to less than five business days. (Previously N-150)



RR3-92
Addition of Number Pooling NPA-NXX-X Holder Information Effective Date – Validation



NPAC SMS shall verify that the Effective Date for the NPA-NXX-X Holder data is equal to, or greater than, the current date plus the value of the NPA-NXX-X Holder Effective Date Window tunable parameter, excluding those automatically created by NPA Split processing, and excluding those cases where a first port notification for the corresponding NPA-NXX has previously been broadcast.  (Previously N-160)



RR3-93
Addition of Number Pooling NPA-NXX-X Holder Information Effective Date – OpGUI Default



NPAC SMS shall set the time portion of the Effective Date Timestamp to 00:00 Central Time, and not allow the NPAC Personnel to modify the Time portion of the Effective Date, on the NPAC Administrative Interface.  (Previously N-170)



RR3-99
Modification of Number Pool NPA-NXX-X Holder Information Effective Date – Validation for Current Date



NPAC SMS shall verify that the modification of the Effective Date for the NPA-NXX-X Holder data is equal to, or greater than, the current date.  (Previously N-225)



RR3-100
Modification of Number Pool NPA-NXX-X Holder Information Effective Date – Validation for Tunable



NPAC SMS shall verify that the modification of the Effective Date for the NPA-NXX-X Holder data is equal to, or greater than, the NPA-NXX-X Holder creation date plus the value of the NPA-NXX-X Holder Effective Date Window tunable parameter, in cases where a first port notification for the corresponding NPA-NXX has NOT previously been broadcast.  (Previously N-230)



Modification of current FRS requirements to add a five-day waiting period for Subscription Versions if the first port notification has not previously been broadcasted.  Changes are highlighted in yellow.



R5-18.3
Create Subscription Version - Due Date Validation



NPAC SMS shall verify that the due date, in cases where a first port notification for the corresponding NPA-NXX has previously been broadcast, is the current or a future date upon receipt of the initial Subscription Version Create request for an Inter-Service Provider port.



RR5-6.3
Create “Intra-Service Provider Port” Subscription Version - Due Date Validation



NPAC SMS shall verify that the input due date, in cases where a first port notification for the corresponding NPA-NXX has previously been broadcast, is the current or a future due date upon Subscription Version creation for an Intra-Service Provider port.



Req 1
Create “Inter-Service Provider Port” Subscription Version - Due Date Validation For First Port



NPAC SMS shall verify that the due date, in cases where a first port notification for the corresponding NPA-NXX has NOT previously been broadcast, is equal to, or greater than, the current date plus the value of the NPA-NXX-X Holder Effective Date Window tunable parameter upon receipt of the initial Subscription Version Create request for an Inter-Service Provider port.


Req 2
Create “Intra-Service Provider Port” Subscription Version - Due Date Validation For First Port



NPAC SMS shall verify that the due date, in cases where a first port notification for the corresponding NPA-NXX has NOT previously been broadcast, is equal to, or greater than, the current date plus the value of the NPA-NXX-X Holder Effective Date Window tunable parameter upon receipt of the Subscription Version Create request for an Intra-Service Provider port.


R5-29.2
Modify Subscription Version - Due Date Validation



NPAC SMS shall verify that an input due date is the current or future date upon Subscription Version modification.



RR5-54
Modify Subscription Version - Due Date Validation for NPA-NXX Effective Date



NPAC SMS shall allow a request to modify the due date of a Subscription Version, when the new value is equal to, or greater than, the corresponding NPA-NXX effective date.



Req 3
Modify Subscription Version - Due Date Validation For First Port



NPAC SMS shall verify that the due date, in cases where a first port notification for the corresponding NPA-NXX has NOT previously been broadcast, is equal to, or greater than, the current date plus the value of the NPA-NXX-X Holder Effective Date Window tunable parameter upon receipt of a Subscription Version Modify request.


Appendix C – System Tunables



			BLOCK Tunables





			Tunable Name


			Tunable Variable Name


			Default Value


			Units


			Valid Range





			NPA-NXX-X Holder Information Effective Date Window


			NPA-NXX-X Holder Information Effective Date Window


			5


			business days


			5-360





			Minimum length of time between the Creation date and the effective date when creating or modifying an NPA-NXX-X.  This minimum length of time restriction only applies in cases where the first usage notification for the corresponding NPA-NXX has NOT previously been broadcast.








Table C- 1 -- Block Tunables



IIS



Removal of current IIS flow descriptions that relate to five-day waiting period for Number Pool Blocks even after first port notification has been previously sent.



Flow B.4.3.1 – Service Provider NPA-NXX-X Create by NPAC SMS



#1.  third bullet point.
The effective date is greater than or equal to the current date plus the effective date tunable number of days, in cases where a first port notification for the corresponding NPA-NXX has NOT previously been broadcast.  In cases where the notification was previously broadcast, the validation is effective timestamp is greater than or equal to current timestamp.



Flow B.4.3.2 – Service Provider NPA-NXX-X Modification by NPAC SMS



#2.
NPAC SMS responds indicating whether the modification was successful.  The update request will fail if the effective timestamp is within the Block Holder Effective Date Window’s tunable number of days to the creation timestamp of the object, in cases where a first port notification for the corresponding NPA-NXX has NOT previously been broadcast, or if the current date is greater than or equal to the object’s current effective timestamp.



Flow B.5.5.1 – Subscription Version Create by the Initial SOA (Old Service Provider)



#1.
Old service provider SOA sends M-ACTION subscriptionVersionOldSP-Create to the NPAC SMS lnpSubscriptions object to create a new subscriptionVersionNPAC. The old service provider SOA must specify the following valid attributes:


subscriptionTN or a valid subscriptionVersionTN-Range

subscriptionNewCurrentSP

subscriptionOldSP

subscriptionOldSP-DueDate (seconds set to zeros)

subscriptionOldSP-Authorization

subscriptionLNPType

If the service provider were to give a range of TNs, this would result in an M-CREATE and M-EVENT-REPORT for each TN.

If an attribute value is invalid, an invalidArgumentValue will be returned, indicating invalid data values. Other appropriate errors will also be returned.

If a first port notification for the corresponding NPA-NXX has NOT previously been broadcast, the subscriptionOldSP-DueDate must be greater than or equal to the current date plus the NPA-NXX-X Holder Effective Date Window tunable parameter number of days (default value is five business days, this tunable for Number Pool Blocks also applies to Subscription Versions), otherwise an error will be returned.


Flow B.5.5.2 – Subscription Version Create by the Initial SOA (New Service Provider)



#1.
New service provider SOA sends M-ACTION subscriptionVersionNewSP-Create to the NPAC SMS lnpSubscriptions object to create a new subscriptionVersionNPAC. The new service provider SOA must specify the following valid attributes:


subscriptionTN or a valid subscriptionVersionTN-Range

subscriptionNewCurrentSP

subscriptionOldSP

subscriptionNewSP-DueDate (seconds set to zero)

subscriptionLNPType

subscriptionPortingToOriginal-SP Switch



The following items must be provided unless subscriptionPortingToOriginal-SP is true:


subscriptionLRN

subscriptionCLASS-DPC

subscriptionCLASS-SSN

subscriptionLIDB-DPC

subscriptionLIDB-SSN

subscriptionCNAM-DPC

subscriptionCNAM-SSN

subscriptionISVM-DPC

subscriptionISVM-SSN

subscriptionWSMSC-DPC - if supported by the Service Provider SOA

subscriptionWSMSC-SSN - if supported by the Service Provider SOA

The following attributes are optional:


subscriptionEndUserLocationValue

subscriptionEndUserLocationType

subscriptionBillingId

If the service provider were to give a range of TNs, this would result in an M-CREATE and M-EVENT-REPORT for each TN.

If any attribute is invalid, an action failure will be returned, indicating invalidArgumentValue. Other appropriate errors will also be returned.

If the subscriptionPortingToOriginal-SP is true, the new Service Provider ID MUST be the same as the Code Holder for the TN (or Block Holder if the TN is part of a Number Pool Block); if the SPIDs do not match the NPAC SMS will reject the request.

If a first port notification for the corresponding NPA-NXX has NOT previously been broadcast, the subscriptionNewSP-DueDate must be greater than or equal to the current date plus the NPA-NXX-X Holder Effective Date Window tunable parameter number of days (default value is five business days, this tunable for Number Pool Blocks also applies to Subscription Versions), otherwise an error will be returned.


Flow B.5.5.11 – Subscription Version Create For Intra-Service Provider Port



#1.
Current provider SOA sends M-ACTION subscriptionVersionNewSP-Create to the NPAC SMS lnpSubscriptions object to create a new subscriptionVersionNPAC. The SOA must specify the following valid attributes:


subscriptionTN or a valid subscriptionVersionTN-Range

subscriptionNewCurrentSP

subscriptionOldSP

subscriptionNewSP-DueDate (seconds set to zeros)

subscriptionPortingToOriginal-SPSwitch

The following items must be provided unless subscriptionPortingToOriginal-SP is true:


subscriptionLRN

subscriptionCLASS-DPC

subscriptionCLASS-SSN

subscriptionLIDB-DPC

subscriptionLIDB-SSN

subscriptionCNAM-DPC

subscriptionCNAM-SSN

subscriptionISVM-DPC

subscriptionISVM-SSN

subscriptionLNPType

subscriptionWSMSC-DPC - if supported by the Service Provider SOA

subscriptionWSMSC-SSN - if supported by the Service Provider SOA

If the subscriptionPortingToOriginal-SP is true, the subscriptionNewCurrentSP must be equal to the subscriptionOldSP.  If the new Service Provider Id is NOT the same as the Code Holder for the TN (or Block Holder if the TN is part of a Number Pool Block) in a “Port to Original” subscription version request then the NPAC SMS will fail the request. 

The following attributes are optional:


subscriptionEndUserLocationValue

subscriptionEndUserLocationType

subscriptionBillingId

If a first port notification for the corresponding NPA-NXX has NOT previously been broadcast, the subscriptionNewSP-DueDate must be greater than or equal to the current date plus the NPA-NXX-X Holder Effective Date Window tunable parameter number of days (default value is five business days, this tunable for Number Pool Blocks also applies to Subscription Versions), otherwise an error will be returned.


Flow B.5.2.3 – SubscriptionVersion Modify Prior to Activate Using M-ACTION



#1.
Service provider SOA issues M-ACTION subscriptionVersionModify to the NPAC SMS lnpSubscriptions object to update the version. The NPAC SMS validates the data.

If a due date is being changed (subscriptionNewSP-DueDate or subscriptionOldSP-DueDate), the updated due date must be greater than or equal to the current date plus the effective date tunable number of days, in cases where a first port notification for the corresponding NPA-NXX has NOT previously been broadcast.  In cases where the notification was previously broadcast, the validation is new due date must be greater than or equal to current date.


Flow B.5.2.4 – SubscriptionVersion Modify Prior to Activate Using M-SET



#1.
The new or old service provider SOA will issue an M-SET request for the attributes to be updated in the subscriptionVersionNPAC object. The request will be validated for an authorized service provider and validation of the attributes and values.

If a due date is being changed (subscriptionNewSP-DueDate or subscriptionOldSP-DueDate), the updated due date must be greater than or equal to the current date plus the effective date tunable number of days, in cases where a first port notification for the corresponding NPA-NXX has NOT previously been broadcast.  In cases where the notification was previously broadcast, the validation is new due date must be greater than or equal to current date.


GDMO



Addition of current GDMO behavior description that relate to five-day waiting period for Subscription Versions regarding the first port notification.



-- 21.0 LNP NPAC Subscription Version Managed Object Class



subscriptionVersionNPAC MANAGED OBJECT CLASS



    DERIVED FROM subscriptionVersion;



    CHARACTERIZED BY



        subscriptionVersionNPAC-Pkg;



    REGISTERED AS {LNP-OIDS.lnp-objectClass 21};



subscriptionVersionNPAC-Behavior BEHAVIOUR



    DEFINED AS !



…



Upon subscription version creation, the subscriptionOldSP-DueDate and subscriptionNewSP-DueDate must match. If the due date for the port is a previous date, the NPAC SMS accepts a value of a previous date from a service provider, in order to match the due date of the port that was previously received from the other Service Provider (new or old).  If a first port notification for the corresponding NPA-NXX has NOT previously been broadcast, the first submitted due date (either subscriptionNewSP-DueDate or subscriptionOldSP-DueDate) must be greater than or equal to the current date plus the NPA-NXX-X Holder Effective Date Window tunable parameter number of days (default value is five business days, this tunable for Number Pool Blocks also applies to Subscription Versions), otherwise an error will be returned.


Validation will be done for both old and new service provider data that is specified on an M-SET.  If validation fails, no changes will be made and a processing failure will be returned. If the version passes validation, the version status will be set to pending.  An error message will be returned to the service provider if the status is not pending when they attempt to change the version status to cancel-pending.



When modifying a subscription version, a change in due date (either subscriptionNewSP-DueDate or subscriptionOldSP-DueDate) will be edited based on the associated NPA-NXX’s first port notification.  If a first port notification has NOT previously been broadcast, the updated date must be greater than or equal to the current date plus the NPA-NXX-X Holder Effective Date Window tunable parameter number of days (default value is five business days, this tunable for Number Pool Blocks also applies to Subscription Versions), otherwise an error will be returned.  If a first port notification has previously been broadcast, the updated date must be greater than or equal to the current date.


Once a pending version has been created, the new service provider can activate the subscription version if the new service provider due date has been reached and the NPA-NXX effective date has been reached.



Removal of current GDMO behavior description that relate to five-day waiting period for Number Pool Blocks even after first port notification has been previously sent.



-- 31.0 Service Provider NPA-NXX-X Data Managed Object Class



--



serviceProvNPA-NXX-X MANAGED OBJECT CLASS



    DERIVED FROM "CCITT Rec. X.721 (1992) | ISO/IEC 10165-2 : 1992":top;



    CHARACTERIZED BY



        serviceProvNPA-NXX-X-Pkg;



    REGISTERED AS {LNP-OIDS.lnp-objectClass 31};



serviceProvNPA-NXX-X-Behavior BEHAVIOUR



    DEFINED AS !



…



An object creation attempt will be rejected by the NPAC SMS if any subscription versions exist with a status of pending, conflict, cancel-pending or failed ("pending-like") for a TN implied by the NPA-NXX-X value and an active subscription version object does not exist for that TN or the subscription version is a port-to-original request.  Additionally, an object creation attempt will be rejected by the NPAC SMS if, in cases where a first port notification for the corresponding NPA-NXX has NOT previously been broadcast, the date of the serviceProvNPA-NXX-X-EffectiveTimeStamp is greater than or equal to the serviceProvNPA-NXX-X CreationTimeStamp plus the NPAC SMS's NPA-NXX-X Holder Effective Date Window Tunable.  In cases where the first port notification has previously been broadcast, the validation is effective date is greater than or equal to current date.


NPAC SMS personnel can modify the date of the serviceProvNPA-NXX-X-EffectiveTimeStamp only prior to the number pool block activation and, in cases where a first port notification for the corresponding NPA-NXX has NOT previously been broadcast, only if the current date is less than the effective date and the new serviceProvNPA-NXX-X-EffectiveTimeStamp is greater than or equal to the serviceProvNPA-NXX-X CreationTimeStamp plus the NPAC SMS's NPA-NXX-X Holder Effective Date Window Tunable.  In cases where the first port notification has previously been broadcast, the validation is effective date is greater than or equal to current date.


ASN.1



No Change Required.



Origination Date:  12/6/99



Originator:  LNPA WG



Change Order Number:  NANC 300


Description:  Resend Exclusion for Number Pooling


Cumulative SP Priority, Weighted Average:  13, (14.00)



Functional Backwards Compatible:  NO



IMPACT/CHANGE ASSESSMENT



			FRS


			IIS
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			ASN.1


			NPAC


			SOA


			LSMS





			Y


			


			Y


			


			Med
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			Med-Low








Business Need:


When information about ported (or pooled) numbers is broadcast, no changes in this information can be subsequently broadcast until all service providers' LSMSs have acknowledged successful receipt of the original broadcast.  That is, no changes can be made to SVs in a "partial failure" condition.  This limitation is being corrected for ported telephone numbers in NPAC Release 4.0.  However, a ported pooled thousands block remains subject to this restriction.  Change Order NANC 300, proposed for NPAC release 5.0, effectively removes the restriction and allows changes to be made to ported pooled thousands blocks in a partial failure condition.



The business need for this change is the need to promptly correct erroneous NPAC broadcast information about ported pooled blocks.  For example, there may be an error in the LRN associated with the pooled thousands block; this would render the block's thousand numbers unusable until the correct LRN information could be modified and broadcast by NPAC.  This is less serious a problem than the inability to change an existing ported customer's SV, at least if the error is discovered before numbers from the pooled block are assigned to end-users.  However, even if no numbers are yet assigned to end-users, it is important to be able to correct errors promptly rather than being held hostage to a particular service provider's inability to receive or acknowledge broadcasts when the original pooled block broadcast was made.  An LSMS can be off line for days during which time no numbers from the block could be used.  INC guidelines state that the pooled numbers can be used the following day, which would make it imperative that the block be able to be modified.



An additional need for this change order is contaminated working numbers missed by the code holder at the time of block donation, that need to be intra-service provider ported for a Number Pool Block, that contains a Partial Failure status (which currently cannot be performed until the Number Pool Block is Active).



A process is available that could be implemented by NPAC personnel for such situations – using NPA-NXX filters – but the process is risky and very likely to cause greater problems.  A higher definition filter therefore is necessary to avoid the problems introduced by use of existing NPA-NXX filter.  The 10-digit filter provided in release 4.0 is not feasible for addressing the problem of pooled thousands blocks.  Hence this change order which proposes a 7-digit (NPA-NXX-X) filter.



Description of Change:



This is an extension of NANC 227.  During the Dec 99 LNPA-WG meeting, it was proposed to remove Number Pooling functionality from NANC 227, and create a new change order for this functionality.  This functionality was removed from NANC 227 because it was too much for Release 4.0.


The NPAC SMS currently rejects a request to "modify active" or "disconnect" a Number Pool Block or SVs of LNP type POOL that has a partial failure status.  Nothing can be done to the Block/SV until the discrepant LSMS(s) come back on line, and either recover the broadcast, or accept a re-send from the NPAC SMS.



Similar to NANC 227 for non-pooled SVs, the NPAC should provide a mechanism that allows activity (modify, disconnect, subsequent port) on the Block/SV, regardless of the Failed SP List.  This will be done via the resend exclusion functionality (defined in NANC 227), which is a mechanism that allows a Service Provider to be removed from a Failed SP List.



Jun 99: during the Pooling Assumptions walk-thru, four SV requirements were modified, and the functionality was moved into this change order.  Basically, the “partial failure/failed” text is moved to this change order.  The affected requirements are listed below:



SV-230 Modification of Number Pooling Subscription Version Information – Subscription Data



SV-240 Modification of Number Pooling Subscription Version Information – Status Update to Sending



SV-270 Modification of Number Pooling Subscription Version Information – Status Update



SV-280 Modification of Number Pooling Subscription Version Information – Failed SP List



May 00: using the resend exclusion functionality eliminates the need to update the above four requirements.  Other requirements will need to be written to define the functionality.



Requirements:



Req 1
Number Pool Block Failed SP List – Exclusion of a Service Provider from Resend



NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to request that a Service Provider be excluded from the Number Pool Block Failed SP List when resending a number pool block and the associated subscription version(s) of LNP type POOL, and not broadcast to the Service Provider that is excluded.



Req 2
Number Pool Block Failed SP List – Logging of an Excluded Service Provider



NPAC SMS shall log the following information when a Service Provider is excluded from the Failed SP List based on a request by NPAC Personnel via the NPAC Administrative Interface: date, time, excluded SPID, Blockholder SPID, NPA-NXX-X, Number Pool Block ID.



Req 3
Number Pool Block Failed SP List – Recovery of Excluded Service Provider Subscription Versions



NPAC SMS shall, for a recovery of number pool block data, in instances where the NPAC SMS excluded the Service Provider from the Failed SP List based on a request by NPAC Personnel via the NPAC Administrative Interface, allow the Local SMS to recover a Number Pool Block or its associated pool-type subscription versions with all current attributes, even though the Service Provider is no longer on the Failed SP List.



Req 4
Number Pool Block Failed SP List – Excluded Service Provider Log Data Availability for the Excluded Service Provider Report



NPAC SMS shall allow the Excluded Service Provider log data to be available for the Excluded Service Provider Report.



Req 5
Number Pool Block Failed SP List –Resend Excluded Service Provider Report by Current SPID/Blockholder SPID via OpGUI



NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to generate the Resend Excluded Service Provider Report by Current SPID/Blockholder SPID on Excluded Service Provider log data.



Req 6
Number Pool Block Failed SP List – Resend Excluded Service Provider Report Request by Current SPID/Blockholder SPID



NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to specify time range and Current SPID/Blockholder SPID option (of either an individual SPID or all SPIDs in the failed SP list) when generating the Resend Excluded Service Provider Report by Current SPID/Blockholder SPID on Excluded Service Provider log data.



Req 7
Number Pool Block Failed SP List – Resend Excluded Service Provider Report by Current SPID/Blockholder SPID Request Sort Criteria



NPAC SMS shall use the following sort order when generating the Resend Excluded Service Provider Report by Current SPID/Blockholder SPID on Excluded Service Provider log data:



1. Current SPID/Blockholder SPID (ascending) 



2. TN/NPA-NXX-X  (ascending) 



3. date/time (earliest date/time to latest date/time) 



4. excluded SPID (ascending) 



5. SVID/Number Pool Block -ID (ascending)



Req 8
Number Pool Block Failed SP List –Resend Excluded Service Provider Report by Excluded SPID via OpGUI



NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to generate the Resend Excluded Service Provider Report by Excluded SPID on Excluded Service Provider log data.



Req 9
Number Pool Block Failed SP List – Resend Excluded Service Provider Report by Excluded SPID Request 



NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to specify time range and excluded SPID option (of either an individual SPID or all SPIDs) when generating the Resend Excluded Service Provider Report by Excluded SPID on Excluded Service Provider log data.



Req 10
Number Pool Block Failed SP List –Resend Excluded Service Provider Report by Excluded SPID Request Sort Criteria



NPAC SMS shall use the following sort order when generating the Excluded Service Provider Report on Excluded Service Provider log data: 



1. excluded SPID (ascending) 



2. TN/NPA-NXX-X  (ascending) 



3. date/time (earliest date/time to latest date/time) 



4. Current SPID/Blockholder SPID (ascending) 



5. SVID/Number Pool Block -ID (ascending)



Note:  The TN and SVID attributes were added to requirements 7 & 10 in this change order because of the corresponding change order (NANC 227/254) for SVs in Release 4.0.



RX9-6
Log File Reports



NPAC SMS shall support the following log file reports for NPAC personnel using the NPAC Administrative Interface:




22.
History Report




23.
Error Report




24.
Service Provider Notification Report




25.
Subscription Transaction Report




26.
Service Provider Administration Report




27.
Subscription Administration Report




28.
Resend Excluded Service Provider Report


IIS



No change required.


GDMO



-- 30.0 Number Pool Block NPAC Data Managed Object Class



numberPoolBlockNPAC MANAGED OBJECT CLASS



…



numberPoolBlockNPAC-Behavior BEHAVIOUR



    DEFINED AS !



…



 Insert at the end of the section:



        If NPAC Personnel via the NPAC Administrative Interface, exclude a



        Service Provider from the numberPoolBlockFailed-SP-List, the list of



        Service Providers will not accurately reflect those Local SMSs



        that successfully processed this number pool block.


…



-- 1.0 LNP Download Action



lnpDownload ACTION



    BEHAVIOUR



        lnpDownloadDefinition,



        lnpDownloadBehavior;



    MODE CONFIRMED;



    WITH INFORMATION SYNTAX LNP-ASN1.DownloadAction;



    WITH REPLY SYNTAX LNP-ASN1.DownloadReply;



    REGISTERED AS {LNP-OIDS.lnp-action 1};



lnpDownloadDefinition BEHAVIOUR



    DEFINED AS !



        The lnpDownload action is the action that is used by the Local SMS



        and SOA to specify the objects to be downloaded from the NPAC SMS.



    !;



lnpDownloadBehavior BEHAVIOUR



    DEFINED AS !



        Preconditions: This action is issued from an lnpSubscriptions



        or an lnpNetwork object and all objects to be downloaded



        are specified in the action request.



        Postconditions: After this action has been executed by the Local



        SMS or SOA specifying which objects to download, the NPAC SMS will



        determine which objects satisfy the download request and return



        them in the download action reply. Creation, deletion, and



        modification information will be included in the reply.  All data 



        for objects that have been modified is downloaded not just the 



        information that was modified. The download reason is set to 



        ‘new1’ for a new object, ‘delete1’ for a deleted object



        and ‘modified’ for a modified object.



        An LSMS may receive subscription or number pool block data during 



        recovery, where more than one activity occurred for a given subscription



        version or number pool block during the time the LSMS was not available.



        This will occur when NPAC Personnel via the OpGUI, exclude a Service 



        Provider from the Failed SP List to allow the current Service Provider to 



        perform some type of subsequent activity on that subscription version or



        number pool block.  Hence, when the LSMS performs recovery, the recovered 



        data will contain data for the both activities (all current attributes). 



        So, if the recovering LSMS is recovering a modified subscription version 



        or number pool block for which it did not receive the initial M-CREATE, 



        the download reason is set to ‘modified’ for this subscription version 



        or number pool block object.


        …



    !;



ASN.1



No change required



Origination Date:  4/12/02



Originator:  NeuStar


Change Order Number:  NANC 352


Description:  Recovery Enhancements – Recovery of SPID



Cumulative SP Priority, Weighted Average:  14, (14.27)



Functional Backwards Compatible:  NO



IMPACT/CHANGE ASSESSMENT



			FRS


			IIS


			GDMO


			ASN.1


			NPAC


			SOA


			LSMS





			Y


			Y


			Y


			Y


			Med


			Med-Low


			Med-Low








Business Need:



The NPAC SMS allows for the recovery of missed messages for network data, block data, and SV data.  However, the NPAC functionality based on current requirements does not allow recovery of customer information (SPIDs).  So, if customer information is downloaded, and the Service Provider misses it, it is not recoverable.



This new functionality would improve the recovery process by adding customer (i.e., header data) to the list of recoverable messages, so that subordinate network/block/SV data does not cause rejects or errors.



Description of Change:



Implement a new optional recovery request that allows the Service Provider to recover customer information (SPIDs).  This new optional feature would send missed customer adds, modifies, or deletes to the Service Provider during the recovery process.



A Service Provider could implement this optional feature at any time, and would send this request during the recovery process similar to the requests sent for network, block, and SV data today.



The data representation would be something like, SPID, text, and download reason.



Major points/processing flow/high-level requirements:



1. This recovery of SPID enhancement will implement a new recovery request type.  This will be used with the lnpDownload message.  This is optional functionality.



2. This recovery of SPID enhancement only applies to recovery mode, not normal mode.



3. No reports are required for this recovery enhancement.


4. The data representation would include, SPID, SP name, and download reason.



5. NPAC regional tunables will be added for 187-Linked Replies capable Service Providers (maximum recoverable data, Blocking Factor).



6. No Service Provider specific tunables are required for this recovery enhancement.



7. This new request type can be used by both 187-Service Providers (linked replies will be sent), and non-187-Service Providers (regular non-linked reply will be sent).



8. SOA/LSMS associates to the NPAC and uses the new request type with the lnpDownload message.  The NPAC:



a. Validates the message by the requesting SOA/LSMS



b. Validates maximum recovery size (if over the max size, an error message is returned)



c. Uses SP Profile flags for linked replies



d. Skips checks for SP Profile flags for ranges, notification types, EDR, and skips check for NPA-NXX filters



e. Packages up and sends the maximum data given the different variables and tunable settings.  This process continues until all requested recoverable data has been sent to the requesting SOA/LSMS.



9. Upon completion of recovery, SOA/LSMS sends existing recovery complete message (lnpRecoveryComplete), and processing between SOA/LSMS and NPAC continues in normal mode.



Requirements:



1. 


2. 


Req 1
Service Provider Data Recovery



NPAC SMS shall provide a mechanism that allows a SOA or LSMS to recover service provider downloads that were missed during a broadcast to the SOA or LSMS.



Req 2
Service Provider Data Recovery Only in Recovery Mode



NPAC SMS shall allow a SOA or LSMS to recover service provider data ONLY in recovery mode.



Req 3
Service Provider Data Recovery – Order of Recovery



NPAC SMS shall recover all service provider data download broadcasts in time sequence order when service provider recovery is requested by the SOA or LSMS.



Req 4
Service Provider Data Recovery – Time Range Limit



NPAC SMS shall use the Maximum Download Duration Tunable to limit the time range requested in a service provider data recovery request.



Req 5
Service Provider Data Recovery – SOA and LSMS Independence



NPAC SMS shall support the recovery of service provider data for the SOA and LSMS as independent requests.



Req 6
Service Provider Data Recovery – SOA Network Data



NPAC SMS shall allow the SOA to only recover service provider data downloads intended for the SOA.



Req 7
Service Provider Data Recovery – LSMS Network Data



NPAC SMS shall allow the LSMS to only recover service provider data downloads intended for the LSMS.



Req 8
Service Provider Data Recovery – Network Data Criteria



NPAC SMS shall support the following service provider data download criteria:



· Time-range (optional)



· Single Service Provider or all Service Providers (required)



Req 9
Service Provider Data Recovery – Network Data Choices



NPAC SMS shall require one of the following service provider data download choices:



· service-provider-data (with one of the two selections below)



· service-provider-range



· all



RR3-336
NPAC Customer SOA Linked Replies Indicator



NPAC SMS shall provide a mechanism to indicate whether a Service Provider supports receiving Service Provider, Network and Notification Recovery Responses as Linked Replies to their SOA, via the SOA to NPAC SMS Interface.  (Previously NANC 187 Req 1)



RR3-339
NPAC Customer Local SMS Linked Replies Indicator



NPAC SMS shall provide a mechanism to indicate whether a Service Provider supports receiving Service Provider, Network, Subscription, and Notification Recovery Responses as Linked Replies to their Local SMS, via the NPAC SMS to Local SMS Interface.  (Previously NANC 187 Req 6)



RR3-342
Network Data Linked Replies Blocking Factor – Tunable Parameter



NPAC SMS shall provide a Network Data Linked Replies Blocking Factor tunable parameter which is defined as the number of objects in a single linked reply sent in response to a service provider or network data recovery request sent by a SOA/LSMS, when the SOA/LSMS supports Linked Replies.  (Previously NANC 187 Req 12)



RR3-351
Network Data Maximum Linked Recovered Objects – Tunable Parameter



NPAC SMS shall provide a Network Data Maximum Linked Recovered Objects tunable parameter which is defined as the maximum number of objects sent in response to a Service Provider or network data recovery request sent by a SOA/LSMS, when the SOA/LSMS supports Linked Replies.  (Previously NANC 187 Req 26)



Req 10
Linked Replies Information – Sending Linked Replies During Service Provider Data Recovery to SOA



NPAC SMS shall send Service Provider data in response to a recovery request, via the SOA to NPAC SMS Interface, to a SOA that support Linked Replies, in groups of objects based on the Network Data Linked Replies Blocking Factor tunable parameter value.



Req 11
Linked Replies Information – Sending Linked Replies During Service Provider Data Recovery to Local SMS



NPAC SMS shall send Service Provider data in response to a recovery request, via the NPAC SMS to Local SMS Interface, to a Local SMS that support Linked Replies, in groups of objects based on the Network Data Linked Replies Blocking Factor tunable parameter value.



Req 12
Linked Replies Information – Service Provider Data Recovery Maximum Size to SOA



NPAC SMS shall allow Service Provider data in response to a recovery request, via the SOA to NPAC SMS Interface, to a SOA that support Linked Replies, to be as large as the Network Data Maximum Linked Recovered Objects tunable parameter value.



Req 13
Linked Replies Information – Service Provider Data Recovery Maximum Size to Local SMS



NPAC SMS shall allow Service Provider data in response to a recovery request, via the NPAC SMS to Local SMS Interface, to a Local SMS that support Linked Replies, to be as large as the Network Data Maximum Linked Recovered Objects tunable parameter value.


IIS



Modification of existing IIS Flows – The flow pictures for recovery remain the same, i.e., M-ACTION Response (network data).  The words of the flow descriptions will be changed to include SPID.


B.7
Local SMS and SOA Recovery



…


It is optional as to whether the Local SMS recovers Service Provider Data, Network Data, Subscription Data, Notification Data, or any combination of the four; and if the SOA recovers the Service Provider Data, Network Data, Notification Data, or any combination of the three.  For an Local SMS or SOA that initiates recovery, the only step that is required is the lnpRecoveryComplete message, at the end of all previous data recovery requests.  This instructs the NPAC SMS to send previously queued messages, at the next scheduled retry interval, and resume normal processing.


It is also expected that the order of recovery would be Service Provider Data, followed by Network Data, Subscription Data, then Notification Data.


GDMO



-- 17.0 LNP Service Provider Network Managed Object Class



serviceProvNetwork MANAGED OBJECT CLASS



    DERIVED FROM "CCITT Rec. X.721 (1992) | ISO/IEC 10165-2 : 1992":top;



    CHARACTERIZED BY



        serviceProvNetworkPkg;



    REGISTERED AS {LNP-OIDS.lnp-objectClass 17};



serviceProvNetworkPkg PACKAGE



    BEHAVIOUR



        serviceProvNetworkDefinition,



        serviceProvNetworkBehavior;



    ATTRIBUTES



        serviceProvID GET,



        serviceProvName GET-REPLACE,



        serviceProvDownloadReason GET-REPLACE;


    ;



ASN.1



DownloadAction ::= CHOICE {



    subscriber-download [0] EXPLICIT SubscriptionDownloadCriteria,



    network-download [1] NetworkDownloadCriteria,



    block-download [2] BlockDownloadCriteria,



    service-prov-download [3] ServiceProvDownloadCriteria


}



ServiceProvDownloadCriteria::= SEQUENCE {



    time-range [0] TimeRange OPTIONAL,



    service-prov-choice [1] CHOICE {



        service-prov [0] ServiceProvId,



        all-service-provs [1] NULL



    }



}


DownloadReply ::= SEQUENCE {



    status ENUMERATED {



        success (0),



        failed (1),



        time-range-invalid (2),



        criteria-to-large (3),



        no-data-selected (4)



    },



    downloaddata CHOICE {



        subscriber-data [0] SubscriptionDownloadData,



        network-data [1] NetworkDownloadData,



        block-data [2] BlockDownloadData,



         service-prov-data [3] ServiceProvDownloadData


    } OPTIONAL



}



ServiceProvDownloadData  ::= SEQUENCE {



        service-prov-id ServiceProvId,



         service-prov-type ServiceProviderType,



        service-prov-name ServiceProvName OPTIONAL,



        service-prov-download-reason DownloadReason



    },


Origination Date:  5/6/03



Originator:  LNPAWG APT


Change Order Number:  NANC 383


Description:  Separate SOA Channel for Notifications



Cumulative SP Priority, Weighted Average:  15, (15.45)



Functional Backwards Compatible:  NO



IMPACT/CHANGE ASSESSMENT



			FRS


			IIS


			GDMO


			ASN.1


			NPAC


			SOA


			LSMS





			Y


			Y


			Y


			


			Med


			Med


			N/A








Business Need:



Currently, most SOAs have one association to the NPAC SMS over which all interface traffic is sent and received.  As volume increases over the interface, a SOA may desire a separate channel for notification traffic.  This change order would separate out notifications with other messages, such that a separate channel will be established for SOA notifications versus all other SOA messages.  This performance related change order allows additional throughput on both channels.



Description of Change:



The NPAC SMS would support a separate channel for SOA notifications and manage the distribution of transactions to the SOA such that notification are send on one channel and all other SOA traffic is sent on a different channel.



Major points/processing flow/high-level requirements:



1. The NPAC exchanges messages with the SOA.  For every request from either the SOA or NPAC, a response is required from the recipient system.  In overload situations, many messages (including requests, responses, and notifications) can be backed up.


a. Requests and responses have a higher priority that all notifications, so in an overload situation all requests/responses are processed before starting on the notifications, regardless of origination time.  The algorithm is “whatever-comes-in, highest-priority-is-first-out”.


b. In order to alleviate the backlog in an overload situation, a SOA will be allowed to establish a dedicated SOA association for notifications.  This will allow the current SOA association to have a “first-in, first-out” algorithm for requests/responses, and the notification association will also have a “first-in, first-out” algorithm for notification.


2. A new SP specific tunable, SOA Notification Channel (SNC), will indicate whether or not a SOA supports receiving request/response messages (network data, SV data) on one SOA association and SOA notifications on a separate SOA association.


3. SNC (when value set to TRUE) will be used to allow a Service Provider to establish a SOA association specifically for notifications.


4. SOA function masks will be changed to handle the SOA requests/responses and notifications transmitting across their applicable SOA associations.


5. NPAC processing in a SNC environment.  Applicable for Service Providers with SNC set to TRUE.



a. When a Service Provider does not support SNC with the NPAC:



i. All SOA traffic (network data, SV data, notifications) flow across the one SOA association.



ii. Priority of messages is based on current functionality.



iii. SOA Recovery is based on current functionality.



b. When a Service Provider does support SNC with the NPAC:



i. In instances where only one SOA association is available, the NPAC sends all applicable SOA traffic (network data, SV data, notifications) across the one SOA association based on the functionality mask defined for that SOA association.



ii. In instances where a separate SOA notification has been established, the NPAC sends all data based on functionality mask.  The standard configuration includes, all non-notification SOA traffic (network data, SV data) across the one SOA association, and all notification SOA traffic across the other SOA association dedicated to SOA notifications.



iii. SOA Recovery is based on the functionality supported by that binding association.



1. The current SOA association will be used for network data recovery.



2. The new notification association will be used for notification data recovery.



Requirements:



Req 1
SOA Notification Channel Service Provider Tunable



NPAC SMS shall provide a Service Provider SOA Notification Channel tunable parameter which defines whether a SOA supports a separate SOA association dedicated to notifications.



Req 2
SOA Notification Channel Service Provider Tunable – Default



NPAC SMS shall default the Service Provider SOA Notification Channel tunable parameter to FALSE.



Req 3
SOA Notification Channel Service Provider Tunable – Modification



NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the Service Provider SOA Notification Channel tunable parameter.



Req 4
Separation of Association Functions



NPAC SMS shall require association functions to be separate (no intersection of notifications) when a Service Provider SOA Notification Channel tunable parameter is set to TRUE.



Req 5
Separate Association for the Notification Function From different NSAPs



NPAC SMS shall accept a separate association from the SOA for the Notification function from different Service Provider NSAPs, when the SOA Notification Channel tunable is set to TRUE.



Req 6
Security Management of Multiple SOA Associations of Different Association Functions



NPAC SMS shall manage security for multiple SOA associations of different association functions from different Service Provider NSAPs.



Req 7
Sending of SOA Notifications when Notification Channel is Active



NPAC SMS shall send notifications for a particular Service Provider across a Notification Channel when it is active.



Req 8
Separate Notification Channel during Recovery



NPAC SMS shall only allow a separate Notification Channel association to request notification recovery, when the Service Provider SOA Notification Channel tunable is TRUE.



Req 9
Treatment of Multiple Associations when there is an Intersection of Association Function



NPAC SMS shall reject an association bind request, in the case of an intersection of the association functions of an existing SOA association.



IIS



Add to the end of Chapter 5:



5.x Separate SOA Channel for Notifications



A SOA system may connect to the NPAC SMS with multiple SOA channels (i.e., associations) for different functions (different bit masks), specifically request/response data versus notification data.  The NPAC SMS will distribute transactions across these SOA associations based on functionality (different bit masks).  This allows additional throughput on both associations.



GDMO



No Change Required



ASN.1



No Change Required



Origination Date:  9/4/97



Originator:  Bellcore



Change Order Number:  NANC 151


Description:  TN and Number Pool Block Addition to Notifications


Cumulative SP Priority, Weighted Average:  16, (15.83)



Pure Backwards Compatible:  NO



Functional Backwards Compatible:  YES


IMPACT/CHANGE ASSESSMENT



			FRS


			IIS


			GDMO


			ASN.1


			NPAC


			SOA


			LSMS





			Y


			N


			Y


			Y


			Low


			High


			N/A








Business Need:


This change order saves research time for SOA operational staff when they receive a notification for a subscription version that has inadvertently been removed from their local database or was never received.  Currently, only the NPAC subscription version id (SVID) is included in the notification message.  If the SOA missed the subscription version create message (“object creation”, which includes both TN and SVID), any subsequent notification that the NPAC sends cannot be associated with the TN, since those subsequent notifications currently do not include the TN.



Description of Change:



It has been requested that the TN for the subscription version be added to all notifications that currently contain SVID but not TN from the NPAC SMS.  It is possible for a SOA in a disconnect or modify-active situation, to not have the SV record in their database.  Therefore, when the attribute/status change notification comes from the NPAC SMS, there is no way to correlate its version id with the TN on the disconnect or modify request in SOA.



This would be a deviation from the standard since the TN would not have been an attribute that was changed.



Jun 00 LNPAWG (Chicago), Additionally, the same type of change should be done for Number Pool Block (i.e., add the NPA-NXX-X to all notifications that currently contain Block-ID but not NPA-NXX-X).



Requirements:



Req 1
Subscription Version Status Attribute Value Change – Send TN



NPAC SMS shall send the Subscription Version TN when sending a Subscription Version Status Attribute Value Change notification.



Req 2
Subscription Version Attribute Value Change – Send TN



NPAC SMS shall send the Subscription Version TN when sending a Subscription Version Attribute Value Change notification.



Req 3
Number Pool Block Status Attribute Value Change – Send NPA-NXX-X



NPAC SMS shall send the Number Pool Block NPA-NXX-X when sending a Number Pool Block Status Attribute Value Change notification.



Req 4
Number Pool Block Attribute Value Change – Send NPA-NXX-X



NPAC SMS shall send the Number Pool Block NPA-NXX-X when sending a Number Pool Block Attribute Value Change notification.



Req 5
Subscription Version TN Attribute Flag Indicator 



NPAC SMS shall provide a Subscription Version TN Attribute Flag Indicator, which is defined as an indicator on whether or not the Service Provider supports receipt of the Subscription Version TN attribute in a Subscription Version Status Attribute Value Change notification.



Req 6
Modification of Subscription Version TN Attribute Flag Indicator



NPAC SMS shall allow the NPAC Personnel, via the NPAC Administrative Interface, to modify the Subscription Version TN Attribute Flag Indicator.



Req 7
Subscription Version TN Attribute Flag Indicator Default Value



NPAC SMS shall default the Subscription Version TN Attribute Flag Indicator to TRUE.



Req 8
Number Pool Block NPA-NXX-X Attribute Flag Indicator 



NPAC SMS shall provide a Number Pool Block NPA-NXX-X Attribute Flag Indicator, which is defined as an indicator on whether or not the Service Provider supports receipt of the Number Pool Block NPA-NXX-X attribute in a Number Pool Block Status Attribute Value Change notification.



Req 9
Modification of Number Pool Block NPA-NXX-X Attribute Flag Indicator



NPAC SMS shall allow the NPAC Personnel, via the NPAC Administrative Interface, to modify the Number Pool Block NPA-NXX-X Attribute Flag Indicator.



Req 10
Number Pool Block NPA-NXX-X Attribute Flag Indicator Default Value



NPAC SMS shall default the Number Pool Block NPA-NXX-X Attribute flag Indicator to TRUE.



IIS



No Changes Required



GDMO



-- 11.0 LNP Subscription Version Status Attribute Value Change Notification 
subscriptionVersionStatusAttributeValueChange NOTIFICATION 
    BEHAVIOUR  subscriptionVersionStatusAttributeValueChangeBehavior; 
    WITH INFORMATION SYNTAX  LNP-ASN1.VersionStatusAttributeValueChange 
    AND ATTRIBUTE IDS 
        value-change-info subscriptionVersionAttributeValueChangeInfo, 
        failed-service-provs subscriptionFailed-SP-List, 
        status-change-cause-code subscriptionStatusChangeCauseCode, 
        subscription-tn subscriptionTN, 
        access-control accessControl; 
    REGISTERED AS {LNP-OIDS.lnp-notification 11}; 
subscriptionVersionStatusAttributeValueChangeBehavior BEHAVIOUR 
    DEFINED  AS ! 
        This notification type is used to report changes to the 
        subscriptionVersionStatus field.  It is identical to an 
        attribute value change notification as defined in M.3100 
        except for the addition of the list of failed service 
        providers in cases where the version status is active, failed or 
        partial failure and the subscriptionStatusChangeCauseCode if 
        it is set. 
        Failed lists will also be potentially sent for subscription versions 
        with statuses of active, failed, partial failure, and old. 



        If the service provider's <> indicator is set in their service provider profile, 
        the subcriptionTN is provided. 
    !; 



-- 13.0 LNP Number Pool Block Status Attribute Value Change Notification 
numberPoolBlockStatusAttributeValueChange NOTIFICATION 
    BEHAVIOUR  numberPoolBlockStatusAttributeValueChangeBehavior; 
    WITH INFORMATION SYNTAX 
LNP-ASN1.NumberPoolBlockStatusAttributeValueChange 
    AND ATTRIBUTE IDS 
        value-change-info subscriptionVersionAttributeValueChangeInfo, 
        failed-service-provs numberPoolBlockFailed-SP-List, 
        access-control accessControl, 
        npa-nxx-x numberPoolBlockNPA-NXX-X; 
    REGISTERED AS {LNP-OIDS.lnp-notification 13}; 
numberPoolBlockStatusAttributeValueChangeBehavior BEHAVIOUR 
    DEFINED  AS ! 
        This notification is used to report changes to the 
        numberPoolBlockStatus field. It is identical 
        to an attribute value change notification as defined in M.3100 
        except for the addition of the list of failed service 
        providers. 
        The failed service provider list reflects the EDR service 
        providers who failed to receive the number pool block and any non-EDR 
        service provider who failed to receive the corresponding subscription 
        versions of LNP type equal to 'pool'. 
        Failed lists will be potentially sent for number pool blocks 
        with statuses of active, failed, partial failure and old. This 
        notification will be sent to the SOAs when the 
        numberPoolBlockSOA-Origination is true for the number pool block 
        object. 
  
        If the service provider's <> indicator is set in their service provider profile, 
        the numberPoolBlockNPA-NXX-X is provided. 
    !; 



-- 14.0 LNP Subscription Version Range Status Attribute Value Change



--      Notification



subscriptionVersionRangeStatusAttributeValueChange NOTIFICATION



    BEHAVIOUR  subscriptionVersionRangeStatusAttributeValueChangeBehavior;



    WITH INFORMATION SYNTAX  LNP-ASN1.VersionRangeStatusAttributeValueChange



    AND ATTRIBUTE IDS



        range-status-attribute-value-change-info



        subscriptionVersionRangeStatusAttributeValueChangeInfo,



        access-control accessControl,



       subscription-tn subscriptionTN;


    REGISTERED AS {LNP-OIDS.lnp-notification 14};



-- 15.0 LNP Subscription Version Range Attribute Value Change Notification



subscriptionVersionRangeAttributeValueChange NOTIFICATION



    BEHAVIOUR  subscriptionVersionRangeAttributeValueChangeBehavior;



    WITH INFORMATION SYNTAX  LNP-ASN1.VersionRangeAttributeValueChange



    AND ATTRIBUTE IDS



        range-attribute-value-change-info



            subscriptionVersionRangeAttributeValueChangeInfo,



        access-control accessControl,



         subscription-tn subscriptionTN;


    REGISTERED AS {LNP-OIDS.lnp-notification 15};



ASN.1



NumberPoolBlockStatusAttributeValueChange ::= SEQUENCE { 
    value-change-info [0] AttributeValueChangeInfo, 
    failed-service-provs [1] Failed-SP-List OPTIONAL, 
    access-control [2] LnpAccessControl, 
    block-npa-nxx-x [3] NPA-NXX-X OPTIONAL 
} 



VersionStatusAttributeValueChange ::= SEQUENCE { 
    value-change-info [0] AttributeValueChangeInfo, 
    failed-service-provs [1] Failed-SP-List OPTIONAL, 
    subscription-status-change-cause-code [2] SubscriptionStatusChangeCauseCode 
        OPTIONAL, 
    access-control [3] LnpAccessControl , 
    subscription-tn [4] PhoneNumber OPTIONAL 



} 



RangeStatusAttributeValueChangeInfo ::= SEQUENCE {



   version-id [0] RangeNotifyID-Info,



   value-change-info [1] AttributeValueChangeInfo,



   failed-service-provs [2] Failed-SP-List OPTIONAL,



   subscription-status-change-cause-code [3] SubscriptionStatusChangeCauseCode OPTIONAL,



   subscription-tn [4] PhoneNumber OPTIONAL


}



RangeAttributeValueChangeInfo ::= SEQUENCE {



   version-id RangeNotifyID-Info,



   value-change-info AttributeValueChangeInfo,



   subscription-tn [0] PhoneNumber OPTIONAL


} 



Origination Date:  8/11/1997



Originator:  CMA


Change Order Number:  NANC 138


Description:  Definition of Cause Code



Cumulative SP Priority, Weighted Average:  17, (16.36)


Pure Backwards Compatible:  YES



Functional Backwards Compatible:  NO



IMPACT/CHANGE ASSESSMENT



			FRS


			IIS


			GDMO


			ASN.1


			NPAC


			SOA


			LSMS





			Y


			


			


			


			Low


			Low


			Low








Business Need:



Currently the “NPAC SMS Automatic Conflict from Cancellation”, notification does not have a distinct Cause Code.



This Change Order will provide a notification with a Cause Code enabling the SP to take the proper action to minimize service interruption for the customer being ported.



Description of Change:



NANC 54 defined the cause code values and the FRS was to be updated.  Due to an oversight this update was not made in the FRS.  The change was going to be applied in FRS 1.4 and 2.2.  However, a discrepancy was found. The defined values specified in NANC 54 are as follows:



The values less than 50 were reserved for NPAC SMS internal use.



Other defined values are:



0 – NULL (DO NOT MODIFY)



1 -
NPAC automatic cancellation



50 -
LSR Not Received



51 -
FOC Not Issued



52 -
Due Date Mismatch



53 -
Vacant Number Port



54 -
General Conflict



In the table in the FRS the following cause code is defined:  NPAC SMS Automatic Conflict from Cancellation



There is no corresponding code defined in Change Order NANC 54.  Is there a numeric value or is this cause code valid?



Requirements:



Requirements for the cause code addition would be as follows:



RR5-36 should be renumbered to RR5-36.2.



Req 1 (new number will be RR5-36.1) – Cancel Subscription Version – Cause Code for New SP Timer Expiration



NPAC SMS shall set the cause code to “NPAC SMS Automatic Conflict from Cancellation” after setting the Subscription Version status to conflict from cancel-pending when the new Service Provider has not acknowledged the cancellation and after the Cancellation-Final Concurrence Window has expired.



RR5-36 RR5-36.2
Cancel Subscription Version - Inform Service Providers of Conflict Status



NPAC SMS shall notify the old and new Service Providers upon setting a Subscription Version to conflict. 



SV data model update:



			Status Change Cause Code


			N (2)


			


			Used to specify reason for conflict when old Service Provider Authorization is set to False, or to indicate NPAC SMS initiated cancellation. Valid values are: 



0 - No value



1 - NPAC SMS Automatic Cancellation



2 -
NPAC SMS Automatic Conflict from Cancellation



50 - LSR Not Received



51 - FOC Not Issued



52 - Due Date Mismatch



53 - Vacant Number Port



54 – General Conflict








IIS:



No change required.



GDMO:



No change required.



ASN.1:



No change required.


Origination Date:  7/24/03



Originator:  NeuStar



Change Order Number:  NANC 386


Description:  Single Association for SOA/LSMS



Cumulative SP Priority, Weighted Average:  



Functional Backwards Compatible:  YES



IMPACT/CHANGE ASSESSMENT



			FRS


			IIS


			GDMO


			ASN.1


			NPAC


			SOA


			LSMS





			Y


			Y


			


			


			Low


			Low


			Low








Business Need:



Currently, the FRS does NOT address the number of concurrent connections to the NPAC using the same CMIP association function and specific bit mask value.  Therefore, there are no requirements to either support or deny this functionality.



Because change order ILL-5 was proposed during the initial implementation of the NPAC, the NPAC partially supports multiple associations.  This partial implementation can allow a situation where there are one or more non-functional CMIP associations between a SOA/LSMS and the NPAC.  This situation causes an unnecessary consumption of NPAC resources (and possibly SOA/LSMS resources as well).



This change order will remedy this situation (close the hole) by only allowing a single CMIP association between a SOA/LSMS and the NPAC, for any given association function and specific bit mask value.



Description of Change:



The association management function within the NPAC will be modified to allow a single CMIP association, per bit mask, between a SOA/LSMS and the NPAC.  In the proposed update, if a valid association is active, and a new association request with the same bit mask is sent from a SOA/LSMS to the NPAC, the NPAC will abort the first association, and process the request for the second association.



Aug ’03 LNPAWG, discussion:


This Change Order would only allow a single association for each SOA/LSMS.  NPAC would abort the existing association if a new request came in to establish a second association.  If implemented, and if we want ILL-5 down the road, we would have to back this functionality out.  Tekelec supports this Change Order but would want it fully tested because it is a behavioral change.  BellSouth stated they are concerned that this would preclude multiple associations as a means of addressing interface performance.  There was agreement to work the requirements for this Change Order.  If the next release package contains a need for multiple associations, then NANC 386 would not be implemented.  If no need for multiple associations, we could possibly implement NANC 386 in the next package.



Requirements:



No Change Required



IIS



Add to the end of Chapter 5:



5.x Single Association for SOA/LSMS


A SOA/LSMS system may connect to the NPAC SMS with one association for the same function (same bit mask).  The NPAC SMS will abort any previous associations that use that same function.



GDMO



No Change Required


ASN.1



ErrorCode ::= ENUMERATED {



    success (0),



    access-denied (1),



    retry-same-host (2),



    try-other-host (3),



    new-bind-received (4)


}



Origination Date:  41202



Originator:  Bellsouth



Change Order Number:  NANC 357


Description:  Unique Identifiers for wireline versus wireless carriers (long term solution)



Cumulative SP Priority, Weighted Average:  



Functional Backwards Compatible:  NO



IMPACT/CHANGE ASSESSMENT



			FRS


			IIS


			GDMO


			ASN.1


			NPAC


			SOA


			LSMS





			Y


			Y


			Y


			


			Low


			Med-Low


			Med








Business Need:



In the LSR process, there is a need to identify a Service Provider’s port request as that from or to a Wireline or Wireless Service Provider in order to process the port request correctly within internal systems.  This information must match up with NPAC information on each Service Provider’s Type.  Without this information, port requests may be handled incorrectly thus effecting customer phone service including related E911 records.  This is especially crucial in fully mechanized LSR processing systems.



This long-term solution replaces the interim solution provided by the associated NANC Change Order, 356.



Description of Change:



The NPAC SMS shall provide a Service Provider Type indicator for each Service Provider.  This new indicator shall initially distinguish each Service Provider as either a Wireline Service Provider or a Wireless Service Provider.  The Service Provider Type indicator shall be able to distinguish additional “types” as deemed necessary in the future (e.g., it may be advantageous in the future to identify other Service Provider Types such as Reseller or Service Bureau).



This information shall be sent to the SOA/LSMS upon initial creation of the Service Provider, upon modification of a Service Provider’s Type and when the SP is removed (deleted) from the NPAC.



The Service Provider Type indicator shall be added to the Bulk Data Download file, available to a Service Provider’s SOA/LSMS.



The Service Provider Type indicator shall be Recoverable across the SOA/LSMS with the implementation of NANC 352.


Requirements:



Add to table 3-2, NPAC Customer Data Model.  New attribute is “Service Provider Type”.  Valid values include:



· Wireline



· Wireless



· Service Bureau



· Reseller



R4‑8
Service Provider Data Elements



NPAC SMS shall require the following data if there is no existing Service Provider data:



1. Service Provider name, address, phone number, and contact organization.



2. NPAC customer type.



3. Service Provider allowable functions.



4. Service Provider Network Address of NPAC SMS to Local SMS interface.



5. Service Provider Network Address of SOA to NPAC SMS interface.



6. Service Provider Security Contact. Contact data is security data when Contact Type is “SE.”



7. Service Provider Repair contact name and phone number. The default Service Provider Repair Contact and phone number shall be the same as the Service Provider contact and phone number, if the Service Provider Repair Contact information is left blank.



8. Service Provider billing name, address, phone number, and billing contact for NPAC SMS billing. The default for the Service Provider Billing data shall be the same as the Service Provider data, if the Service Provider Billing information is left blank.



9. Service Provider Download Indicator



10. Service Provider Maximum Query



11. NPAC New Functionality Support



12. Port In Timer Type



13. Port Out Timer Type



14. Business Hour/Days



15. NPAC Customer SOA NPA-NXX-X Indicator



16. NPAC Customer LSMS NPA-NXX-X Indicator



17. LSMS EDR Indicator



18. SOA Notification Priority for each SOA notification.  Separate values may be set for Status Attribute Value Change notifications based on whether the Service Provider is acting as the Old Service Provider or as the New Service Provider for the port as indicated in Appendix C, Table C-7 – SOA Notification Priority Tunables.



19. TN Range Notification Indicator



20. No New SP Concurrence Notification Indicator



The following data is optional:



· Service Provider Contact Type: SOA Contact, Local SMS, Web, Network Communications, Conflict Resolution, Operations, and User Administration Contact Address Information.



· NPAC Customer Associated Service Provider Information



21. Service Provider Type



IIS



 No change required.



GDMO



serviceProvNetworkPkg PACKAGE



    BEHAVIOUR



        serviceProvNetworkDefinition,



        serviceProvNetworkBehavior;



    ATTRIBUTES



        serviceProvID GET,



        serviceProvName GET-REPLACE,



        serviceProviderType GET-REPLACE;


    ;



serviceProvNetworkBehavior BEHAVIOUR



    DEFINED AS !



     This Service Provider Type indicator initially distinguishes each Service Provider as either a Wireline Service Provider or a Wireless Service Provider.  It will be able to distinguish additional “types” as deemed necessary in the future (e.g., Reseller or Service Bureau).



This information is sent to the SOA/LSMS upon initial creation of the Service Provider, upon modification of a Service Provider’s Type and when the SP is removed (deleted) from the NPAC.



-- 149.0 LNP Service Provider Type



serviceProviderType ATTRIBUTE



    WITH ATTRIBUTE SYNTAX LNP-ASN1. ServiceProviderType;



    MATCHES FOR EQUALITY;



    BEHAVIOUR serviceProviderType;



    REGISTERED AS {LNP-OIDS.lnp-attribute 149};



serviceProviderType BEHAVIOUR



    DEFINED AS !



        This attribute is used to specify the service provider types. The valid values are: wireline, wireless, service-bureau, and reseller.



!;


ASN.1



ServiceProviderType ::= ENUMERATED {



    wireline (0),



    wireless(1),



    service-bureau (2),


    reseller (3)


Origination Date:  41202



Originator:  NeuStar



Change Order Number:  NANC 358


Description:  Change for ASN.1: Change SPID Definition


Cumulative SP Priority, Weighted Average:  



Functional Backwards Compatible:  YES



IMPACT/CHANGE ASSESSMENT



			FRS


			IIS


			GDMO


			ASN.1


			NPAC


			SOA


			LSMS





			Y


			Y


			Y


			Y


			Low


			Low


			Low








Business Need:



The current ASN.1 definition allows the SPID to be variable 1-4 alphanumeric characters.  The current behavior in the NPAC requires SPID to be four alphanumeric characters, as defined in the current data model in the FRS – a “New Service Provider ID, Character (4), Old Service Provider ID, Character (4)”, and the GDMO “Valid values are the Facilities Id (or OCN) of the service provider.”



The OCN in the GDMO is the same OCN as defined by OBF (http://www.atis.org/pub/clc/niif/nrri/issue177/MACompany%20Code.doc):



“Company Code/Operating Company Number (OCN) - A unique four-character alphanumeric code assigned by NECA that identifies a telecommunications service provider, as outlined in the ANSI T1.251 standard, Identification of Telecommunications Service Provider Codes for the North American Telecommunications System.  The code set is used in mechanized systems and documents throughout the industry to facilitate the exchange of information.  Company Codes assigned by NECA are referred to as OCNs in Telcordia’s BIRRDs system.  NANPA requires a carrier’s Company Code in order to obtain numbering resources.  The FCC requires a carrier’s Company Code on FCC Form 502, the North American Numbering Plan Numbering Resource Utilization/Forecast Report.”



This change order will correct the ASN.1 definition to match the current implementation.



Description of Change:



Change the current ASN.1 definition.



Requirements:



No Change Required


IIS



No Change Required


GDMO



No Change Required


ASN.1



Current ASN.1 definition:



ServiceProvId ::= GraphicString4



GraphicString4 ::= GraphicStringBase(SIZE(1..4))



New ASN.1 definition (new is bold):



ServiceProvId ::= GraphicFixedString4



GraphicFixedString4 ::= GraphicStringBase(SIZE(4))



Origination Date:  1/21/02



Originator:  NeuStar



Change Order Number:  NANC 346


Description:  GDMO Change to Number Pool Block Data Managed Object Class (Section 29.0) and Documentation Change to Subscription Version Managed Object Class (Section 20.0)



Cumulative SP Priority, Weighted Average:  



Functional Backwards Compatible:  NO



IMPACT/CHANGE ASSESSMENT



			FRS


			IIS


			GDMO


			ASN.1


			NPAC


			SOA


			LSMS





			


			


			Y


			


			N/A


			Low


			Low








Business Need:



The GDMO needs to be updated to resolve an error situation when the NPAC attempts to correct an attribute during an audit.



Description of Change:



Change the numberPoolBlock-Pkg to support updates to the numberPoolBlockActivationTimeStamp attribute. Currently this attribute is not modifiable so when it is audited by the NPAC SMS and found to be discrepant there is no way to update it.  The NPAC SMS attempts to correct the attribute on the LSMS and the M-SET is failed by the service provider’s system because the attribute is GET only.



Currently the numberPoolBlock-Pkg reads:



numberPoolBlock-Pkg PACKAGE



  BEHAVIOUR



    numberPoolBlock-Definition,



    numberPoolBlock-Behavior;



  ATTRIBUTES



    numberPoolBlockId GET,



    numberPoolBlockNPA-NXX-X GET,



    numberPoolBlockHolderSPID GET,



    numberPoolBlockActivationTimeStamp GET,



    numberPoolBlockLRN GET-REPLACE,



    numberPoolBlockCLASS-DPC GET-REPLACE,



    numberPoolBlockCLASS-SSN GET-REPLACE,



    numberPoolBlockLIDB-DPC GET-REPLACE,



    numberPoolBlockLIDB-SSN GET-REPLACE,



    numberPoolBlockCNAM-DPC GET-REPLACE,



    numberPoolBlockCNAM-SSN GET-REPLACE,



    numberPoolBlockISVM-DPC GET-REPLACE,



    numberPoolBlockISVM-SSN GET-REPLACE,



    numberPoolBlockDownloadReason GET-REPLACE;



  ;



Modify the numberPoolBlock-Pkg to read:



numberPoolBlock-Pkg PACKAGE



  BEHAVIOUR



    numberPoolBlock-Definition,



    numberPoolBlock-Behavior;



  ATTRIBUTES



    numberPoolBlockId GET,



    numberPoolBlockNPA-NXX-X GET,



    numberPoolBlockHolderSPID GET,



    numberPoolBlockActivationTimeStamp GET-REPLACE,



    numberPoolBlockLRN GET-REPLACE,



    numberPoolBlockCLASS-DPC GET-REPLACE,



    numberPoolBlockCLASS-SSN GET-REPLACE,



    numberPoolBlockLIDB-DPC GET-REPLACE,



    numberPoolBlockLIDB-SSN GET-REPLACE,



    numberPoolBlockCNAM-DPC GET-REPLACE,



    numberPoolBlockCNAM-SSN GET-REPLACE,



    numberPoolBlockISVM-DPC GET-REPLACE,



    numberPoolBlockISVM-SSN GET-REPLACE,



    numberPoolBlockDownloadReason GET-REPLACE;



  ;



Number Pool Block, object 29.0 -- Update the GDMO behavior text (add to the end).



The Local SMS can only modify the numberPoolBlockActivationTimeStamp locally upon receiving a modify request from the NPAC SMS.



Subscription Version, object 20.0 -- Update the GDMO behavior text (add to the end).



The Local SMS can only modify the subscriptionVersionActivationTimeStamp locally upon receiving a modify request from the NPAC SMS.



Requirements:



No Change Required



IIS



No Change Required



GDMO



Change Described Above



ASN.1



No Change Required



Origination Date:  3/11/04



Originator:  LNPAWG APT



Change Order Number:  NANC 392


Description:  Removal of Cloned Copies of SVs and NPBs



Cumulative SP Priority, Weighted Average:  



Functional Backwards Compatible:  YES



IMPACT/CHANGE ASSESSMENT



			FRS


			IIS


			GDMO


			ASN.1


			NPAC


			SOA


			LSMS





			Y


			


			


			


			Med


			N/A


			N/A








Business Need:



Currently, the FRS requires the NPAC to create cloned copies of SVs and NPBs (a pre-change snapshot, with a new ID and status = old) when various updates are performed (modifies, NPA Splits, SPID Migrations, etc.).  This is in addition to updating the data on the “real” SV/NPB.  These cloned copies are never broadcast to the SOA or LSMS, so neither system knows about these SVs/NPBs.



As an example, a TN is ported, and is assigned SV-ID 100.  That number is part of an NPA Split, a cloned copy is created (SV-ID 110 status = old), and SV-ID 100 is updated with the current NPA Split info.  The number has a GTT data change, a cloned copy is created (SV-ID 120 status = old), and SV-ID 100 is updated with the new GTT info.  The number has another GTT data change, a cloned copy is created (SV-ID 130 status = old), and SV-ID 100 is updated with the new GTT info.  The number is then ported to another SP, and a new known/broadcasted SV is created (SV-ID 200).


When discussed during the Mar ’04 APT meeting, some Service Providers stated that the current functionality is confusing because of the cloned copies, which are returned in a query, since the SOA or LSMS does not know about these ported numbers and their associated “intermediate” SV-IDs.



This change order will remedy this situation by eliminating the “intermediate” records (110, 120, 130).  The known/broadcasted records (100, 200, 300) will remain in the NPAC, based on current functionality.



Based on current tunable values, these cloned copies are maintained for 180 days, and maintaining them utilizes a significant amount of NPAC processing.



Description of Change:



The functionality for SV/NPB data within the NPAC will be modified to only update the known/broadcasted SV/NPB to reflect the current SV/NPB data.



In the proposed update, “intermediate” SVs/NPBs (i.e., pre-change snapshots which are the cloned copies) will no longer be maintained in the NPAC.



Requirements:



Removal of current FRS requirements that relate to cloned SVs/NPBs (NPB = 5, SV = 5)


3.2, NPAC Personnel Functionality



R3-7.5
Mass Update - Creation of Old Subscription Version 



NPAC SMS shall create an old Subscription Version with a new version id for an active Subscription Version involved in a mass update before applying changes.



3.2.1, Block Holder, Mass Update



RR3-216
Block Holder Information Mass Update - Creation of Old Block



NPAC SMS shall create an old Block with a new version id for an active Block involved in a mass update before applying changes.  (Previously B-810)



3.2.2, Service Provider, Mass Update



RR3-270
SPID Mass Update – Creation of Number Pool Block for Old Service Provider



NPAC SMS shall create an old Number Pool Block with a new version id for the migrating away from SPID, for a Number Pool Block that contains a status of active, partial failure, or old with a FailedSP-List, prior to the partial SPID Mass Update Request Process.  (Previously NANC 323 Req 16)



RR3-272
SPID Mass Update – Creation of Subscription Version for Old Service Provider



NPAC SMS shall create an old subscription version with a new version id for the migrating away from SPID, for a subscription version that contains a status of active, partial failure, disconnect pending, or old with a FailedSP-List, prior to the partial SPID Mass Update Request Process.  (Previously NANC 323 Req 18)



3.5, NPA Split Requirements



RN3-4.36 
NPA Split -Creation of Old Subscription Version



NPAC SMS shall create an old Subscription Version with a new version id for an active Subscription Version involved in an NPA split at the start of permissive dialing for the old NPA.



3.5.2, Block Holder, NPA Split



RR3-51.1
NPA Splits and the Number Pool Block Holder Information – Creation of Old Block



NPAC SMS shall create an old Block with a new version id for an active Block involved in an NPA split at the start of permissive dialing for the old NPA.  (Previously B-554.1)



3.14.4, Block Holder, Modification



RR3-167
Modification of Number Pooling Block Holder Information – Creation of Old Block



NPAC SMS shall create an old Block with a new version id for an active Block prior to modification.  (Previously B-380)



3.14.5, Block Holder, Deletion



RR3-178
Deletion of Number Pooling NPA-NXX-X Holder Information – Creation of Old Block



NPAC SMS shall create an old Block with a new version id for a disconnected Block when the NPA-NXX-X Holder Information de-pool request is received.  (Previously B-482)



5.1.2.2.2.2, Modification of an Active/Disconnect Pending Subscription Version



RR5-46
Modify Active Subscription Version- Creation of Old Subscription Version



NPAC SMS shall create an old Subscription Version with a new version id for an active Subscription Version prior to modification.



5.1.2.2.5, Subscription Version Disconnect



RR5-48
Disconnect Pending Subscription Version- Creation of Old Subscription Version



NPAC SMS shall create an old Subscription Version with a new version id for a disconnect-pending Subscription Version when the immediate or deferred disconnect request is received.



IIS



No Change Required.



GDMO



No Change Required.



ASN.1



No Change Required.



Origination Date:  5/12/1998



Originator:  LNPAWG



Change Order Number:  NANC 285


Description:  SOA/LSMS Requested Subscription Version Query Max Size



Cumulative SP Priority, Weighted Average:  


Pure Backwards Compatible:  YES (but may require local operational changes)



IMPACT/CHANGE ASSESSMENT



			FRS


			IIS


			GDMO


			ASN.1


			NPAC


			SOA


			LSMS





			Y


			Y


			Y


			


			Low


			Med-High


			Med-High








Business Need:



Currently the NPAC responds with an error message of criteria-too-large for queries with a response greater than 150 SVs.



This change order will prevent the NPAC from sending the criteria-too-large error message if it reaches the maximum tunable value (150 SVs) for SVs queries.  The NPAC will return 150 SVs at a time with the ability to query subsequent data until all SVs are returned.



Description of Change:



A SOA/LSMS request for a Subscription Version query that exceeds the maximum size tunable (“Maximum Subscriber Query”), returns an error message to the SOA.



It has been requested the NPAC return SVs up to the max tunable amount instead.  The SOA/LSMS would accept this message, then use it’s contents to send another query to the NPAC, starting with the next TN, and so on until all SVs are returned to the SOA/LSMS.



It will be up to the SOA/LSMS to manage the data returned from the NPAC and determine the next request to send to the NPAC in order to get the next set of SVs.



The NPAC will continue to return SVs that meet the selection criteria.  However, the NPAC will not return a “count” to the SOA/LSMS for number of records that match the selection criteria.



This solution will resolve problems where the SV time stamp that the NPAC users for recovery is the same for large ranges, and therefore is exceeds the maximum TN query amount.



Jun 98 LNPAWG (San Ramon), Jim Rooks will provide additional information on a proposed solution given the inclusion of NANC 279 into this change order.



Jim’s response is shown below:



This change order requests the 'more' capability that will be supported by queries in the LTI.  This implementation requires 2 changes.



#1 the NPAC must be modified to always return the first n (tunable) records on the SV query.  Currently, the NPAC determines that the query will return more than n records and returns an error.



#2, the service providers should modify their systems to support the following SV query operations to the NPAC:



a. When data is returned from an SV Query and there are exactly n (tunable) records returned, the SP must assume that they didn't get all the data from their query.



b. After processing the first n records, they should send a new query that picks up where the data from the prior query ended.



c. The SV data returned from the NPAC for SV queries will be sorted by TN and then by SVID so a filter can be created to pick up where the prior query ended.



d. For example, if a SOA query to the NPAC returns exactly 150 records and the last SV returned was TN '303-555-0150' with SVID of 1234.  The filter used on the next query would be:All SVs where ((TN > 303-555-0150) OR (TN = 303-555-0150 AND SVID > 1234).The NPAC does support OR filters.



e. Once the results from the NPAC returns less than 150 records, the SP can assume they received all records in the requested query.


Requirements:



Req 1 – Subscription Version Query – Maximum Subscription Version Query by the SOA



NPAC SMS shall return the Maximum Subscription Query tunable value of Subscription Versions to a SOA, via the SOA to NPAC SMS Interface, when the user requests a Subscription Version query and the number of Subscription Version records that meet the query criteria exceed the Maximum Subscription Query tunable value.



Req 2 – Subscription Version Query – Maximum Subscription Version Query by the LSMS



NPAC SMS shall return the Maximum Subscription Query tunable value of Subscription Versions to a Local SMS, via the NPAC SMS to Local SMS Interface, when the user requests a Subscription Version query and the number of Subscription Version records that meet the query criteria exceed the Maximum Subscription Query tunable value.



Req 3 – Subscription Version Query – Sort Order



NPAC SMS shall return Subscription Versions as a result of a Subscription Version query, sorted in TN (primary, ascending) and SV-ID (secondary, ascending) order.



IIS:



4.7
Subscription Version Queries (this is a new section)



If a subscription version query is requested by the SOA/LSMS, and the results are larger than the Maximum Subscription Query tunable value, the NPAC SMS will return subscription versions up to that max value.  The SOA/LSMS would accept this message, then use it’s contents to send another query to the NPAC SMS, starting with the next TN, and so on until all SVs are returned to the SOA/LSMS.  It will be up to the SOA/LSMS to manage the data returned from the NPAC SMS and determine the next request to send to the NPAC SMS in order to get the next set of subscription versions.



The NPAC SMS will continue to return subscription versions that meet the selection criteria.  However, the NPAC SMS will not return a “count” to the SOA/LSMS for number of records that match the selection criteria.  Service providers should modify their systems to support the following subscription version query operations to the NPAC SMS:



1. When data is returned from a subscription version query and there are exactly n (tunable) records returned, the SP must assume that they didn't get all the data from their query.



2. After processing the first n records, they should send a new query that picks up where the data from the prior query ended.



3. The subscription version data returned from the NPAC SMS for subscription version queries will be sorted by TN and then by subscription version ID so a filter can be created to pick up where the prior query ended.



4. For example, if a SOA query to the NPAC SMS returns exactly 150 records and the last subscription version returned was TN '303-555-0150' with subscription version ID of 1234.  The filter used on the next query would be:All subscription versions where ((TN > 303-555-0150) OR (TN = 303-555-0150 AND subscription version ID > 1234).The NPAC SMS does support OR filters.



5. Once the results from the NPAC SMS returns less than 150 records, the SP can assume they received all records in the requested query.



As an example, a Service Provider’s SOA sends an Subscription Version query to the NPAC SMS,  There are 225 Subscription Versions that meet the selection criteria.  Assuming the Maximum Subscription Query tunable value is set to 150 Subscription Versions, the SOA would receive data from the NPAC SMS in the form of 150 Subscription Versions in 150 linked replies (1 SV per linked reply) followed by an reply (for a total of 151 linked replies).  The SOA would then send another query based on the algorithm described above.  The SOA would then receive data from the NPAC SMS in the form of 75 Subscription Versions in 75 linked replies (1 SV per linked reply) followed by an reply (for a total of 76 linked replies).  


B.5.6
SubscriptionVersion Query



This scenario shows subscriptionVersion query from service provider systems to the NPAC SMS.



Step-by-step message flow text is shown below:



1. Action is taken by either a service provider SOA or Local SMS for retrieving one or more versions of a subscription.



2. The service provider SOA or Local SMS issues a scoped filtered M-GET from the lnpSubscriptions object to retrieve a specific version for a subscription version TN or can request all subscription versions.  However, the service provider SOA is limited by a scope and filter in their search capabilities.  The filter will currently support all the attributes on the subscriptionVersionNPAC.



3. The NPAC SMS replies with the requested subscriptionVersion data if the requested number of records is less than or equal to “Max SubscriberQuery” specified in the NPAC SMS.  Otherwise a complexityLimitation error will be returned.
The NPAC SMS replies with the requested subscriptionVersion data if the requested number of records is less than or equal to “Maximum Subscription Query” tunable value specified in the NPAC SMS.  If the requested subscriptionVersion data exceeds the tunable value, then the number of subscriptionVersion records that equal the tunable value will be returned.  The service provider SOA or Local SMS will use the data returned to submit a subsequent query, starting with the next record from where the previous query finished.  Only when subscriptionVersion data is returned that contains less than the tunable value, is it safe for the service provider SOA or Local SMS to assume all data has been retrieved from the NPAC SMS.


The query return data includes:

subscriptionTN 
subscriptionLRN 
subscriptionNewCurrentSP 
subscriptionOldSP 
subscriptionNewSP-DueDate 
subscriptionNewSP-CreationTimeStamp 
subscriptionOldSP-DueDate 
subscriptionOldSP-Authorization 
subscriptionOldSP-AuthorizationTimeStamp 
subscriptionActivationTimeStamp
subscriptionBroadcastTimeStamp 
subscriptionConflictTimeStamp 
subscriptionCustomerDisconnectDate
subscriptionDisconnectCompleteTimeStamp 
subscriptionEffectiveReleaseDate
subscriptionVersionStatus 
subscriptionCLASS-DPC 
subscriptionCLASS-SSN 
subscriptionLIDB-DPC 
subscriptionLIDB-SSN 
subscriptionCNAM-DPC 
subscriptionCNAM-SSN 
subscriptionISVM-DPC 
subscriptionISVM-SSN 
subscriptionWSMSC-DPC - if supported by the Service Provider SOA
subscriptionWSMSC-SSN - if supported by the Service Provider SOA
subscriptionEndUserLocationValue 
subscriptionEndUserLocationType 
subscriptionBillingId 
subscriptionLNPType 
subscriptionPreCancellationStatus 
subscriptionCancellationTimeStamp 
subscriptionOldTimeStamp 
subscriptionModifiedTimeStamp 
subscriptionCreationTimeStamp 
subscriptionOldSP-CancellationTimeStamp 
subscriptionNewSP-CancellationTimeStamp 
subscriptionOldSP-ConflictResolutionTimeStamp 
subscriptionNewSP-ConflictResolutionTimeStamp 
subscriptionPortingToOriginal-SPSwitch
subscriptionFailedSP-List
subscriptionDownloadReason 
subscriptionTimerType
subscriptionBusinessType



GDMO:



-- 21.0 LNP NPAC Subscription Version Managed Object Class



subscriptionVersionNPAC MANAGED OBJECT CLASS



…



        If a Service Provider SOA or Local SMS does a scoped filtered



        M-GET for subscription versions, this request will only be



        successful if the number of records to be returned is less



        than or equal to the NPAC SMS tunable parameter,



        "Max Subscriber Query", in the Service Data table.



…



        The SOA or Local SMS may issue a scoped and filtered M-GET request to



        the NPAC SMS. If the number of objects exceeds the Maximum 



        Subscription Query tunable value, then the number of records that



        equal the tunable value will be returned, followed by an empty reply



        to indicate the end of the returned data. The SOA or Local SMS will use



        the data returned to submit a subsequent query, starting with the 



        next record from where the previous query finished. Only when



        the subscription version data is returned that contains less than



        the tunable value, has all the data been returned. The subscription



        version linked replies will be sorted by TN and then by subscription



        version ID so a filter can be created to return the next set of data



        where the TN value is greater than the last TN returned, OR the



        TN is equal to the last TN returned AND the subscription version id



        is greater than the last subscription version id returned. (e.g.



        (TN > 123-456-7890 OR (TN = 123-456-7890 AND ID > 1234))



ASN.1:



No change required.



1111|0|18|1234|303123|20040915000000|0|20040831173545(CR) 	(Notification 1)




1111|0|18|1235|303242|20040915000000|0|20040831173549(CR)	(Notification 2)














08-30-04

PAGE 67








_1157900176.doc
NANC – LNPA Working Group
                     
Problem/Issue Identification Document




LNP Problem/Issue Identification and Description Form


Submittal Date (mm/dd/yyyy):  _0_ _7_ /_1  _9_/ _2_ _0_ _0_ _4_


Company(s) Submitting Issue:_TelCove f.k.a. Adelphia Business Solutions


Contact(s):  Name _Brad Smeal____________________________________________



         Contact Number _7_ _2_ _4_/_7_ _4_ _3_/_9_ _4_ _8_ _4_



         Email Address   __brad.smeal@telcove.com______________________


(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)


1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)


___The existing NPAC Filter Management process only allows a filter to be applied for a particular NPA-NXX if that particular NPA-NXX has previously been entered into NPAC. ___________________________________________________________________________________________________________________________________________________________________________                                                         


2. Problem/Issue Description: (Provide detailed description of problem/issue.)


A.   Examples & Impacts of Problem/Issue: __Because of how the filter management process works, LSMS administrators are unable to efficiently filter out unnecessary NPA-NXX’s for the purpose of LSMS capacity management.  As a result, unnecessary Subscription Versions are sent to a LSMS or an unnecessary amount of resources are spent by the end user monitoring NPA-NXX activity at the NPAC in real-time to ensure Subscription Versions that are not needed are indeed not being sent to their LSMS.  An unnecessary amount of resources is also spent by the NPAC maintaining these filters for carriers. ____________________________________________________________________________________________________________________________________________________________________________


B.   Frequency of Occurrence: ___Daily, as new NPA-NXX’s are entered into the NPAC as portable capable_______________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________


C. NPAC Regions Impacted:


 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     


 West Coast___ ALL_X__


D.  Rationale why existing process is deficient: __The existing process is deficient because end users are unable to filter out entire NPAs without the tedious and constant effort of tracking NPA-NXX activity.  This process currently utilizes a lot of extra and unnecessary resources at both the NPAC and the end user._________________________________________


E.   Identify action taken in other committees / forums: ____I am not aware of any actions taken in any other committees / forums _____________________________________________________________


F.   Any other descriptive items: __________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________


3. Suggested Resolution: 


___Filters should be able to be implemented for a NPA-NXX before it is entered into the NPAC or a filter should be able to be implemented at the NPA level to account for any NXX in a particular NPA. _____________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________


LNPA WG: (only)


Item Number: 0046



Issue Resolution Referred to: _________________________________________________________

Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________


1
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LNPA Working Group
Status Report to NANC
September 14, 2004


Gary Sacra, Co-Chair


Report Items

· Local Number Portability Administration (LNPA) Working Group Report


-LNPA Working Group Action Items


-Next Number Portability Administration Center (NPAC) Software Release 


-Problem Identification & Management (PIM) Report


-Administrative Items



    Next Meeting …  October 5 - 7, Ft. Lauderdale, Florida – Hosted by Nextel


· LNPA Working Group Action Items:

· May 2004 NANC Action Item 5 - PIM 30:

· Consensus reached on N-1 responsibilities for:


· Local calls


· Inter-LATA toll calls


· Intra-LATA toll calls


· Default queries


· Carriers with waivers or operating outside mandated areas

· Discussions continue on Inter-LATA Extended Area Service (EAS) calls.  Options specific to inter-LATA EAS calls under discussion include:


· Originating carrier is N-1, but query is performed in originating LATA only if all carriers porting in EAS area obtain an EAS-rated LRN,


· Donor carrier in terminating LATA is N-1, and query is performed in terminating LATA,


· Originating carrier is N-1, and query is performed in originating LATA.


November NANC meeting targeted for readout.

· Next NPAC Software Release:


· Change Order prioritization for next NPAC release has been completed.


· Based on completed prioritization and level of effort analysis, LNPA has determined which Change Orders will be recommended for next release.


· Recommended Change Orders to include PIM 22 resolution, increase in Service Order Administration (SOA) interface throughput requirements, and several performance and operational enhancements.


· The LNPA is finalizing the detailed functional requirements for each Change Order in preparation for submission of the recommended package to the NAPM LLC. 


LNPA Working Group
Status Report to NANC
September 14, 2004


· PIM Report:


PIM 22 – Customers ported by mistake after removal of Conflict Status


This PIM, submitted by Verizon, seeks to address instances where customers have been taken out of service inadvertently after the New Service Provider continued with a port that had been placed into Conflict by the Old Service Provider.  In these cases, the port was placed into Conflict Status by the Old Service Provider because of indications that the New Service Provider may possibly be porting the wrong TNs.  A proposed NPAC Change Order (NANC 375) was submitted by Verizon and accepted for requirements development.  The Change Order proposes to only allow the Old Service Provider to remove Conflict Status in very specific scenarios.  When applied in these scenarios, the New Service Provider will be prevented from removing the Conflict Status in order to activate the port.  Based on an action item assigned to the LNPA Working Group at the May 2004 NANC meeting, NANC Change Order 375 will be included in the next NPAC software release package (May NANC Action Item #7).


PIM 24 – Failure to follow block donation guidelines


This PIM, submitted by the Pool Administrator (PA) and AT&T Wireless, addresses instances where service providers are not following guidelines for block donation.  The LNPA recommended and the NAPM/LLC approved the sharing of data between NPAC and the Pool Administrator to verify service provider compliance to donation guidelines.  The Pool Administrator submitted a Change Order (PA Change Order 24) to the FCC.  The Numbering Oversight Working Group (NOWG) subsequently recommended to the FCC a trial of the proposed resolution in selected pools initially.  The PA then submitted PA Change Order 26 to the FCC recommending a trial in one NPA in each NPAC region.  The FCC approved PA Change Order 26 and the PA subsequently completely its research on the trials.  The PA submitted a summary of findings and recommendation to the FCC.  The NOWG subsequently issued a recommendation that the PA provide an updated proposal with cost details for Change Order 24 to the FCC, for review by the NOWG, prior to the FCC authorizing a one-time scrub of all pooled blocks.


PIM 28 – Inter-modal Port Issue Between Wireline Firm Order Confirmation (FOC) and Wireless Port 


 
  Request Response (WPRR)


This PIM, submitted by Sprint, addresses interface differences between the WPRR (wireless) and FOC (wireline).  The FOC allows for a due date and time change on confirmations, however, the WPRR does not.  When a wireline carrier sends an FOC with a change in due date or time, the wireless carrier cannot process the change and does not allow the port to complete.  This PIM was referred to the Ordering and Billing Forum (OBF) for consideration.  The OBF has proposed a resolution to relax the WPRR edit, thus allowing changes to due date and time to process.  An interim workaround is in place until the final resolution is implemented.  This PIM will be tracked by the LNPA until the resolution is implemented.


PIM 30 – N-1 Local Number Portability (LNP) Architecture


This PIM, submitted by Alltel, seeks clarification on the responsibilities of carriers within the context of the FCC-mandated N-1 LNP architecture.  The PIM also seeks to determine if wireless carriers are required to perform an LNP database query on default routed calls when the responsible N-1 carrier has failed to do so.  The LNPA accepted this PIM and will document its consensus on N-1 responsibilities based on its assessment of FCC


cites and industry documentation.  This will be documented in LNPA meeting minutes and the PIM 30 resolution for possible reference by a service provider seeking to escalate if they feel they are receiving an inordinate amount of default routed calls.  The LNPA’s consensus will also address Extended Area Service (EAS) areas and carriers with waivers or operating outside mandated porting areas (May NANC Action Item #5). 
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PIM 31 – Ports placed in jeopardy after confirmation


This PIM, submitted by Syniverse (formerly TSI), seeks to address fallout that occurs in cases where the wireline Old Service Provider involved in a port issues a jeopardy notification with a change in due date to the wireless New Service Provider.  Wireless carriers currently cannot support jeopardy notices with changes to the due date and time.  Syniverse is working with wireline providers to analyze reasons cited for placing wireline to wireless ports in jeopardy.  The number of jeopardies issued after confirmation have been reduced significantly.  Syniverse has submitted an issue to the OBF to investigate changing wireless WPR/WPRR standards to support jeopardy notices after confirmation.


PIM 32 – Customer Service Record (CSR) for porting reseller numbers


This PIM, submitted by Syniverse (formerly TSI), seeks to address issues related to the process for obtaining a Customer Service Record (CSR), which contains information necessary to complete a Local Service Request (LSR) for porting in a reseller number.  Wireless Clearinghouse vendors have documented wireline provider requirements for obtaining CSRs, e.g., does the CSR request go to the reseller or the network provider, and the account information that is required on LSRs sent to those providers.  Syniverse has developed some manual processes for porting reseller numbers based on these requirements.  Wireless carriers are making every attempt to identify up front in the porting process when a reseller is involved.  Syniverse will work with wireline carriers and their respective Change Management processes to determine if it is feasible to enhance their CSR responses to identify when a reseller is the account owner.  


PIM 34 – Customer Service Record (CSR) for porting Type 1 cellular numbers


This PIM, submitted by Syniverse (formerly TSI), seeks to address issues related to the process for obtaining a Customer Service Record (CSR), which contains information necessary to complete a Local Service Request (LSR) for porting in a Type 1 cellular number.  Wireless Clearinghouse vendors have documented wireline provider requirements for obtaining CSRs, e.g., does the CSR request go to the Type 1 cellular provider or the wireline network provider, and the account information that is required on LSRs sent to those wireline network providers.  Wireline and Wireless providers continue to work together to migrate Type 1 numbers to Type 2.  Once migrated, porting of the number will only involve the Old and New Local Service Providers, with no involvement of the former wireline network provider necessary.  Syniverse will also work with wireline carriers and their respective Change Management processes to determine if it is feasible to enhance their CSR responses to identify when a Type 1 provider is the account owner.


PIM 36 – An NPAC edit to prevent new NPA-NXX codes being opened in the wrong NPAC region


This PIM, submitted by Syniverse (formerly TSI), proposes an edit in NPAC to prevent NPA-NXX codes 


 
from being opened in the wrong NPAC regional database by service providers.  NANC Change Order 321 


addresses this issue and will be included in the recommended package for the next NPAC release. 


PIM 38 – Removal of 5 day minimum between pooled block creation and activation in NPAC


This PIM, submitted by AT&T Wireless, seeks to eliminate the current 5 day minimum interval between when a 


pooled block is created in NPAC, and the effective date of block activation, if the 1st port has already occurred in the NXX code containing the pooled block.  NANC Change Order 394 addresses this issue and will be included in the recommended package for the next NPAC release.
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NEW PIM 39 – Frequency of Wireline Business Rules and Practices

This PIM, submitted by T-Mobile, Sprint, Verizon Wireless, Nextel, Cingular, and US Cellular, seeks to address frequent changes in wireline business practices and rules related to porting requirements.  This PIM was referred to the OBF for consideration, which advised that industry guidelines currently exist on the frequency of customer-impacting system changes (no more than 4 per year, and occurring no less than 3 months apart).  They further advised that this issue should be worked on a carrier-to-carrier basis.  Syniverse will identify any instances that violate these guidelines and bring it to the attention of the respective wireline carrier.


NEW PIM 40 – Opening NXX Codes to portability in NPAC and the Local Exchange Routing Guide (LERG)

This PIM, submitted by Verizon Wireless, seeks to address minimum industry standards for LNP readiness that must be adhered to by all companies in order to port.  The North American Numbering Council’s Wireless Number Portability Subcommittee Report on WIRELESS NUMBER PORTABILITY Technical, Operational and Implementation Requirements, Phase II, Version 1.7, states in Section 5.4.3, “A SP will need to make sure NPA-NXXs that need to be opened for porting are marked as portable in the LERG.  The code opening process must occur before processing any subscriber requests for porting numbers from a portable NPA-NXX.”  The Report further states in Section 5.4.3, “Code holders notify the NPAC of NPA-NXXs to be opened for porting.  This should occur within 45 days of the LERG publication.”  These requirements, as reported to the NANC, will serve to resolve this PIM, and will be cited by providers seeking compliance on the part of other providers.  This PIM was closed at the August LNPA meeting.


NEW PIM 41 – Service Provider ID (SPID) Migration Fallout

This PIM, submitted by Verizon Wireless, seeks to address fallout that can occur during SPID migrations when methods other that NANC 323 are used to accomplish the migration.  The Number Portability Best Practices document will be updated to include the various methods of accomplishing a SPID migration in NPAC and the criteria for when to consider each method.


NEW PIM 42 – Review of Data Field requirements on Wireline Local Service Request (LSR)

This PIM, submitted by Syniverse, seeks to review wireline requirements for certain fields on the LSR in order to facilitate mapping of the Wireless Port Request (WPR) to the Wireline LSR.  This PIM was referred to the OBF for consideration and is being worked in the Inter-species Task Force (ITF) as Issue 2802.


NEW PIM 44 – Varying rules for populating Wireline Local Service Request (LSR)

This PIM, submitted by T-Mobile, Sprint, Verizon Wireless, Nextel, Cingular, and US Cellular, seeks to address varying rules among wireline carriers for developing a Local Service Request (LSR) in order to port a number. This PIM was referred to the OBF for consideration and is being worked in the Inter-species Task Force (ITF) as Issue 2801.


NEW PIM 45 – Identification of multiple errors on Wireline Local Service Request (LSR)

This PIM, submitted by T-Mobile, Sprint, Verizon Wireless, Nextel, Cingular, and US Cellular, seeks to address instances when there are errors in Local Service Requests (LSRs) to port a number and some service providers respond identifying a single error only.  Additional LSRs and responses are required until all errors are finally cleared.  This can result in a need to create many LSRs in order to clear all errors and complete a port.  This issue was referred to the Ordering & Billing Forum (OBF) for consideration but was not accepted in the OBF’s Local Service Ordering & Provisioning (LSOP) Committee.  A liaison detailing the reasons why it was rejected will be sent back to the LNPA WG, which will wait to evaluate the response prior to further discussion.
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NEW PIM 47 – Purging old/abandoned ports

This PIM, submitted by Sprint, seeks to address minimum industry inter-modal standards for purging old/abandoned ports.  Previously, the Wireless Number Portability Operations (WNPO) team recommended that old/abandoned wireless ports be purged after 30 days have elapsed.  Sprint is in the process of updating the verbiage of the PIM based on discussions at the August OBF.


· Administrative Items:


· Effective with the August 2004 meeting, the Wireless Number Portability Operations (WNPO) group and the LNPA Working Group combined.  The combined group retained the name of LNPA Working Group.


==== End of Report  ====
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AUGUST 2004 LNPA ACTION ITEMS ASSIGNED:


NOTE:  THE ACTION ITEM NUMBERING SCHEME IS AS FOLLOWS:


· FIRST TWO DIGITS DESIGNATE THE MONTH OF THE LNPA MEETING


· SECOND TWO DIGITS DESIGNATE THE YEAR OF THE LNPA MEETING


· LAST TWO DIGITS DESIGNATE THE ACTION ITEM NUMBER


NEUSTAR ACTION ITEMS:


0804-01:  NeuStar will investigate and report back on the feasibility of providing actual 


SV counts in the  SPID migration files.  


0804-02:  NeuStar will retransmit a request to all carriers to provide a primary and 


 
secondary contact for SPID migrations. 


0804-03:  NeuStar will provide the Change Order Process description to the LNPA Co-


Chairs for distribution to the LNPA distribution.  See related Action Item 0804-25.


0804-04:  NeuStar will determine what Change Orders are subject to sunset requirements 


 
with implementation of the next release.


0804-05:  NeuStar will reissue the Change Order document to reflect the addition of 


Change Orders NANC 285, 346, 357, 358, 386, and 392 to the next release package.


0804-06:  NeuStar will update the SPID Migration SP Checklist and the NPAC 


documentation to reflect that the pending SV list will be sent to both the SP and the associated Service Bureau for that SP, if applicable. 


0804-07:  NeuStar will update the SPID Migration Form to include a box that will 


indicate whether the Old SP had indicated that the old SPID would be retired at NPAC after the migration..


0804-08:  NeuStar agreed to indicate whether the NPAC SPID migration is being done in 


conjunction with a change in the OCN owning the code, as opposed to just being done to update NPAC data to reflect code ownership already accomplished and reflected in industry documents. 


0804-09:  NeuStar will send out a notification that a new version (using Excel) of the 


 
SPID Migration Form is now posted at the NPAC website.

JEAN ANTHONY (TSE) ACTION ITEMS: 


0804-10:  Jean Anthony will issue an invitation with details to join the WTSC for the 


purpose of creating test scripts associated with WICIS 3.0.0.  The team should include both wireless and wireline participants.

LONNIE KECK (AT&T WIRELESS) ACTION ITEMS:


0804-11:  Lonnie Keck will send the LSOG Guidelines for change control to the LNPA 
Co-Chairs for distribution. 


0804-12:  Lonnie Keck will distribute the LSOG Committee response to PIM 39 to the 


 
LNPA for review at the September LNPA meeting. 


0804-13:  Lonnie Keck will liaison with ATIS/OBF, reviewing with OBF the intentions 


 
of the WTSC regarding the WICIS 3.0 Release, and determine if there are any 
objections from the OBF on this committee updating the current test cases to   
reflect the changes between the WICIS 2.0 and 3.0 versions. 


MAGGIE LEE (VERISIGN) ACTION ITEMS:


0804-14:  Maggie Lee will amend the NP Best Practices Matrix with this note:  “Please 


note:  All items from 1 - 33 were developed and agreed to by the WNPO (Wireless Number Portability Operations) team.”


0804-15:  Maggie Lee will set up a pre-call for the Co-Chairs to discuss logistics of the 


Sub-Committee put together with the sole purpose of updating the attached NIIF Document 0004, GUIDELINES FOR REPORTING LOCAL NUMBER PORTABILITY TROUBLES IN A MULTIPLE SERVICE PROVIDER ENVIRONMENT.
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0804-16:  Maggie Lee will send out a request to the distribution for participation by all 


carriers on the Sub-Committee formed with the sole purpose of updating the NIIF document 0004, GUIDELINES FOR REPORTING LOCAL NUMBER PORTABILITY TROUBLES IN A MULTIPLE SERVICE PROVIDER ENVIRONMENT.  The team should include experts from Trouble Administration.  


0804- 17:  Maggie Lee will update the Best Practices Matrix (Issue 31) to make it 


absolutely clear that a confirming response from the Old SP to the New SP’s LSR/WPR must be received before the New SP is to send their Create message to NPAC. 

ADAM NEWMAN (TELCORDIA) ACTION ITEMS:


0804-18:  Adam Newman will send INC’s updated COCAG Appendix C document 


 
(related to INC Issue 445) to the LNPA Co-Chairs for distribution.

FRANK REED (T-MOBILE) AND CRAIG BARTELL (SPRINT) (FORT CO-CHAIRS) ACTION ITEMS: 


0804-19:  FORT Co-Chairs Frank Reed and Craig Bartell will send out an e-mail 


advising that the FORT team will go dormant, and that issues should go directly to LNPA.


ROB SMITH (SYNIVERSE) ACTION ITEMS:


0804-20:  Related to PIM 32, Rob Smith will work directly with service providers, and 


possibly Service Bureaus, to obtain more comprehensive data and provide an update at the September LNPA. 
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0804-21:  Related to PIM 34, Rob Smith will work directly with service providers, and 


possibly Service Bureaus, to obtain more comprehensive data and provide an update at the September LNPA.
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0804-22:  Related to PIM 31, Rob Smith will send a list of duplicate port requests to each


wireless carrier in which they were the New SP, from July 1st through August 15th.  SPs advised they needed the data by August 20th, to allow time for them to investigate internally. 
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0804-23:  Related to PIM 31, Rob Smith will obtain examples of cases were jeopardy 


notices were sent by wireline companies and send the list to the applicable wireline company for internal investigation.
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DEB STEPHENS (VERIZON WIRELESS) ACTION ITEMS:


0804-24:  Deb Stephens will update PIM 40 with stronger language regarding the code 


 
opening process and resubmit for the September LNPA meeting.  













[image: image6.wmf]"PIM 40.doc"






LNPA ACTION ITEMS:

0804-25:  LNPA Co-Chairs will send out a reminder to the distribution that submitting 


PIMs is not a substitute for submitting a Change Order, i.e., if it is known initially that a change to the NPAC SMS is being requested, there is no need to go through the PIM process.


0804-26:  Related to PIM 47, all SPs are requested to verify what their internal systems 


will do if they receive a 2nd LSR port request for the same TN when the SP has already sent back a “clarification request” on the 1st LSR.  
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0804-27:  PIM Submitters are reminded that they need to update their PIMs with 


appropriate verbiage as changes occur as a result of discussions during the LNPA.  Updated PIMs should be sent to the LNPA Co-Chairs for distribution and uploading on the LNPA website.


0804-28:  LNPA Co-Chairs will provide an acknowledgement to Jon Peterson, NeuStar, 


 
for taking the time to present to the team.


0804-29:  All Members need to review the attached VoIP presentation internally and be 


prepared to discuss any impacts for the LNPA and the NPAC.  This will be placed on the October LNPA meeting agenda for discussion.
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0804-30:  Service Providers are to check internally if they support the NeuStar request to 


increase the current threshold for large port notifications from 1000 to 5000, and respond at the September meeting.


0804-31:  NeuStar requested that all SPs review what their expectations are/were 


regarding NANC Change Order 385, and what problem the Change Order was originally intended to solve. 


0804-32:  Members interested in joining the WTSC team for creating test cases related to 


 
WICIS 3.0 should contact Jean Anthony, TSE, or Sue Tiffany, Sprint. 


0804-33:  By the October LNPA meeting, SPs are requested to obtain their individual 


company forecast numbers, over some time period they know (2-10 years), for re-homes, modifies, technology changes, etc., for which the NPAC will be used for these activities.   These forecasted numbers should be provided to Alan Stiffler, NeuStar (alan.stiffler@neustar.biz   571-434-5590).  This will be on the October agenda. 


WIRELESS SERVICE PROVIDER ACTION ITEMS:


0804-34:  AT&T Wireless, US Cellular, and Sprint are to come to the September LNPA 


 
meeting prepared to indicate their interest in doing performance testing.  


WIRELINE SERVICE PROVIDER ACTION ITEMS:

0804-35:  Related to PIM 31, Wireline Service Providers are to answer the following 


question:  Would receipt of a duplicate LSR trigger sending a Jeopardy notice in reply to either LSR (or both LSRs)?
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ACTION ITEMS REMAINING OPEN FROM PREVIOUS LNPA MEETINGS:

0304-07:  During the APT discussion of a post-323 migration scenario where an LSMS 


has an SV that has a SPID that is different from what the NPAC reflects for that SV, four possible options were discussed as to how NPAC should respond to an audit request on that TN.  Those options are:


1. Status Quo – NPAC sends a modify in an attempt to modify the SPID, which could knock the SV onto the Partial Fail list with possibly no way to remove it from the list.  Deemed not acceptable by the APT group.


2. Change the SPID attribute by sending an activate to the LSMS with the same SV ID.  This was also deemed not acceptable as it would allow NANC 323 functionality to take place over the interface.


3. Ignore the SPID attribute discrepancy with no indication that the SV is discrepant.  This would be logged in the NPAC error log.


4. Ignore the SPID attribute discrepancy with a notification that the SV is discrepant. This would also be logged in the NPAC error log.  Questions remain as to the type of notification (e.g. automated notification over the interface, manual e-mail, etc.) and whether this notification would specifically indicate that the SPID is discrepant.


NeuStar stated that in order to resolve this issue immediately, NPAC will ignore the SPID attribute discrepancy and log an error in the NPAC error log (Option No. 3).  Action for the APT Team Members to discuss within their respective companies and come prepared to the April APT meeting to provide their option  preference (No. 3 or 4).


August meeting update:  Discussions were deferred awaiting the results of the first migration.


0504-08:  Related to PIMs 32 and 34, Rob Smith, Syniverse, took an action to determine 


what % of ports are reseller numbers and Type 1 Cellular numbers and what % of each are falling out.



August meeting update:  Item remains Open.


0604-09:  Gary Sacra is to post past minutes and PIMs on the LNPA website.



August meeting update:  Item remains Open.  After the July meeting, PIMs and


LNPA meeting minutes were uploaded on the website.  The PIM matrix must also be updated.


0604-20:  Based on a request from Syniverse, Wireline Service Providers took an action 


to determine whether they can modify their jeopardy process to distill the jeopardy reasons cited down to a brief list of standard reasons.  Syniverse suggested the following as a start based on their analysis of jeopardy notices received:


· Duplicate LSR 


· Contact LEC


· Special features on TN


· Due Date change requested


· Contact with End User required


· Ported MDN has not been activated


August meeting update:  Item remains Open.  At the June meeting, Verizon stated that change requests such as this must go through the official Change Management Process, as this affects all Verizon Wholesale partners.
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NANC – LNPA Working Group
                     
Problem/Issue Identification Document






LNP Problem/Issue Identification and Description Form



Submittal Date (mm/dd/yyyy): 02/27/2004



Company(s) Submitting Issue: TSI



Contact(s):  Name: Rob Smith 



         Contact Number: 813-273-3319   




         Email Address: rsmith@tsiconnections.com 



(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)



1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)



Wireless cannot process "Jeopardies" following confirms from wireline service providers when they are not able to meet the original due date and time.



2. Problem/Issue Description: (Provide detailed description of problem/issue.)



A. Examples & Impacts of Problem/Issue: 



Wire line service providers may send a ‘confirm’ response with a ‘due-date-and-time’ on a port response message.  But if the wire line carriers are not able to meet the originally confirmed desired due date and time then wire line service providers have the flexibility to send a ‘jeopardy’ notice changing the original DDT.  Wireless carriers currently cannot support jeopardy notices with changes to the due date and time.


B. Frequency of Occurrence:



Once a week



C. NPAC Regions Impacted:



 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     



 West Coast___  ALL_x_



D. Rationale why existing process is deficient: 



Jeopardies create fall-out on inter-modal ports and the ‘disconnect’ by the old service provider may be out of sequence from the ‘activation’ by the new service provider.



E. Identify action taken in other committees / forums: 



This is related or supplemental to the PIM submitted by Rick Dressner on changes to DDT 2/2004.  The difference is that this considers "jeopardies" following a ‘confirm’ and not just the change of the DDT on the original port request.  This issue may be referred to OBF.



F. Any other descriptive items: __



__________________________________________________________________________________________________________________________________________________________________________



3. Suggested Resolution: 



Wireless carriers should avoid sending duplicate port requests for the same number.  This results in jeopardy notices when the wire line trading partner confirms a second request only to learn that the port is already in progress.



Wire line carriers should tighten their processes for issuing confirms.  Jeopardy Notices appear to be used on ports that should not have been confirmed in the first place.  True jeopardy notices should only be used when and appointment can’t be made involving a ‘loop’.  Such cases would be very rare in intermodal porting.



When a jeopardy notice must be issued, providing a reason for the jeopardy notice helps reduce the research time required to learn why.  Following is a list of common reasons for jeopardy notices.  Including these on responses would help process jeopardy ports.



· Duplicate LSR



· Contact LEC



· Special feature on TN



· Due Date change requested



· Contact with end user required



· Ported MDN has not been activated



LNPA WG: (only)



Item Number: 0031 v2




Issue Resolution Referred to: _________________________________________________________


Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________
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NANC – LNPA Working Group
                     
Problem/Issue Identification Document






LNP Problem/Issue Identification and Description Form



Submittal Date (mm/dd/yyyy):  5/27/04

PIM # 40


Company(s) Submitting Issue:  Verizon Wireless


Contact(s):    Name  Julie Groenen



         Contact Number   206-940-1072 cell 425-603-2282 work VM



         Email Address   Julie.Groenen@Verizonwireless.com


(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)



1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)



The intention of this PIM is to discuss minimum industry standards for LNP readiness 



that must be adhered to by all companies in order to port. The following are concerns 


regarding low-tech carrier porting processes: 





1. Provisioning codes in the NPAC:  Carriers using low-tech processes are saying they will not be provisioning their NPA NXX’s with the NPAC in advance, but only at the time they receive a port request.  The process they will use is to call the NPAC and have the codes provisioned at the time of the request and then immediately have an SV created in the SOA.  Most automated carriers receive a daily download from vendors who must first receive the data from the NPAC. This means that the automated process is actually delayed up to 2 days when the NPA NXX’s a carrier has customers on could be provisioned in advance with the NPAC and eliminate the delay for larger carriers. 


2. Opening codes in the LERG:  Some carriers have mentioned that they will not necessarily update the LERG with their codes marked as portable prior to 30 days in advance of when they could receive a port request on that NPA NXX.       





2. Problem/Issue Description: (Provide detailed description of problem/issue.)



A. Examples & Impacts of Problem/Issue:    


1. Provisioning codes in the NPAC:  


a.   At a minimum the only way carriers have to know of valid NPA NXX’s for 


      porting is if they are provisioned in the NPAC Administrative views. For 


     automated carriers the port validation check would likely indicate the NPA 


     NXX is not provisioned and signal a troubleshooting process to occur. This 


     means every port of this type would require trouble resolution and longer 


     porting times than are necessary when the provisioning of the NPA NXX could 


     be done in advance. 


b.  While the manual low-tech carrier could complete the port in the 2.5 hour 


     timeframe, many large carriers could not due to a 2 day turn around for 


     updated NPA NXX files to download from the NPAC to clearinghouse vendors 


     and then from clearinghouse vendors to carriers.  


            c. It is not realistic for larger carriers to manually update IT tables that feed POS 


     systems for each low-tech port request received.  In addition, manual updates 


    could be reversed by the daily download with vendors.  





2.  Opening codes in the LERG:  



a.  Technically a carrier can allow a port to occur when it is not marked portable 


    
     at the LERG.  However this opens up risks that customer may experience call 


 
     routing issues. Calls from other carriers may not complete because they base 


     their LNP trigger tables on the LERG. This will generate Network trouble 


     tickets.  In short, it is possible all carriers who may be involved in call routing 



     may not know the port has occurred for that MDN.  


b.   Customer’s perception of call routing issues may be that it is the new carrier’s 



      Network that is the cause of call routing issues where in reality it is the OSP.  


B. Frequency of Occurrence:  


            For all three scenarios the issues would occur for each port by the low-tech 


            carrier to another automated carrier. 


C. NPAC Regions Impacted: All


D. Rationale why existing process is deficient:  


Carrier’s are not using industry standard processes already created based on need to refer to numbering policy here. These standards must be employed to resolve the above issues. 


E. Identify action taken in other committees / forums: Issues were raised on CTIA calls. 





3. Suggested Resolution: 



The suggested resolution for each low-tech issue is to clearly define industry standards for low-tech carriers at the NANC and NAPM LLC level so as to be addressed and potentially enforced by the FCC.   The suggestion for each issue is noted as follows: 



Provisioning codes in the NPAC:  



Specifically, the suggestion would be that all carriers must at a minimum define their LRN’s and NPA NXX ‘s in the NPAC Administrative tables. This should be stated in Box 1 of Main Flow (NANC Flows). In addition, the industry needs to set and designate an entity (NPAC?) to require minimum pre-porting standards be met for a carrier to be considered ready to engage in porting.


Opening codes in the LERG: 


Similar to the above, the industry must document and clearly enforce that porting should not occur unless codes are marked portable in the LERG. 





LNPA WG: (only)



Item Number: 0040




Issue Resolution Referred to: _________________________________________________________



Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________
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Why VoIP?


			Voice over IP is championed for:


			More efficient bandwidth usage


			Attractive web-like service development model


			Dynamic endpoint-based capability negotiation


			Consolidation of voice with other services (IM, video, etc)


			Presence-based services


			But also, because it’s there


			High-speed Internet penetration in businesses and residences rapidly growing


			The fundamental premise of the Internet is to provide a general transport for data regardless of its purpose


			Why parcel telephony over a separate wire if you have IP?














The VoIP Model: Core tenets


			Like SS7, VoIP distinguishes signaling from bearer


			VoIP protocols send signaling for call setup and management (like SIP and H.323)


			Separate protocols are used to carry bearer media (like RTP)


			Features are built into endpoints


			Following the core Internet architectural principle


			State in the network leads to a less scalable service


			 Standards-based, rather than provider-based


			Usually open standards, allowing highly multi-vendor environments


			Works the same way no matter how you get IP access


			DSL, cable modem, wireless Internet, T1, etc.


			For audio media, traditional codecs and IP-specific codecs are packetized


			Media samples collected for Internet datagram packets














VoIP Signaling


			Signaling protocols are similar to ISDN Q.931 signaling


			In fact, H.323 uses Q.931, and SIP is easily mapped to telephony signaling protocols


			Protocols manage:


			Call establishment, modification, termination


			Identity management (calling and called party identifiers)


			Overall capability negotiation


			Codec negotiation


			Codecs for VoIP are dynamic, not decided by a pre-existing trunk configuration


			Also allows non-voice capabilities to be negotiated, such as video or instant messaging


			IP endpoint location and identification


			Including presence














Session Initiation Protocol (SIP)














What is SIP?


			Session Initiation Protocol (RFC3261)


			SIP does two things:


			Allows endpoints on the Internet to discover one another


			Lets endpoints share information that characterizes a session they would like to share


			Current favorite for VoIP


			Although it has applicability to any real-time communications over the Internet	


			Instant messaging, videoconferencing, gaming, etc


			Implemented by many major vendors and service providers


			Lucent, Nortel, Ericsson, Nokia, Siemens, Cisco, Microsoft


			AT&T, MCI, Level(3), Vonage, 3GPP wireless, MSN, more coming every day

















SIP: Discovery functions


			SIP creates a permanent identifier for a user


			Known as an address-of-record, or AoR (a lot like an email address)


			Ex: sip:jon.peterson@iptel.org


			SIP devices are not tied to any specific user


			Devices have their own identifiers, called contact addresses


			Ex: sip:cisco31.iptel.org, or just sip:192.168.1.1


			SIP has a registration function that associates one or more devices with a user


			This is a transient association – soft state, requires refreshes


			Allows a user to sit down at a new device, register, and be able to receive calls there – a simple form of service mobility


			SIP also supports various presence/event functions that facilitate discovery


			Helps callers know if the user is available, whether or not they’re willing to communicate now, and how they might be able to communicate














Inside SIP


			SIP is a direct descendant of email and the web


			Protocol structure draws heavily from SMTP, HTTP and RFC822 (email message format)


			Looking at a SIP message, it has a lot in common with an email message


			To, From, Subject, Organization, and so on


			In place of Received headers, there are Via headers


			Also has entities in common with email and the web


			User agents (which is the fancy name for email clients)


			Proxy servers (familiar from HTTP, though in SIP, have more in common with mail transfer agents (MTAs) in email)














How it works


sip:device31@enterprise.com


sip:192.168.1.1


sip:sip.iptel.org


REGISTER


sip:jon@iptel.org = 


sip:192.168.1.1


INVITE


sip:jon@iptel.org


device31 looks up ‘iptel.org’


in the DNS to find the right server


When sip.iptel.org receives the INVITE,


it looks for existing registrations for jon; 


if it finds one or more, it forwards to them


UA


UA


Proxy











How it works (2)


sip:device31@enterprise.com


sip:192.168.1.1


sip:sip.iptel.org


INVITE:


sip:jon@iptel.org


OK


OK


If the INVITE is acceptable, the device


returns an OK


sip.iptel.org forwards the OK response


Media can now be exchanged


directly between the devices











Why SIP matters


			Open standard


			Not a proprietary, monolithic solution


			Wide industry consensus and implementation/deployment


			General purpose


			Not tied to any particular application or type of media


			Equally successful in VoIP, IM


			Common session management functions


			You set up an IM conference the same way that you set up a voice conference


			Easy to create applications/services


			Since SIP is so close to HTTP, CGI scripts are easily adapted to SIP














What are people doing with SIP?


			Primarily IP-PSTN “termination” services


			All-you-can-eat local and long distance (price points now down at around $10 a month)


			Also PSTN-IP “origination” services


			Vonage is a good example: sells you telephone numbers wherever you want ($5 each), points them at your SIP phone


			Greenfield peer-to-peer services


			Free World Dialup, iptel.org, etc


			Uncommercializable


			Instant messaging and presence services


			Presence especially is getting play in wireless offerings (PTT)


			Full PSTN replacement


			3GPP and the NGN initiative


			Longer-term directions for international telephony standards


			To a limited degree, voice and video conferencing


			Convergence


			Especially presence with telephony














Numbering and Routing














What’s a telephone number?


			Long ago, a telephone number was an address


			Mechanical lever moves x notches as the rotary dial unwinds - number is tightly coupled to physical machinery


			Today, numbers are logical entities that can be mapped to all sorts of devices and services


			Consider Find-Me services, 800 numbers, etc


			ITU-T E.164 defines the international space of telephone numbers (country codes)


			National governments are responsible for the assignment of their numbering space


			North American Numbering Plan (NANP) numbers are constituted of an area code (or NPA), exchange code (or NXX), and address














Traditional number routing


			Taking NANP as an example, traditional routing is based on NPA/NXX prefix


			Maps NPA/NXX to a particular end office Point Code 


			LERG - Local Exchange Routing Guide


			LERG data is compiled by a centralized authority and pushed to service providers


			Switches in the PSTN essentially load their own image of the LERG, full of NPA/NXX->PC mappings


			But there are exceptions to LERG routing in the PSTN today














Exceptions and Challenges


to traditional number routing


			Mobility


			Cellular phones, routing through location registers


			Number portability


			Local Number Portability 


			Number pooling


			Assignment of numbering resources in thousand blocks


			Enhanced service routing 


			800 translation, CIC-based routing, and so forth


			IP terminals


			NPA/NXX -> Point Code mapping isn’t very useful


			May best be addressable by a URI


			All of these require query-based routing


			LERG-based routing is transitioning to query-based routing














Internet Routing: The DNS


			The Domain Name System (DNS)


			Foundational Internet technology


			Transforms domain names (www.google.com) into IP addresses (66.102.7.147)


			Hierarchically structured resolution 


			for “.”, go to the root server, which says ‘for “.com”, go to server B’, which in turn says ‘for “google.com”, go to server C’


			Scales by hierarchical distribution and caching


			Records can be cached for a certain time-to-live (TTL)


			Records close to the root cache for longer periods of time (the authority for “.com” doesn’t change often)














How are VoIP calls routed?


			Address-of-record URI (Uniform Resource Identifier)


			An identity for a user, an address that is easily remembered. Used in the To and From headers of SIP messages. Not associated with any particular endpoint. Hostname is usually a domain.


			Ex: sip:joe.bloggs@example.org (just like ‘mailto:user@host’)


			Routed by DNS lookup on ‘example.org’


			Contact address URI


			A URI specific to a particular device rather than a user. Hostname is an IP address, or refers to a particular device. Appears in the Contact header and sometimes Request-URI of SIP messages.


			Ex: sip:joe.bloggs@192.168.3.6;transport=tcp


			Routed to ‘192.168.3.6’ directly 

















Telephone numbers over IP


			Typically a URI is used in protocols such as SIP to depict a telephone number (similar to HTTP URLs or email addresses)


			tel URL (tel:+13035550001)


			sip URI (sip:+13035550001@domain.com;user=phone)


			The IETF has developed a technology specifically for managing telephone numbers in the IP domain


			ENUM reuses the Domain Name Service (DNS) system for translating telephone numbers to URIs (E2U)


			ENUM record containing one or more URIs for routing the returns an NAPTR call


			Appropriately enough, a query-based routing system








			














ENUM














Overview


	ENUM is a scheme that puts telephone numbers into the Domain Name System (DNS) in a single “golden tree” domain so that resources or end point addresses associated with a telephone number can be resolved in the IP domain











What ENUM does to a telephone number


			 Take a phone number





+1 571 434 5400


			 Turn it into an FQDN   





0.0.4.5.4.3.4.1.7.5.1.e164.arpa


			 DNS returns list of URI’s





			 Query the DNS





mailto:joe.bloggs@example.com


sip:joe.bloggs@example.com


http://www.example.com/~bloggs


Transform a telephone number into a URI











Dialing a VoIP number with ENUM


ENUM Global Directory (DNS) Equates +1-202-555-1234 to sip:mark@carrier.net to enable Voice over IP using SIP 


1. The caller simply dials the person’s normal telephone number


2. Calling party proxy UAC queries DNS for location of end point


3. DNS returns NAPTR record containing SIP URL to Calling Party UA


4. Calling party UA connects the call











Limits of ENUM: The Domain Name System is Public and Static


			Everyone who queries the DNS for “www.google.com” gets back the same answer


			No authentication of origins of queries


			No authorization decisions made


			The DNS can be “mined”


			Users can spider the DNS, acquiring all hosts and records within a given tree


			The DNS only scales when its data doesn’t change in real-time


			Some systems cache as low as a minute, but that’s uncommon


			For the most part, the DNS is not secure


			Digital signatures and encryption have not been widely deployed for DNS records














Delegation models


“.”


“.com”


“.biz”


“google.com”


“www.google.com”


“.”


“.e164.arpa”


“.com”


“1.e164.arpa” Tier 1


“4.4.5.2.0.2.1.e164.arpa”


Tier 2


ITU-T


USA/FCC (+1)


UK/Ofcom (+44)


NANPA/NPAC (+1)


Verizon (iLEC) (+1202544)


DNS


E.164


ENUM











			Public ENUM


			Under “e164.arpa” golden tree


			Require end user opt-in, public administration


			Private ENUM


			Under a tree other than “e164.arpa”


			Internal use by any entity or group of entities (federation)


			Not a subject of standardization





Varieties of ENUM











Interworking VoIP with the PSTN














Gateways


			Gateways interwork between the PSTN and VoIP


			At the signaling level, translating VoIP messages into corresponding PSTN messages and vice versa


			At a bearer level, assembling IP packetized media and rendering it as PSTN media and vice versa


			Gateways exist for several types of interconnection


			Network-level interconnection, SS7-VoIP based


			Softswitch, distributed signaling architecture


			Connects to tandems or SS7 SSPs just like a Class 5 switch


			User-level interconnection, ISDN or even POTS interworking


			Today, ISDN gateways are the common case


			CLECs provide an ISDN interface for VoIP providers














ISDN-to-SIP calling through a gateway


SIP INVITE 


sip:alice@atlanta.com


SIP INVITE 


sip:alice@pc1.atlanta.com


Query: +13035550001


Response: sip:alice@atlanta.com


SETUP


 (D-chan)


POTS


Call:


5550001


Digital


Trunk


RTP


Proxy knows that


Alice is at pc1


RTP is established after


SIP session is initiated


PSTN call is routed


to ISDN GW via TN








Routing database


Gateway








Class5


Switch








Class5


Switch








Tandem











SS7-to-SIP calling through a gateway


SIP INVITE 


sip:+13035550001


@atlanta.com


SIP INVITE 


sip:alice@pc1.atlanta.com


POTS


Call:


5550001


RTP


Proxy knows that


5550001 is at pc1


RTP is established after


SIP session is initiated


PSTN call is routed


to softswitch via TN





SS7 IAM


Digital


IMT


Softswitch








Class5


Switch








Tandem


Med Gw


Sig Gw











Gateway


SIP


Endpoint


Circuit


Switch


IAM


INVITE


100


18x


ACM


200


ANM


ACK


REL


BYE


200


RLC


Media


Call Setup (SS7 to SIP)











VoIP and Number Portability














VoIP and Number Portability


			Currently there are no capabilities within the NPAC to specifically address the porting and pooling for IP-enabled TNs 





			TNs are porting from TDM service providers to VoIP service providers today


			The LRN is assigned to a Class 5 switch and VoIP terminating calls are routed thru the PSTN to that Class 5 switch


			The call is then routed out of the Class 5 switch over ISDN lines to the VoIP switch


			The VoIP switch translates the TN to a URI using a local table and terminates the call to the user


			For some IP applications like SMS and MMS, NP data is used to approximate a URI based on a SPID


			Private ENUM is being used to provide this routing information


			A few SIP-based or (private) ENUM-based solutions for providing NP data to SIP calls have been deployed


			SIP supports markup in the ‘tel’ URI for NP data














Mapping SS7 LNP data to SIP


			This issue has been studied, and has seen some implementations





			Many network-level gateways can read the M bit of the FCI, and look for the GAP





			Also support for setting these parameters appropriately for PSTN termination cases














Example: Private ENUM for MMSCs


NP


Data


Requesting


MMSC


4.3.2.1.1.8.9.3.0.7.1.foo.foo


NAPTR  RR(s)


Example: Carrier XYZ currently serves +1-703-981-1234, which can be ported or non-ported.  When


an MMSC sends a query on “4.3.2.1.1.8.9.3.0.7.1.foo.foo,” the Private ENUM responds with an 


NAPTR RR that contains a “mailto” URL, “mailto:+17039811234@xyz.com.”    The MMSC then 


uses the carrier name “xyz” to send the message to Carrier XYZ’s MMSC.


Other


Data


Example


4.3.2.1.1.8.9.3.0.7.1.foo.foo


  IN NAPTR  10 10 “u" “E2U+mms" “!^.*$!mailto:+17039811234@xyz.com!”  .





















































Private


ENUM











Number Portability and ENUM


			ENUM works very differently than number portability


			Provisioning:


			The NPAC provisions routing information into service providers’ routing DBs.  Carriers use that routing information within their own networks to route calls and SS7 messages


			ENUM provisions a DNS DB, called Tier 1.  Users (e.g., carriers) query that DNS DB which points them to another DB, called Tier 2, to retrieve the routing data


			Access to Data:


			NP data is only available to NPAC Users


			ENUM, like the DNS, is necessarily a public resource (anyone can query)


			Entities Involved in the Service


			NPAC - the NPAC, the LLC and the NPAC Users


			ENUM – consumers (i.e., registrants), registrars, ENUM LLC, Tier 1 providers, Tier 2 providers, application service providers, etc.


			Regulatory Oversight:


			The FCC has oversight of NP


			ENUM receives oversight from the DoC, FCC, State Dept., FTC, and ITU-T.  The IAB and the 18 other countries within CC1 provide policy-related input.  














Number Portability and ENUM





			There are no mechanisms within ENUM to account for NP


			There is no concept of a service provider (i.e., carrier) in ENUM, only registrars and registrants


			The ENUM record could be changed at either Tier 1 or Tier 2 to reflect the change in carrier


			Any changes in an ENUM record requires the approval (opt-in) of the consumer (registrant)  


			It’s possible that a carrier could port a number but would be unable to modify ENUM records


			It’s possible that a consumer would not allow the carrier to change their ENUM record














NP and IP


			NP is an administrative process enabled thru a shared OSS (NPAC) with an authoritative routing DB for ported and pooled TNs





			Services associated with TNs are evolving to IP





			Industry should consider adding SMS, MMS, IMS (future) and SIP GW URIs to the SV and network data in the NPAC


			Analogous to existing LRN and GTT fields


			Carriers could upgrade their LSMSs to provision URI routing databases














Summary and Questions











DNS-Server

Response
sip:name @domain.com

Query
4.3.2.1.5.5.5.2.0.2.1.e164.arpa?
“Call Setup”

Sip
Sip:name@domain.com

Dial Sip Prox: "
+1-202-555-1234 & Frowy By Fag





Proxy



Server











































ICANN










NANPA










_1155483408.doc

NANC – LNPA Working Group
                     
Problem/Issue Identification Document






LNP Problem/Issue Identification and Description Form



Submittal Date (mm/dd/yyyy): 02/27/2004



Company(s) Submitting Issue: TSI



Contact(s):  Name: Rob Smith 



         Contact Number: 813-273-3319   




         Email Address: rsmith@tsiconnections.com 



(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)



1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)



Wireless cannot process "Jeopardies" following confirms from wireline service providers when they are not able to meet the original due date and time.



2. Problem/Issue Description: (Provide detailed description of problem/issue.)



A. Examples & Impacts of Problem/Issue: 



Wire line service providers may send a ‘confirm’ response with a ‘due-date-and-time’ on a port response message.  But if the wire line carriers are not able to meet the originally confirmed desired due date and time then wire line service providers have the flexibility to send a ‘jeopardy’ notice changing the original DDT.  Wireless carriers currently cannot support jeopardy notices with changes to the due date and time.


B. Frequency of Occurrence:



Once a week



C. NPAC Regions Impacted:



 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     



 West Coast___  ALL_x_



D. Rationale why existing process is deficient: 



Jeopardies create fall-out on inter-modal ports and the ‘disconnect’ by the old service provider may be out of sequence from the ‘activation’ by the new service provider.



E. Identify action taken in other committees / forums: 



This is related or supplemental to the PIM submitted by Rick Dressner on changes to DDT 2/2004.  The difference is that this considers "jeopardies" following a ‘confirm’ and not just the change of the DDT on the original port request.  This issue may be referred to OBF.



F. Any other descriptive items: __



__________________________________________________________________________________________________________________________________________________________________________



3. Suggested Resolution: 



Wireless carriers should avoid sending duplicate port requests for the same number.  This results in jeopardy notices when the wire line trading partner confirms a second request only to learn that the port is already in progress.



Wire line carriers should tighten their processes for issuing confirms.  Jeopardy Notices appear to be used on ports that should not have been confirmed in the first place.  True jeopardy notices should only be used when and appointment can’t be made involving a ‘loop’.  Such cases would be very rare in intermodal porting.



When a jeopardy notice must be issued, providing a reason for the jeopardy notice helps reduce the research time required to learn why.  Following is a list of common reasons for jeopardy notices.  Including these on responses would help process jeopardy ports.



· Duplicate LSR



· Contact LEC



· Special feature on TN



· Due Date change requested



· Contact with end user required



· Ported MDN has not been activated



LNPA WG: (only)



Item Number: 0031 v2




Issue Resolution Referred to: _________________________________________________________


Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________
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NANC – LNPA Working Group
                     
Problem/Issue Identification Document






LNP Problem/Issue Identification and Description Form



Submittal Date (mm/dd/yyyy):  7/12/04

PIM #  47


Company(s) Submitting Issue:  Sprint


Contact(s):    Name  Susan Tiffany



         Contact Number   913-762-8024



         Email Address   Sue.T.Tiffany@mail.sprint.com


(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)



1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)



The intention of this PIM is to discuss minimum industry intermodal standards for 





purging old/abandoned ports.  This issue is related to WNPO Issue 04-13 – ‘Purge Old Port Requests with No Response’.  


























2. Problem/Issue Description: (Provide detailed description of problem/issue.)



A. Examples & Impacts of Problem/Issue:    


This is the solution when a carrier has not or is unable to use the recommended cancel process as documented in the NANC Process Flows.  This issue documents the wireless industry’s agreement for purging old/abandoned ports, as follows: 



Scenario 1 – When the Old Service Provider (OSP) has confirmed the port request but does not receive an activation notice from NPAC, they can purge the port request 30 calendar days after the due date. In a similar process, the NPAC purges pending Subscription Versions (SVs) 30 days after their due dates have passed.   



Scenario 2 – The OSP has received a port request and there is an error on the request generating a response required from the OSP.  When there is no further activity for 30 calendar days on the port request, the port may be purged.  


Although the wireless industry has agreed to the above scenarios, this has been submitted to LNPA to address the same Intermodal issue.







































2. 





























 

















3.   


























B. Frequency of Occurrence:  


This could occur for 


any port request.


C. NPAC Regions Impacted: All


D. Rationale why existing process is deficient:  





E. This issue contributes to Intermodal fallout.


F. Identify action taken in other committees / forums: 


Issue is related to OBF Wireless Committee Issue 2665 - ‘Determination and Handling of “Abandoned” Ports’.


3. Suggested Resolution: 



Following is the WNPO Committee’s resolution of the issue as reported to NANC.



Scenario 1 – When the Old Service Provider (OSP) has confirmed the port request but does not receive an activation notice from NPAC, they can purge the port request 30 calendar days after the due date. In a similar process, the NPAC purges pending Subscription Versions (SVs) 30 days after their due dates have passed.   



Scenario 2 – The OSP has received a port request and there is an error on the request generating a response required from the OSP.  When there is no further activity for 30 calendar days on the port request, the port may be purged.  


WNPO recommends that the resolution be included in the Best Practices List.





























LNPA WG: (only)



Item Number: 
0047


Issue Resolution Referred to: _________________________________________________________



Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________
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NANC – LNPA Working Group
                     
Problem/Issue Identification Document






LNP Problem/Issue Identification and Description Form



Submittal Date (mm/dd/yyyy): 02/27/2004



Company(s) Submitting Issue: TSI



Contact(s):  Name: Rob Smith 



         Contact Number: 813-273-3319   




         Email Address: rsmith@tsiconnections.com 



(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)



1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)



Wireless cannot process "Jeopardies" following confirms from wireline service providers when they are not able to meet the original due date and time.



2. Problem/Issue Description: (Provide detailed description of problem/issue.)



A. Examples & Impacts of Problem/Issue: 



Wire line service providers may send a ‘confirm’ response with a ‘due-date-and-time’ on a port response message.  But if the wire line carriers are not able to meet the originally confirmed desired due date and time then wire line service providers have the flexibility to send a ‘jeopardy’ notice changing the original DDT.  Wireless carriers currently cannot support jeopardy notices with changes to the due date and time.


B. Frequency of Occurrence:



Once a week



C. NPAC Regions Impacted:



 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     



 West Coast___  ALL_x_



D. Rationale why existing process is deficient: 



Jeopardies create fall-out on inter-modal ports and the ‘disconnect’ by the old service provider may be out of sequence from the ‘activation’ by the new service provider.



E. Identify action taken in other committees / forums: 



This is related or supplemental to the PIM submitted by Rick Dressner on changes to DDT 2/2004.  The difference is that this considers "jeopardies" following a ‘confirm’ and not just the change of the DDT on the original port request.  This issue may be referred to OBF.



F. Any other descriptive items: __



__________________________________________________________________________________________________________________________________________________________________________



3. Suggested Resolution: 



Wireless carriers should avoid sending duplicate port requests for the same number.  This results in jeopardy notices when the wire line trading partner confirms a second request only to learn that the port is already in progress.



Wire line carriers should tighten their processes for issuing confirms.  Jeopardy Notices appear to be used on ports that should not have been confirmed in the first place.  True jeopardy notices should only be used when and appointment can’t be made involving a ‘loop’.  Such cases would be very rare in intermodal porting.



When a jeopardy notice must be issued, providing a reason for the jeopardy notice helps reduce the research time required to learn why.  Following is a list of common reasons for jeopardy notices.  Including these on responses would help process jeopardy ports.



· Duplicate LSR



· Contact LEC



· Special feature on TN



· Due Date change requested



· Contact with end user required



· Ported MDN has not been activated



LNPA WG: (only)



Item Number: 0031 v2




Issue Resolution Referred to: _________________________________________________________


Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________
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NANC – LNPA Working Group
                     
Problem/Issue Identification Document






LNP Problem/Issue Identification and Description Form



Submittal Date (mm/dd/yyyy): 02/27/2004



Company(s) Submitting Issue: TSI



Contact(s):  Name: Rob Smith 



         Contact Number: 813-273-3319   




         Email Address: rsmith@tsiconnections.com 



(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)



1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)



Wireless carriers are not receiving customer service records (CSRs) from all wire line network service providers when a reseller is the local service provider.  Wireless port requests do not collect the needed information to complete a wire line local service request (LSR).  The CSR is required to complete the LSR and the port the number.


2. Problem/Issue Description: (Provide detailed description of problem/issue.)



A. Examples & Impacts of Problem/Issue: 



The current NANC flows suggest that when a number is porting from a reseller, the port request should be issued to the network service provider.



Developing a local service request (LSR) from a wireless port request (WPR) requires a customer service record (CSR) provided by the old network service provider (OSP).  When the OSP is a reseller and the number is porting from an old network service provider, the CSR is not always provided by the wire line network service provider and there is not enough information to complete the LSR.  



About half of the larger wire line carriers do provide the CSR on reseller numbers and the ports occur without incident.  The others wire line carriers simply reject the CSR request because it is not their customer and the port fails and is nearly impossible to resolve.


B. Frequency of Occurrence:



These problems may occur multiple times a day.



C. NPAC Regions Impacted:



 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     



 West Coast___  ALL_x_



D. Rationale why existing process is deficient: 



For old network service providers that do not provide CSRs, the ports fail.



E. Identify action taken in other committees / forums: 



No other action has been taken by other groups.



F. Any other descriptive items: __



__________________________________________________________________________________________________________________________________________________________________________



3. Suggested Resolution: 



Wire line network service providers should provide the customer service record on porting reseller numbers.  The response message to the CSR query should include a statement that the number being requested is a reseller number.



LNPA WG: (only)



Item Number: 0032 v3




Issue Resolution Referred to: _________________________________________________________


Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________
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NANC – LNPA Working Group
                     
Problem/Issue Identification Document






LNP Problem/Issue Identification and Description Form



Submittal Date (mm/dd/yyyy): 02/27/2004



Company(s) Submitting Issue: TSI



Contact(s):  Name: Rob Smith 



         Contact Number: 813-273-3319   




         Email Address: rsmith@tsiconnections.com 



(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)



1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)



Wireless carriers are not receiving customer service records (CSRs) from all wire line network service providers when porting ‘Type 1’ numbers from other wireless service providers who are leasing the number.  Wireless port requests do not contain the needed information to complete a wire line local service request (LSR).  The CSR is required to complete the LSR and the port.


2. Problem/Issue Description: (Provide detailed description of problem/issue.)



A. Examples & Impacts of Problem/Issue: 



The current NANC flows suggest that when a number is ‘Type 1’, the port request should be issued to the network service provider rather then the billing service provider.



Developing a local service request (LSR) from a wireless port request (WPR) requires a customer service record (CSR) provided by the old network service provider (OSP).  When the OSP is leasing the number from a wire line network service provider as a ‘Type 1’ number, the CSR is not always provided by the wire line network service provider and there is not enough information to complete the LSR.  



About half of the larger wire line carriers do provide the CSR on ‘Type 1’ numbers and the ports occur without incident.  The others wire line carriers simply reject the CSR request because it is not their customer and the port fails and is nearly impossible to resolve.


B. Frequency of Occurrence:



Multiple time a day.



C. NPAC Regions Impacted:



 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     



 West Coast___  ALL_x_



D. Rationale why existing process is deficient: 



For old network service providers that do not provide CSRs, the ports fail.



E. Identify action taken in other committees / forums: 



No other action has been taken by other groups.



F. Any other descriptive items: __



__________________________________________________________________________________________________________________________________________________________________________



3. Suggested Resolution: 



Wire line network service providers should provide the customer service record on ‘Type 1’ ports.  The response message to the CSR query should include a statement that the number being ported is a ‘Type 1’ number.



LNPA WG: (only)



Item Number: 0034 v2




Issue Resolution Referred to: _________________________________________________________


Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________



1


2







_1155478186.doc

[image: image1.wmf]


[image: image2.wmf]


ATIS/NIIF-0004



NETWORK INTERCONNECTION INTEROPERABILITY FORUM



(NIIF)



GUIDELINES FOR REPORTING LOCAL NUMBER PORTABILITY TROUBLES IN A MULTIPLE SERVICE PROVIDER ENVIRONMENT



MAY 2001










[image: image3.wmf]



Copyright ( 2001 by the Alliance for Telecommunications Industry Solutions Inc.



All rights reserved.
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PREFACE



This document was developed by the Network Interconnection Interoperability Forum (NIIF) of the Alliance for Telecommunications Industry Solutions, Inc. (ATIS). The NIIF provides an open forum to encourage the discussion and resolution, on a voluntary basis, of industry-wide issues associated with telecommunications network interconnection and interoperability which involve network architecture, management, testing and operations and facilitates the exchange of information concerning these topics.



NOTICE OF DISCLAIMER AND LIMITATION OF LIABILITY



The information provided in this document is directed solely to professionals who have the appropriate degree of experience to understand and interpret its contents in accordance with generally accepted engineering or other professional standards and applicable regulations.  No recommendation as to products or vendors is made or should be implied.



NO REPRESENTATION OF WARRANTY IS MADE THAT THE INFORMATION IS TECHNICALLY ACCURATE OR SUFFICIENT TO CONFORM TO ANY STATUTE, GOVERNMENTAL RULE OR REGULATION, AND FURTHER, NO REPRESENTATION OR WARRANTY IS MADE OF MERCHANTABILITY OR FITNESS FOR ANY PARTICULAR PURPOSE OR AGAINST INFRINGEMENT OF INTELLECTUAL PROPERTY RIGHTS.  ATIS SHALL NOT BE LIABLE, BEYOND THE AMOUNT OF ANY SUM RECEIVED IN PAYMENT BY ATIS FOR THIS DOCUMENT, WITH RESPECT TO ANY CLAIM, AND IN NO EVENT SHALL ATIS BE LIABLE FOR LOST PROFITS OR OTHE INCIDENTAL OR CONSEQUENTIAL DAMAGES.  ATIS EXPRESSLY ADVISES ANY AND ALL USE OF OR RELIANCE UPON THE INFORMATION PROVIDED IN THIS DOCUMENT IS AT THE RISK OF THE USER.



Guidelines for Reporting Local Number Portability Troubles in a Multiple Service Provider Environment



This document is intended as an aid in reporting and resolving troubles involving Local Number Portability.  This document is not meant to replace or supercede other NIIF agreements and procedures.



Due to the complexity of LNP, problem resolution can involve ILECs, CLECs, IXCs and Wireless Carriers, as well as 3rd party Database and Service Bureau Providers. This service relies almost exclusively on network element provisioning being performed/timed correctly throughout all networks.  Trouble reporting should be handled following processes and procedures developed by each entity.  Troubles should not be reported to another entity’s field personnel directly.   If order/repair processes are not followed, it is difficult to measure performance, trouble types, volumes or to initiate possible required billing. 



For the purposes of this document, SP-X is the “ported from/donor” network, SP-Y is the “ported to/recipient” network, and SP-Z is neither the “ported from” nor the “ported to” network, but may be another service provider(s) involved in the trouble report.  SP-Z may be a long distance carrier network, another local service provider’s network or access tandem service provider network.  There are procedures in the NIIF Reference Document for trouble reporting in a multiple service provider environment.  
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                                  LNP Multiple Service Provider Environment



Each service provider should attempt to clear trouble within their network before referring trouble to another service provider.  In a LNP multiple service provider environment as depicted above, responsibility for initiating a trouble report should be based on one of the following conditions:



1. If ported customer(s) belonging to SP-Y report that they cannot receive calls from SP-X, then SP-Y should initiate a trouble report to SP-X.



2. If customer(s) belonging to SP-X report that they cannot complete calls to ported customer(s) of SP-Y, then SP-X should initiate a trouble report to 



     SP-Y.



3. If ported customer(s) belonging to SP-Y report that they cannot receive calls from SP-Z, then SP-Y should initiate a trouble report based on NIIF guidelines for dealing with trouble reporting in a multi-service provider environment.



4. If customer(s) belonging to SP-Z report that they cannot complete calls to ported customer(s) of SP-Y, then SP-Z should initiate a trouble report based on NIIF guidelines for dealing with trouble reporting in a multi-service provider environment. 



5. If a “port-in-error” occurs between SP-X and SP-Y, and the customer has not reported the problem, the SP that identifies the problem should initiate the trouble report to SP-X.



Additional scenarios related to IXC situations are included in this document as Appendix A. These scenarios may provide additional information and guidance in resolving LNP trouble cases.   Please note that the service provider nomenclature used in Appendix A does not conform to the nomenclature in the body of this document.



Considerations Prior to LNP Trouble Reporting 



This section provides considerations to assist in the identification of an LNP trouble in a service provider’s network. These are not meant to be conditions for accepting a trouble report.  The considerations listed have been grouped into three categories; Network Architecture, Network Provisioning and Customer Provisioning.  It is important to be familiar with the content in all listed categories to aid in the successful identification of an LNP case of trouble and its resolution


. 


I. NETWORK ARCHITECTURE



The following bullet list represents network architecture components or activities that should be considered in the identification of LNP troubles:



· LRN Database



· Network Element Translations 


· 


· 


· Local Exchange Routing Guide (LERG)



· NPA Splits 


· 


· 


· 1000 Block Number Pooling



The following considerations are intended to further assist in isolating the cause of these LNP troubles:






· 


Interconnection Agreements are required to be in place to properly route calls.


Inter Service Provider testing should be performed with the service providers in the rate area to ensure seamless port capability to all customers.


LNP network element failures, such as switch or LNP database could be causing the trouble.


Switch LRNs and any portable NPA/NXXs should be populated in the LERG.





Portable NPA/NXXs should be properly opened in all appropriate network elements, including End Offices, Tandems, Intermediate/Gateway STPs and Databases. 


End Office(s) database translations, routing, triggers and Location Routing Numbers (LRNs) should be known and verified. 


Identify the involved SS7 and LNP network provider(s).  (They may be different providers.)​​​​​​​​​​​​​​​​​​​​​​​​​​​​​​​​​​​​​​​​​​​​​​



The ISVM/8XX/CLASS/LIDB services do not port with the telephone number and must be addressed by the “ported to” service provider.  If the provider of these services has recently changed, associated Subscription Versions (SV) must be modified with the new point code and SSN as instructed by the new provider. These services may be provisioned by multiple providers and associated agreements must be in place.


The access tandem should be capable of performing LNP queries.


A non-facilities based reseller should contact their facility provider to determine if there are any network failures.


Interworking (SS7-MF trunking) may result in LNP troubles.  Non-SS7 trunks in the call path and the SS7-MF interworking functionality should be identified and verified. 


In the case of a recent NPA split, ensure that the portable NPA/NXXs have been properly provisioned in all appropriate network elements (end office, tandem, database, customer PBX, etc.).


II. NETWORK PROVISIONING 






The following bullet list represents network provisioning components or activities that should be considered in the identification of LNP troubles:



· Service Order Administration (SOA)


· Number Portability Administrative Center (NPAC)



· Local Service Management System (LSMS)



· Local Exchange Routing Guide (LERG)



· Access Service Request (ASR)


· Firm Order Confirmation (FOC)


· Provider Specific Provisioning Systems



· 


· NPA Splits (SOA/NPAC/LSMS/Provider Specific Provisioning Systems)


· 1000 Block Number Pooling (Pooling Administrator Data Exchange/ SOA/NPAC/LERG/LSMS/Provider Specific Provisioning Systems)


· 


· 


· 


The following considerations are intended to further assist in isolating the cause of these LNP troubles:






· 


· 


· 











Verify that the LERG reflects the accurate routing information.


Verify that an ASR was issued.


Validate that the switch LRN(s) were created in the NPAC system.


Verify that all portable NPA/NXXs have been populated in SOA/NPAC/LSMS/LERG systems.  


Verify that all required Destination Point Codes (DPCs) for services (CLASS/LIDB/ CNAM) been properly provisioned in all required network elements and are listed in the LERG.


End offices experiencing error messages (Cause Code 26s) are a result of misrouted calls to a ported number.  For example, in the basic call flow, if the end user re-ports without the necessary database changes, a call routed to the end user will fail.



If more than one LATA is served from your switch, ensure that the LRN assigned is from the same LATA as the ported number.












In the case of a recent NPA split, ensure that the new NPA/NXXs have been properly provisioned in all appropriate provisioning systems.  If the NPA/NXX of a LRN was changed coincident with a NPA split, verify that the LRN has been changed and updated in the LERG and NPAC systems.  Also verify that the active SVs associated with the new NPA/NXX have been updated in the NPAC system with the new LRN prior to the end of the Permissive Dialing Period.  



In a 1K block number pooling environment, ensure that blocks donated to the industry inventory pool are removed from appropriate provisioning systems to prevent duplicate number assignments.



III. CUSTOMER PROVISIONING 






The following bullet list represents customer provisioning components or activities that should be considered in the identification of LNP troubles:


· Inter-company Data Exchange Completion



· LSR



· FOC



· Donor/New Switch translation



· End Office Switching and Facilities



· Activation/Broadcast



· LRN



· MRS (message relay service) Routing function



· GTT



· LIDB CNAM



· ISVM



· 1000 BLOCK NUMBER POOLING



· ISPP (Intra Service Provider Port)



· Block-holder contaminated verification



The following considerations are intended to further assist in isolating the cause of these LNP troubles:



Verify that the Local Services Ordering Guide (LSOG) process has been followed correctly.



Verify that the Local Service Request (LSR) was issued and that the FOC was received before entering a service order activation transaction.  If a FOC was not returned, the new customer may not be disconnected in the end office which will result in a “can’t receive some calls” report.  The FOC provides some protection from ”slamming” accusations or inadvertent porting.



Verify that the current status of the TN(s) is reflected correctly in the SOA system using the mechanisms available such as reports, history and query functionality.  If the TN(s) has an incorrect status, then follow local methods and procedures to correct the status.  



SOA should ensure that the NPAC system is not in a sending mode on this activation before performing an NPAC system audit. If the NPAC system is in a sending mode for this activation, the NPAC system will ignore the submitted subscription information and rebroadcast the last firm subscription data previously populated in the NPAC system.



Verify that no NPAC system LNP provisioning failures have been received.  If an LNP failure alert has been received, verify the data and resubmit the activation. 



Verify that the activation of the TN(s) has not failed to any or all LSMSs.  Determine if failure or partial failure messages have been received from the NPAC system.  If failure messages have been received, work with the NPAC to resolve those failures. 



At times, all LSMS databases are not synched.  Verify the NPAC database by system query or call to the NPAC and analyze the results.  To update an out of synch LSMS database, either request the NPAC to rebroadcast the subscription version or launch an audit from the NPAC system to the LSMSs.  An NPAC system audit can download the information it contains to all LSMSs and will update all provider databases.  An NPAC system audit can also download the updated information to a specific carrier if requested.   


If associated services (LIDB/CNAM/ISVM/CLASS) are provided, the ported TN’s SV information in the NPAC database should include a gateway or intermediate destination point code, with corresponding subsystem numbers of zero or null value to prevent routing conflicts.



A large TN port involving 20 lines or more should be handled as a coordinated cut or coordinated “Hot Cut”.  If the trouble is related to a recent “large TN port”, then determine if all lines/services were verified with the customer after the port took place.  This verification helps prevent “partial ports” or end users “ported in error”. 



Determine if the 10-digit trigger was originally applied in the donor switch.  If the 10-digit trigger is not appropriate or applied, verify that the donor switch translations have been removed at the time of port.



“Can’t be called” troubles may be the result of a Port to Original (PTO) (return to native) which has not followed documented processes for PTOs.  A customer desiring to return to their original (native) switch initiates the process by contacting the native switch service provider, who completes a service order process to port to original.  An order will be issued to disconnect the customer’s number from their end office translations and remove the number from the NPAC database.  If this is not done, the customer will experience “can’t be called” troubles. 



INFORMATION FOR TROUBLE REPORTING



In order to expedite LNP trouble reporting, a 24-hour, 7-day point of contact and telephone number is required for each company. This point of contact should be staffed by LNP qualified technicians. The NIIF maintains the National LNP Contact Directory, located at http://www.atis.org/atis/clc/niif/niifdocs.htm.



SP-Y will be responsible for the acceptance of trouble reports from their end user.  SP-Y should first test to determine if a trouble is in their network.  If the trouble is found in their network, SP-Y will clear the trouble and no referral to SP-X is necessary.  If the trouble is sectionalized by SP-Y towards SP-X, the trouble report will be referred to the SP-X.  SP-X will clear the trouble or will work cooperatively with SP-Y to sectionalize the trouble where necessary.



The following items are information that is required by Service Provider’s LNP trouble reporting center and should be exchanged when handing off or referring the trouble:



· Trouble Report Number Or Equivalent



· Company Name



· Service Provider ID (SPID(S))



· Contact Telephone Number 



· Contact ID (I.E., Name Or Initials)



· Time And Date Report Was Received



· 10 Digit Telephone Number Reported In Trouble.



· Full Trouble Description.  



· Location Routing Number(S)



· Old And New Provider And The Porting Date, If Available, If The Number You Are Reporting Is Ported.



· Full 10-Digit Telephone Numbers (Originating And Terminating) Of The End Users Experiencing The Problem If These Are “Can’t Call” Or “Can’t Be Called” Reports.  



Additional information that may be helpful when handing off or referring the trouble includes:



· Tests Performed And Results (If Requested)



· Trunking ID



· Non-Circuit Specific (Circuit ID May Not Be Appropriate)



· Dispatch Authorization



· Date And Time Of The Call If Known And Office CLLI Codes (Donor And Recipient Switches)



· Home Tandem As Identified In The LERG 


· Results Of NPAC Audit 


· Call Type, e.g. O+, CLASS (*66, *69), Toll, Casual Dialing (101xxxx)



· Call Origination (e.g., Inmate Facility Or PBX)



· Other Information That May Be Of Assistance (e.g.,  History, Subsequent Reports)
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Scenario 4: "N-1 Carrier Launches Second Query on LRN"
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Scenario #1: "N-1 Provider is missing subscription in the LNP Database
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Calling Party, SP-A, sends a call to IXC Network destined for the Called Party New SP-C.




IXC network is n-1 and does an LNP query.




The LNP database has no subscription for the dialed number and returns the original called number.




The call then goes to the Old SP-B AT.




The call is routed based on the called number because the FCI (Forward Call Indicator) bit is set indicating a lookup has previously been done.




The call then goes to the Old SP-B EO and fails because the called number is not working in that office.  Because the FCI bit is set, the end office will not launch another query.
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Scenario #2: "N-1 Provider does not have translations to launch a LNP query to route the call.
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If query is performed at End Office 




If query is performed at Access Tandem









Calling Party, SP-A, sends a call to IXC Network.




IXC network is n-1 and does not have translations to launch a LNP query to route the call as expected.




The call is routed to the Old SP-B.




The Old SP-B performs a default query at the Access Tandem or the End Office.




The call is routed through the Old SP Network to the New SP-C network.




Call completes, but billing and access charges may be incorrect.
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Scenario #3: "N-1 Provider Routes Call to Non-Serving 




Access Tandem" �
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Calling party SP-A, sends a call to IXC Network destined for New SP-C, called party.




IXC network is n-1 and performs LRN query.




IXC switch can route on LRN translations (6, 7, or 10 digit) or can use standard routing translations to route using the LRN digits. If the LRN translations are directed to a tandem other than the tandem serving SP-C and , if SP-B does not allow this call to be routed inter-tandem, the call will fail.  Non-ported numbers will be routed using the standard routing translations.




This is one specific scenario.  There are additional variations to this scenario.









Calling Party, SP-A, dials 1+10 digits sending call to IXC-A.




IXC-A launches LNP query as N-1 carrier.  CdPN moved to GAP in SS7 message.  LRN populated in CdPN of SS7 message.  




FCI populated in SS7 message since query has been performed.  Call forwarded to IXC-B for termination to SP-B




IXC-B ignores FCI, launches second query on number populated in CdPN (which is now the LRN).  Query returns same LRN.  LRN moved to GAP in SS7 message.  LRN populated in CdPN of SS7 message.




IXC-B terminates call to SP-B.




SP-B attempts to terminate call to LRN.  Original CdPN no longer exists in IAM message.  




Call fails.
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SCENARIO SETUP - IXC-A has POP’s to several LATA’s with their own facilities. However, several LATA’s are accessed via another carrier on shared facilities.  Scenario 4 depicts this situation. Because, the outbound trunk group is not known until the LNP dip is returned, it is not possible to discriminate what calls are “dipped” and what calls are just forwarded on.  This is related to a vendor problem and is expected to be rectified in the future.









Call Flow:




Calling Party dials 0+10 digits




IXC Transports LIDB query to LNP database to obtain GTT information to route the LIDB query




The Point code and SSN information is wrong and points the query to SP-B LIDB database




The LIDB response returns an error because the record for that subscriber is not in the database because it has moved to SP-C LIDB




Depending on SP-A’s response to the LIDB failure, the call may or may not complete
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Scenario setup:




A customer ports his service from SP-B to SP-C




The customer is in SP-A area and places a LIDB 0+ calling card call to his home.









Scenario 5 : Failure of LIDB Service
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NANC 323 Service Provider Checklist






All Involved Parties:



· Assess the need to track multiple migrations occurring in different regions at the same migration date.



· For any New Service Provider involved in a pending port affected by the migration where the TN will not be activated prior to the migration, cancel the pending port in NPAC and send a Supplemental LSR/WPR to the Old Service Provider to cancel the port.  Sending the Supplemental LSR/WPR to the Old Service Provider also applies to any pending port canceled by NPAC upon entering the migration. 



· Reissue WPRs/ LSRs for cancelled pending SVs.  Ensure they are associated to the new SPID.



· If a Service Bureau (SB) is used by the Migrating To Service Provider, the Migrating From Service Provider, or any of the impacted Service Providers in the region of the migration, the service provider with the SB needs make their SB aware of the logistics and details of the migration.  They must also consult with their SB when LIDB and/ or CNAM records will be modified as a result of the migration.


· If LIDB and/or CNAM records must be migrated to a new database provider in the case of  the Migrating To SP or deleted from a database provider in the case of the Migrating From SP the affected SP MUST work with their individual database provider to ensure the records are managed appropriately.



· SP’s must also consult with their SB and or SS7-Hub network provider when LIDB and/ or CNAM records will be modified (GTT data) as a result of the migration.



· If a Service Bureau is used by either the Migrating To or From SP and if mass modifies are required to update LRN, GTT data or other LNP attributes, upon completion of the migration (Monday AM), work with your Service Bureau to schedule and initiate that action. 


Migrating To Service Provider:


· Coordination/ determination may be needed between Migrating To Service Provider and NPAC to ensure migration is needed (for example, if codes don’t have any porting in them, NANC 323 won’t be needed).



· Identify the drivers that necessitate the SPID migration, i.e. transfer of assets, existing codes pooled in NPAC. 



· Identify LERG effective date of impacted codes.  



· Identify the drivers that may delay the SPID migration date, i.e. network maintenance or changes.



· Identify OSS impacts, switch and network impacts, and timeframes to implement necessary changes.



· Assess the need for more than one migration event for the identified volume (i.e. number of ported TNs within the codes to be migrated).



· Perform the necessary duties as outlined in the COCAG and/or TBPAG (found at  http://www.atis.org/atis/clc/inc/incdocs.htm )and before the migration date.



· Migrating To Service Provider fills out the migration request form and submits to NPAC.




· Analyze any responses from Service Providers to determine if multiple migration events are warranted.  Migrating To Service Provider should consider the following guidelines in determining if multiple migration events are warranted:



· Are several providers indicating need more time than the allotted maintenance window?



· Did incumbent LEC indicate difficulties meeting timeframe?



· Identify need for and the duration of a Moratorium for pending SVs. Work with Migrating From Service Provider to identify a moratorium date, if needed.  


· Are NECA OCNs changing for this migration, i.e. is the migrating from SP going out of business?


Migrating From Service Provider:



· Identify codes and blocks impacted by the migration.



· Identify OSS impacts, switch and network impacts, and timeframes to implement necessary changes.



· Identify ported numbers to be retained within the impacted codes.  



· Identify and modify the LRNs of any ported-in TNs impacted by the migration to be retained by Migrating From Service Provider.  



· Identify need for and the duration of a Moratorium for pending SVs. Work with Migrating To Service Provider to identify a moratorium date, if needed.  



· Ensure that any ports to remain with the old service provider are completed prior to any identified moratorium date.



· Ensure moratorium details by old service provider are communicated to the other service providers.  



· Migrating From Service Provider and Migrating To Service Provider need to coordinate how to handle port requests that have been issued after the cut off date (i.e. moratorium date).
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SPID Migration Flows – Narratives
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Narratives:  Following are the textual descriptions of the SPID Migration Flows.  These narratives provide a detailed description of the step-by-step flows.



Legend:



SPID A:  SPID A is the Service Provider losing the code in a SPID migration, also the Migrating-From SPID.



SPID B:  SPID B is the Service Provider acquiring the code in the SPID migration, also the Migrating-To SPID.



Service Providers (SPs):  Service Providers (SPs) refers to all NPAC users in an LNP region affected by a SPID migration.



NANPA:  North American Numbering Plan Administrator.



INC:  Industry Numbering Committee.



Maintenance Window:  Refers to the regularly scheduled Service Provider and NPAC Maintenance Windows.  This is also when SPID migrations will be scheduled.  Following are definitions for different types of Maintenance Windows.  Please refer to the U.S. Scheduled Service Unavailability and/or Canadian Scheduled Service Unavailability User M&Ps for the (current) actual time for the different types of Maintenance Windows:



Regular Service Provider Maintenance Window:  Regularly scheduled Maintenance Window in each LNP region, occurring once a week (Sunday) from 02:00:00 – 08:00:00 Central Time.  



Regular NPAC Maintenance Window:  Regularly scheduled Maintenance Window in each LNP region, occurring once a week (Sunday) from 02:00:00 – 07:00:00 Central Time.    



Extended Maintenance Window:  The regularly scheduled Extended Maintenance Windows:



Extended Service Provider Maintenance Window:  Regularly scheduled Maintenance Window in each LNP region, occurs once a month on the first Sunday of the month from 00:00:00 – 08:00:00 Central Time.



Extended NPAC Maintenance Window:  Regularly scheduled Maintenance Window in each LNP region, occurs once a month on the first Sunday of the month from 00:00:00 – 07:00:00 Central Time.  One exception is on the first Sunday of each calendar quarter the regularly scheduled Extended NPAC Maintenance Window is from 00:00:00 – 08:00:00 Central Time.



LERG:  Local Exchange Routing Guide.



LERG Effective Date:  The date an NPX-NXX code is ‘effective’ or available for use published in the Local Exchange Routing Guide (LERG).  Also, the date a code is made active in the network (can be dialed).



Primary SPID Contact: The individual primarily responsible for coordinating SPID migration activities within a Service Provider organization.



Secondary SPID Contact:  A second individual with responsibilities for coordinating SPID migration activities within a Service Provider organization.



SPID Migration Date:  The date that the SPID migration processing is scheduled to occur.  



SIC-SMURF Files: Selection Input Criteria-SPID Mass Update Request Files.  These are the files used by both NPAC and Service Providers to update their database for a SPID migration request.  



Pre-Migration SIC-SMURF Files:  These are the preliminary Selection Input Criteria-SPID Mass Update Request Files provided by NPAC to Service Providers prior to the actual SPID Migration Weekend.  These are sample files, subject to change and not to be used for the actual SPID migration processing required to successfully process the SPID migration request.



Assumptions:  



· The Maintenance Window during which the SMURF files containing the migration data are processed will occur on or after the LERG Effective Date of the code transfer.


· NPAC Users that are impacted by a SPID Migration request and use a Service Bureau will work with them throughout the SPID Migration process.  



· If the Migrating-To Service Provider uses a Service Bureau they will consult with their Service Bureau to fill out and submit the SPID Migration request, include them on the kick-off call and work with them to process the Service Provider responses.



· If the Migrating-From Service Provider uses a Service Bureau they will consult with their Service Bureau throughout the SPID Migration process and include them on the kick-off call.



· All communication between the NPAC and Service Providers regarding the SPID Migration and related steps is based on the SPID Migration contacts as they are configured for the Service Provider at the NPAC.  If there isn’t a specific SPID Migration contact configured for a Service Provider, NPAC will default to the Primary Contact for that Service Provider.


Prerequisites:



· Prior to any SPID migration processing it shall be determined if SPID A (Migrating-From SPID in the migration request) is operational and capable of performing necessary tasks to reliably complete the SPID migration in the LNP network.  If SPID A is not operational, the appropriate NPAC personnel will work with NANPA to verify the status of the migrating codes.  Once NPAC personnel have verified the status of the migrating codes they can delete the code (NPA-NXX) on behalf of SPID A, as long as subtending information (LRNs, subscription versions, etc.) does not exist on the NPAC SMS for the NPA-NXX.  



Post-Conditions:



· After SPID migration processing has completed if SPID A is no longer going to be porting SVs with the NPAC SMS, SPID A should contact NeuStar’s Customer Connectivity Service Group (cc@neustar.biz), and request a customer disconnect form.  Upon receipt of a valid request form, the SPID will be disconnected from the NPAC, after all data has been removed for this SPID in the NPAC (SV data can exist with status of cancel or old).  



SPID Migration



Industry Migration Process



Main Flow, Figure 1



Prerequisites:



· SPID B has issued a Part I form to NANPA requesting a code transfer (or in the event the NPA-NXX is in Pooling, the Part I form is submitted to the Pooling Administrator).



· The LERG Effective Date shall be a minimum of 66 calendar days from the date of the receipt of the Part I request to NANPA (or when the NPA-NXX is in Pooling, to the Pooling Administrator) from SPID B (or the AOCN).



			Flow Step


			Description





			1.  START: Notify NPAC w/migration request



Day 1 of SPID Migration process


			· The process begins with the Migrating-To Service Provider e-mailing a SPID Migration Request form to SPIDMigration@NeuStar.biz.  This form shall be downloadable from the NPAC secure website in a standard format yet to be determined.



NOTE: If the Migrating-To Service Provider uses a Service Bureau, they should work with them to complete the SPID Migration request form.



· The request shall include the Migrating-To SPID, Migrating-From SPID, NPA-NXXs and their respective Old/New NECA values if they are different from the Old/New NPAC SPID values, LERG Effective Date,  NPA-NXX-Xs and their respective Old/New NECA values if they are different from the Old/New NPAC SPID values,  migrating LRNs, and contact information where questions regarding the SPID migration should be directed.   See the form for the full set of attributes.



· NPAC personnel will notify the Migrating-To and Migrating-From Service Providers of the SPID migration kick-off call logistics.   



· If SPID A is no longer operational, then NPAC personnel will verify the status of the migrating codes with NANPA.  Once NPAC personnel have verified with NANPA that the migrating code has been recovered from SPID A, NPAC personnel may delete the NPA-NXX on behalf of SPID A as long as subtending information (LRNs, subscription versions, etc.) does not exist in the NPAC SMS for the NPA-NXX.  



NOTE: Each SPID migration request should be limited to the same LERG Effective Date and the same Region for the codes that are migrating in that request.  If the LERG Effective Date is different, then multiple requests should be submitted (one for each LERG Effective Date).  If the region is different, then multiple requests should be submitted (one for each region affected).



NOTE:  If this is the first instance of the SPID migration request, the Migrating-To Service Provider should indicate New on the form.  Otherwise, for modified requests, the Migrating-To Service Provider should indicate Modified on the form.  The Migrating-To Service Provider will submit modified requests in the same way that the initial request is submitted.  NPAC Personnel will provide a receipt of the request and process the request as appropriate based on the type of information that changed, and where the current request is in process.



NOTE: INC Code Recovery Guidelines may be changed to allow NPAC personnel to delete subtending LNP information (LRNs, subscription versions, etc.) in the NPAC SMS when the code can be verified as ‘recovered’ and SPID A is no longer operational.
  If these guidelines are modified to grant NPAC personnel the ability to delete subtending information in the NPAC SMS when the code is verified as ‘recovered’, this code transfer would not require NANC 323 SPID migration capabilities.  The code transfer would be accomplished when NPAC personnel delete the subtending information and respective NPA-NXX, and then SPID B would add the code.





			2.  Determine timeframe


			· NPAC personnel receive the SPID migration request and determine a required timeframe to complete the SPID migration.  The estimate shall be based on the number of migrating codes, ported records affected and LERG Effective Date (of the migrating codes).



· If the data indicated on the Form from SPID B is different than the data that exists on the NPAC SMS, the form will be returned to SPID B indicating such with a request for a modification to the form.  (For example, not all LRNs that exist for the migrating code on the NPAC SMS are specified on the form.)



· This timeframe includes the estimated amount of time it will take to process the SIC-SMURF files as well as a specific scheduled Maintenance Window (calendar date) in which the SPID migration may occur.



· NPAC personnel must consider the LERG Effective Date of the migrating codes.  Ideally the SPID migration would occur on the LERG Effective Date however, this is not always possible.  Alternatively, the SPID migration should occur on the earliest day (after) the LERG Effective Date as possible (during Maintenance Window).  The SPID migration should occur no later than one week after the LERG Effective Date.


NOTE:  The SPID migration will be scheduled based on the next available maintenance window after the migrating code’s Effective Date as shown in the LERG, and normally a minimum of 66 days after the receipt of the SPID migration request at NPAC.  When the migrating code’s Effective Date has already passed or is less than 66 days after the receipt of the SPID migration request form at NPAC, the SPID migration will be scheduled for the next available maintenance window, but at least 32 days from receipt of the SPID migration request form.  Steps 1-6 will occur on the established 21 day timeline, step 8 will be a minimum of 32 days after the receipt of the SPID migration request form and step 7 will start 10 days prior to step 8.



· SPID A (when operational), SPID B (and if applicable SPID A’s and/or SPID B’s Service Bureau) and NPAC personnel will participate in a SPID migration kick-off call to discuss the SPID migration and answer questions about the migrating data.



· NPAC Personnel will work with the kick-off call participants to determine:



· Whether SPID A will continue to port SVs with the NPAC SMS after the SPID Migration  (Yes, No or TBD).  If not, the Migrating-From Service Provider should contact NeuStar’s Customer Connectivity Service Group (cc@neustar.biz), and request a customer disconnect form.  Upon receipt of a valid request form, the SPID will be disconnected from the NPAC, after all data has been removed for this SPID in the NPAC (SV data can exist with status of cancel or old). 


· If this SPID Migration coordinates with an impending code ownership change or if it will only correct NPAC records to show the correct code ownership.


NOTE:  SPID A and SPID B are responsible for making sure their respective Service Bureau’s (if applicable) are on the kick-off call.





			3.  Notify all SPs w/ migration timeframe



By day 7 of SPID Migration process


			· NPAC personnel notify all Service Providers in the region with an estimated timeframe required to process the SPID migration within 7 calendar days of the receipt of the SPID Migration Request form (step 1 above).



· The notification is made to Primary and Secondary SPID Migration Contacts at each Service Provider in the affected NPAC Region with a request for a response to SPID B as to their estimate for processing the necessary information.  The notification is also sent to all Service Providers in the affected region via a cross-regional e-mail notification.  The notification will include the SPID Migration Request form with the following information: 



· Migrating-From SPID, and Migrating-To SPID, NPA-NXXs (and respective Old and New NECA OCNs if different from Old/New NPAC SPIDs as reported by the Migrating-To SP), NPA-NXX-Xs (and respective Old and New NECA OCNs if different from Old/New NPAC SPIDs, as reported by the Migrating-To SP), LRNs, approximate number of subscription version and number pool block records affected, estimated timeframe to create/process the migration files, calendar date for the SPID migration and Maintenance Window, proposed date/time for the Initial/Final readiness calls, LERG Effective Date specified in the SPID migration request, SPID Migration Contact information for sending responses back to SPID B, indicator as to whether or not it is anticipated that SPID A will continue porting SVs with the NPAC SMS after the SPID Migration, a statement as to whether this SPID migration will make SPID representation changes in the NPAC database related to an impending code ownership change or if it will only correct NPAC records to show the correct code ownership.


AI: NPAC personnel will send e-mail 3/2004 to the Cross-Regional e-mail list to collect these Primary and Secondary contacts.  2/18/2004 NeuStar sent an e-mail request to the Cross Regional e-mail alias requesting this information.  2/20 the secure website was updated to reflect this contact information.



NOTE:  If a Primary or Secondary SPID Migration Contact is not available for the Service Provider, NPAC personnel will use the existing contact information (Primary/Secondary on the list of people authorized to interact with the NPAC Help Desk) to notify Service Providers of the SPID migration request/timeframe estimate.





			4.  Respond with timeframe to SPID B


			· All Service Providers in the region receive the timeframe estimate from NPAC personnel.



· Service Providers will be given 7 calendar days to respond via e-mail back to the SPID Migration Contact for SPID B.  Responses received within this timeframe will be considered in the final scheduling of this specific SPID migration request. 



· The e-mail response includes section “D” of the SPID Migration Request form received in the initial notification and Service Providers should indicate how long they anticipate it will take them to complete the migration and any relevant comments or concerns. 



· If a Service Provider uses a Service Bureau they should work with them to formulate their response and complete this section.





			5.  SPID B Processes SP Responses


			· SPID B personnel receive Service Provider responses to the SPID migration timeframe estimates and process.



· SPID B personnel and NPAC participate on a conference call so that SPID B can discuss the Service Provider responses with NPAC personnel.  Together they will discuss porting implications related to those responses outside of the Maintenance Window for processing the SPID migration request.  If the SPID migration request needs to be modified, SPID B personnel should submit a modified SPID Migration Request form to the SPIDMigration@NeuStar.biz e-mail box. 



· SPID B has the ability to decide to move forward with a planned SPID migration in the absence of response from Service Providers in the affected region as well as in instances where Service Providers estimate they are unable to complete the Migration process within the proposed Maintenance Window.





			6.  Make final notification



Day 21 of the SPID Migration process.


			· NPAC personnel make a final notification to Service Providers in the region regarding the logistics of the SPID migration within 21 days of the receipt of the SPID Migration Request form.



· The notification is made via a Cross-Regional e-mail notification including the following information:



· Migrating-From SPID, and Migrating-To SPID, NPA-NXXs (and respective Old and New NECA OCNs if different from Old/New NPAC SPIDs as reported by the Migrating-To SP), NPA-NXX-Xs (and respective Old and New NECA OCNs if different from Old/New NPAC SPIDs as reported by the Migrating-To SP), LRNs, approximate number of subscription version and number pool block records affected, estimated timeframe to create/process the migration files, calendar date for the SPID migration and Maintenance Window, proposed date/time for the Initial/Final readiness calls, LERG Effective Date specified in the SPID migration request, indicator as to whether or not it is anticipated that SPID A will continue porting SVs with the NPAC SMS after the SPID Migration, a statement as to whether this SPID migration will make SPID representation changes in the NPAC database related to an impending code ownership change or if it will only correct NPAC records to show the correct code ownership, etc.





			7.  Readiness Call with Service Providers within Affected Region


			· Initial Call and Preparation:



NPAC Personnel will run the SPID Migration Pre-Process on the Wednesday, one week prior to the scheduled SPID Migration Weekend and then provide: 



· A report of ‘pending-like’ subscription versions that still exist on the NPAC SMS within the migrating code where SPID A is either the Old or New SP specified in the port, to all Service Providers who are party to these subscription versions by (this Wednesday) midnight, Central time.



· Preliminary SIC-SMURF files (based on the affected data as it exists on the NPAC SMS) to all Service Providers in the affected region by (this Wednesday) midnight, Central time.  This IS NOT the appropriate file to process for the actual SPID migration.



· NPAC personnel and all Service Providers in the affected region participate in the Initial SPID Migration Readiness call.  This call is during normal business hours, on the Thursday, one week prior to the scheduled SPID Migration Weekend.



· If SPID B or the NPAC SMS is not prepared to follow through with the SPID migration, then reschedule (go back to box 2).



· Final Call and Preparation:



NPAC Personnel will run the SPID Migration Pre-Process on the Thursday, immediately prior to the scheduled SPID Migration Weekend and then provide: 



· A report of ‘pending-like’ subscription versions that still exist (on the NPAC SMS) within the migrating code where SPID A is either the Old or New SP specified in the port, to all Service Providers who are party to these subscription versions by (this Thursday) midnight, Central time.  



· Preliminary SIC-SMURF files (based on the affected data as it exists on the NPAC SMS) to all Service Providers in the affected region by (this Thursday) midnight, Central time.  This IS NOT the appropriate file to process for the actual SPID Migration.



· NPAC personnel and all Service Providers in the region participate in a SPID Migration Readiness call.  This call is during normal business hours, on the Friday, immediately prior to the scheduled SPID Migration Weekend.



· If SPID B or the NPAC SMS is not prepared to follow through with the SPID migration, then reschedule (go back to box 2).



NOTE: These are preliminary SIC-SMURF files and subject to change.  The content of these files is based on the LNP database at the time of creation and therefore may be different in content from the actual SMURF files used during the migration.



NOTE: Service Providers party to pending-like subscription versions where SPID A is either the Old or New Service Provider should address these subscription versions as soon as possible and by midnight (23:59) Central time on the Friday immediately prior to the Maintenance Window for the SPID Migration.  After this time (starting at 00:01 Central Time on Saturday morning) NPAC Personnel will cancel any remaining pending-like subscription versions where SPID A is either the Old or New Service Provider in the subscription version.  These cancels will be processed through regular NPAC functions and cancel notifications will be generated by the NPAC SMS and issued over the interface to the respective Service Providers as usual.



NOTE: These pending-like subscription versions must be addressed prior to the generation of the actual SMURF files.  If pending-like subscription versions exist at the time of the scheduled SPID Migration, NPAC Personnel will cancel the subscription versions.



NOTE: The pending-like SV report will be e-mailed to the SPID Migration contacts for the Service Provider’s party to the ports.





			8.  Migration Weekend



* Minimum Day 66 of the SPID Migration process.


			· End of the Industry Migration Process – Main Flow.



· This is a minimum of 66 days after the receipt of the Part I request to NANPA (or when the NPA-NXX is in Pooling, to the Pooling Administrator) from SPID B or the AOCN.  Also presumed to be a minimum of 66 days after the initial SPID Migration Request is received by NeuStar (from SPID B).  



* NOTE:  The 66 day timeline is based on a migrating code’s Effective Date (as shown in the LERG) at least 66 days after the receipt of the SPID Migration Request form at NPAC.  For SPID migration requests where the Effective Date has already passed or is less than 66 days after the receipt of the SPID Migration Request form at NPAC, the SPID Migration will be scheduled for the next available maintenance window, but at least 32 days after the receipt of the SPID Migration Request form at NPAC.  Steps 1-6 occur on the established 21 day timeline, step 8 will be a minimum of 32 days after the receipt of the SPID Migration Request form at NPAC and step 7 will start 10 days prior to step 8.



· Also presumed to be within one week after the LERG Effective Date for the migrating code(s).



· This is the actual weekend when the process of migrating SPIDs occurs.  Start Migration Weekend flow, Figure 5.



· If pending-like subscription versions exist at this time, they will be cancelled by NPAC Personnel through regular NPAC cancel processing; normal cancel notifications are generated by the NPAC SMS and issued over the interface.



NOTE:  Any pending-like subscription versions cancelled by NPAC Personnel will be listed in a report and e-mailed to the SPID Migration contacts at the respective Service Providers party to the pending-like subscription versions.



NOTE:  Service Providers party to pending-like subscription versions that are affected by the SPID Migration request and subsequently cancelled may need to address the LSR/FOC respective to the subscription versions.









			9.  Contact LLC



Within 15 days of receipt of the SPID Migration Request form


			· If NPAC personnel determine that they may need to exceed agreed upon NPAC Maintenance downtime in order to accommodate a SPID migration request they will contact the LLC in the region.   



· NPAC personnel will e-mail the LLCs including the following information:



· Migrating-From SPID, and Migrating-To SPID, NPA-NXXs, NPA-NXX-Xs, LRNs, approximate number of subscription version and number pool block records affected, estimated timeframe to create/process the migration files, calendar date for the SPID migration/ Maintenance Window, proposed date/time for the Initial/Final readiness calls, LERG Effective Date specified in the SPID migration request









			10.  (Conditional) Process extended maint request


			· (Conditional) If NPAC personnel notified the LLC indicating they may need to exceed agreed upon NPAC Maintenance downtime to accommodate a SPID migration , the LLC will review the request. 





			11.  (Conditional) Respond back to NPAC



Days 16-21 of the SPID Migration process


			· (Conditional) If NPAC personnel notified the LLC indicating they may need to exceed agreed upon NPAC Maintenance downtime to accommodate a SPID migration, the LLC will respond back to NPAC personnel.



· LLC will contact NPAC personnel with their response.





			12.  (Conditional) Process LLC Response


			· (Conditional) If NPAC personnel notified the LLC indicating they may need to exceed agreed upon NPAC Maintenance downtime to accommodate a SPID migration, NPAC personnel will process the response from the LLC. 








Pre-SPID Migration



Decision Tree



Figure 2



Assumptions:



· SPID A (when operational) and SPID B have discussed the SPID Migration and impacted records and SPID B has completed a SPID Migration Request Form.



			Flow Step


			Description





			1.  START: Is SPID A retaining customers with numbers assigned in the code to be transferred?


			· If SPID A is still operational, they should identify native, working numbers being retained that are contained within the code being migrated.





			2.  SPID A may perform Intra-SP ports on the numbers to be retained prior to the LERG Effective Date.


			· If SPID A is to retain any native, working numbers in the code that is migrating, they may want to create Intra-SP ports prior to the LERG Effective Date and Migration Weekend, and specify an LRN that is not in the migrating code.  









			3.  Is SPID A retaining any ported numbers that use an LRN within the code that is migrating?


			If SPID A is still operational, and based on the purpose/scope of the migration, SPID A may maintain some ported numbers from other codes that currently use an LRN within the code that is migrating. 









			4.  Modify LRN for SVs and NPB that use an LRN within the migrating code.


			· If SPID A is to retain any ported-in or pooled numbers that use an LRN within the code that is migrating, they must modify the LRN for these numbers prior to the LERG Effective Date and Migration Weekend.



· These modifies must specify an LRN that is not in the migrating code.  









			5.  (Optional Step) SPID A and SPID B may decide to create Inter-SP ports for ported/pooled numbers that are changing ownership from SPID A to SPID B.


			· If SPID A is not retaining any ported-in or pooled numbers, SPID B may create Inter-SP ports for these numbers to eliminate the need to migrate them during the Migration Weekend.  



· If SPID B creates Inter-SP ports, they must specify an LRN from a code that is not migrating.



NOTE: SPID B has the option of allowing the ownership of the ported/pooled records to change as part of the Migration Weekend and processing the SMURF files.  If they choose this approach, then they may need/want to perform modifications (or submit a Mass Update request) to modify the routing data of these subscription versions and number pool blocks appropriately.  Refer to Figure 6, decision 5. 





			6.  End


			After the Pre-SPID migration tasks have been addresses/completed, you are ready for the Migration Weekend, proceed to Figure 4, SPID Migration with Pooling/Porting.








Code Transfer



No Pooling/Porting



Figure 3



			Flow Step


			Description





			1.  START: Is SPID A Operational?


			· Once it is determined that pooling/porting has not occurred in the NPA-NXX that is being migrated, the first step is to determine whether or not SPID A (the Migrating-From SPID of the Migration) is still operational.  If SPID A is not still operational or able to perform LNP tasks (go to box 3), if SPID A is still operational and able to perform LNP tasks (go to box 2).





			2.  SPID A deletes code from NPAC


			· If SPID A is operational, prior to the LERG Effective Date (for the migration), SPID A will delete the migrating code(s) from the NPAC SMS.





			3.  NPAC deletes code from NPAC


			· If SPID A is not operational or able to perform LNP tasks, prior to the LERG Effective Date (for the migration), NPAC personnel can delete a code based on authority from NANPA.  If NANPA doesn’t proactively send a notification to NPAC personnel to delete the code based on the exiting INC process, NPAC personnel will request a code history from NANPA in order to validate it is appropriate to delete the code from the NPAC SMS.





			4.  SPID B adds code to NPAC


			· After NPAC personnel have deleted the code(s) in the NPAC SMS, SPID B will add the migrating code(s) in the NPAC SMS with an Effective Date on or after the LERG Effective Date.





			5.  End


			








NOTE: This is not a scenario that requires the use of NANC 323, SPID migration functionality on the NPAC SMS.



SPID Migration



With Pooling/Porting 



Figure 4



Assumption:



· If SPID A is no longer operational or able to perform LNP tasks, NPAC personnel will work with appropriate NANPA personnel to verify the status of the migrating code.  Once NPAC personnel have verified with NANPA that the migrating code has been recovered from SPID A, NPAC personnel may delete the NPA-NXX on behalf of SPID A as long as subtending information (LRNs, subscription versions, etc.) does not exist in the NPAC SMS for the NPA-NXX. 



NOTE:  INC Code Recovery Guidelines may be changed to allow NPAC personnel to delete subtending LNP information (LRNs, subscription versions, etc.) in the NPAC SMS when the code can be verified as recovered and SPID A is no longer operational.  If these guidelines are modified to grant NPAC personnel the ability to delete subtending information in the NPAC SMS when the code is verified as recovered, this code transfer would not require NANC 323 SPID migration capabilities.  The code transfer would be accomplished when NPAC personnel delete the subtending information and respective NPA-NXX, and then SPID B would add the code.  Refer to Figure 3, Code Transfer no Pooling/Porting.



			Flow Step


			Description





			1.  START: Is SPID A Operational?


			· Once it is determined that Pooling/Porting has occurred in an NPA-NXX that is being migrated, the first step is to determine whether or not SPID A (the Migrating-From SPID of the Migration) is still operational.  If SPID A is not still operational or able to perform LNP tasks (go to box 4), if SPID A is still operational and able to perform LNP tasks (go to box 2).



 





			2.  SPID A determines: Are there affected records that need to be modified?


			· SPID A and SPID B need to determine what pre-migration preparation tasks need to be completed in terms of subscription versions, number pool blocks and LRNs.  These steps will depend on the ‘reason’ for the migration.  Refer to Figure 2, Pre SPID Migration Decision Tree.









			3.  (Conditional) SPID A and SPID B take care of affected pooled/ported records as appropriate


			· Prior to the SPID Migration Weekend, the tasks identified in Box 2 above should be completed by SPID A and SPID B. 









			4.  SPID B determines: Are there affected TNs that need to be modified?


			· If SPID A is not operational, SPID B will need to determine what pre-migration tasks they may be able to complete in terms of affected TNs prior to the Migration Weekend in order to handle the SPID Migration most efficiently.  These steps will depend on the ‘reason’ for the migration.  Refer to Figure 2, Pre-SPID Migration Decision Tree. (For example, possibly subscription version creates.)









			5.  SPID B takes care of affected TNs


			· Prior to the SPID Migration Weekend, SPID B should complete any tasks identified in Box 4 above.  









			6.  Migration Weekend – Migration


			· This is an entry point for the SPID Migration Weekend process, Figure 5.  This is the actual process by which NPAC personnel and Service Providers update their systems to actually migrate the SPID.



NOTE:  Service Providers party to pending-like subscription versions that are affected by the SPID Migration request and subsequently cancelled may need to address the LSR/FOC respective to the subscription versions.





			7.  Do records affected by migration need to be addressed?


			· This is a re-entry point after the Migration Weekend has passed.



· If SPID B has acquired ported/pooled records as a result of the migration, further processing may be required.  The need and extent of further processing depends on the ‘reason’ for the migration and whether all pre-migration tasks were identified and successfully completed prior to the migration.  Refer to Figure 6, Post SPID Migration Decision Tree.





			8.  (Conditional) Take care of affected pooled/ported records


			· After the SPID migration is complete SPID B may need to perform additional tasks identified in step 7 (above) so that the migrated data is appropriately configured in their network.  












SPID Migration



Migration Weekend 



Figure 5



Prerequisites:



· Pooled/Ported records exist.



· Pre-Migration clean-up has occurred (refer to boxes 3, and 5 in Figure 4)



			Flow Step


			Description





			1.  START: SPID Migration Pre-Process


			· NPAC personnel will run the SPID Migration Pre-Process and determine if any pending-like subscription versions affected by the SPID migration exist where SPID A is the Old or New SP in the port.  



· Starting at 00:01 Central time, on the Saturday immediately prior to the SPID Migration Maintenance Window, NPAC Personnel will cancel any pending-like subscription versions that still exist, within the migrating code where SPID A is either the Old or New Service Provider in the subscription version.  These subscription versions are cancelled through regular NPAC functions and cancel notifications will be generated by the NPAC SMS and issued over the interface to the respective Service Providers as usual.



· Throughout the day on the Saturday, immediately prior to the SPID Migration Maintenance Window, NPAC Personnel will re-run the SPID Migration Pre-Process and determine if any pending-like subscription versions remain.  If they do, NPAC Personnel will continue to cancel the violating subscription versions.  NPAC Personnel will re-run this cycle until no pending-like subscription versions exist.



· Any pending-like subscription versions that are cancelled by NPAC Personnel as part of this process will be provided in a report to the Service Providers party to the port(s).









			2.  START: Generate SIC-SMURF files


			· This process begins with the generation of the SIC-SMURF files (based on the affected information as it exists on the NPAC SMS) for the SPID migration on the NPAC SMS.



· The relevant files are placed in the FTP sub-directory for each Service Provider in the affected region.





			3.  Maintenance Window Start


			· The Maintenance Window starts based on the published schedule.



· All systems, NPAC SMS and Service Provider SOA and LSMS systems go off-line.





			4.  Process SIC-SMURF files


			· NPAC SMS processes the SIC-SMURF files for the SPID migration(s) in parallel with Service Providers (see box 5).





			5.  Process SIC-SMURF files


			· Service Provider systems process the SIC-SMURF files for the SPID migration(s) in parallel with the NPAC SMS (see box 4).





			6.  Maintenance Window Ends


			· NPAC SMS will come back up based on the scheduled Maintenance Window end (and not before).



· On the Monday morning (at 11:00 Central time), immediately following the Maintenance Window in which the SPID Migration (SIC-SMURF) was processed, NPAC personnel will open a conference bridge upon reaching the completion of the scheduled Maintenance Window.  Service Providers have the option to dial in to discuss the migration including their current status of processing.



NOTE:  Service Providers party to pending-like subscription versions that are affected by the SPID migration request and subsequently cancelled may need to address the LSR/FOC respective to the subscription versions.








Post-SPID Migration



Decision Tree



Figure 6



Assumptions:



· This narrative and associated flow refer to considerations for SPID B only. 



			Flow Step


			Description





			1.  START:  Migration Weekend Process Complete


			· The Maintenance Window for the SPID migration has ended and the NPAC SMS is back on-line and available.





			2.   Were there SPID ownership changes to SVs/NPBs that exist in SPID B’s LSMS as a result of the migration process?


			· If SPID B has subscription versions and/or number pool blocks that exist on their LSMS with a SPID ownership change as a result of the SMURF file processing, further post-migration tasks may be required.





			3.  Do any of these SVs have an NPA-NXX that is native to SPID B’s switch?


			





			4.  (Optional Step) SPID B may want to do a port-to-original for these ports. 


			If SPID B acquired subscription versions as a result of the SMURF file processing that have an NPA-NXX that is now native to their switch, they may want to perform Port-to-Originals for these subscription versions so that they do not use LRN-routing in the network.









			5.  Are changes required to routing data?


			If SPID B acquired subscription versions and/or number pool blocks as a result of the SMURF file processing, they should determine if these records are using the correct routing data. 









			6.  SPID B may perform modifications for LRNs and/or DPC/SSN data.


			SPID B may want to perform modifications or submit a Mass Update request for the subscription versions and number pool blocks acquired during the SMURF file processing that require updated routing information.





			7.  End


			








Current Issues:



			No.


			Issue Description


			Status





			1


			Concern over the possible frequency of SPID Migrations scheduled and related resource strain.



· Possible resolutions discussed:



· Require a minimum number of impacted records before a SPID Migration Maintenance Window is scheduled.   As well, a maximum number of records may also need to be identified.



· Identify a set number/schedule of calendar weekends when a SPID Migration Maintenance Window may be scheduled.


			Open, to be discussed again during August LNPAWG meeting – or otherwise appropriate time (after the functionality/process has been used and we know more).





			2


			Concern about the maximum number of records that can be processed during a SPID Migration maintenance window.



· Considerations:



· As SPID migration requests are processed, a threshold in terms of the number of records that can be processed in a given Maintenance Window may need to be established.  



· One Service Provider may have to complete multiple (unique) SPID migration requests in multiple regions during one maintenance window.



· NPAC will have to complete multiple SPID migration requests in multiple regions in a given maintenance window.


			As we ‘go live’ with the SPID Migration functionality and process we will start with “small” migrations until we learn enough about the process to be comfortable with the larger scale migration requests.



Until we have some experience we cannot adequately address this issue.



Open, to be discussed during August LNPAWG meeting – or otherwise appropriate time.





			3


			Concern about SPID B’s ability to move forward with a SPID migration request without any limitations.



· Considerations:



· Establish guidelines for SPID B to use when deciding whether to move forward with a SPID migration request.


			Closed.  



Discussed during the SP Checklist conference call.  Bullet added to SP Checklist.



Verbiage also added to Figure 1, step 5 for SPID B to discuss SP responses and porting implications with NeuStar.





			4


			Identify criteria for when NANC 323 functionality may be used.


			Open.





			


			


			





			


			


			





			


			


			








� LNPAWG has drafted a letter to INC requesting this change to the INC Code Recovery Guidelines. 
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SPID_Migration_Form_Rev1-2_08314.xls

Section A


			


			NPAC/SMS SPID Migration Request Form


			NOTE: When viewing the softcopy of this form, each display is slightly different.  If your view appears to "cut off" any verbiage, adjust your zoom percentage to a larger display (from the Main toolbar select View, then Zoom).  When printing your hardcopy you do not need to make any adjustment, this is strictly a softcopy issue.


			Please return this form via e-mail to SPIDMigration@neustar.biz to process your SPID Migration request.


			Fill out one form for each affected region and one form for each LERG Effective Date for the migrating codes.


																		Control Number


																					(Assigned by NPAC Personnel)


			Section A:  Service Provider Migration Contact Information


			This section is to be completed by the Migrating-To Service Provider.


			All correspondence regarding this SPID Migration will be coordinated between the Migrating-To


			Service Provider and the Migrating-From Service Provider with the following contact information.


						NPAC Region Affected:


			NPAC Users, select either New or Modified.  Select New  if this is the first request for this SPID


			Migration;  select Modified if this is a modification to a previously submitted request:


												New						Modified


			All attributes are required unless marked with an (*).


			Migrating-To Service Provider:															Today's Date:


			1. Migrating-To NPAC Service Provider Name1:


			2. Migrating-To NPAC Service Provider ID2:


			Migrating-To Service Provider Requestor Contact Information:


						Primary Contact												Secondary Contact


			3. Name and Title


			4. Address


			5. Phone Number


			6. Other Phone Number*


			7. Pager Number*


			8. Fax Number*


			9. E-mail Address


			1 Migrating-To NPAC Service Provider Name MUST reflect your Company/Service Provider Name in the NPAC SMS.


			2 Migrating-To NPAC Service Provider ID MUST reflect your SPID in the NPAC SMS.  The SPID that will be associated with the NPA-NXX, a SOA SPID.


			Migrating-From Service Provider


			1. Migrating-From NPAC Service Provider Name3:


			2. Migrating-From NPAC Service Provider ID4:


			Migrating-From Service Provider Requestor Contact Information


						Primary Contact												Secondary Contact


			3. Name and Title


			4. Address


			5. Phone Number


			6. Other Phone Number*


			7. Pager Number*


			8. Fax Number*


			9. E-mail Address


			Will the Migrating-From Service Provider be operational and able to perform necessary network data and/or subscription version modifications that may be required PRIOR TO the SPID Migration?


						YES						NO


												Check one.


			Comments:


			Will the Migrating-From Service Provider be operational and able to perform necessary network data and/or subscription version modifications that may be required AFTER the SPID Migration?


						YES						NO


												Check one.


			Comments:


			3 Migrating-From NPAC Service Provider Name MUST reflect the Company/Service Provider Name of the company from which you are acquiring (a) new code(s) as they are named in the NPAC SMS.


			4 Migrating-From NPAC Service Provider ID MUST reflect the Company/Service Provider ID of the company from which you are acquiring (a) new code(s) as they exist in the NPAC SMS.


			Does your company (Migrating-To Service Provider) use a Service Bureau?


						YES						NO


												Check one.


			Note:  If your company uses a Service Bureau you should work with them throughout the SPID Migration process;  specifically when completing the SPID Migration Request form, during the kick-off call and when processing the Service Provider responses.


			Does the Migrating-From Service Provider use a Service Bureau?


						YES						NO									Not Sure


												Check one.


			Note:  If the Migrating From Service Provider uses a Service Bureau they should work with them throughout the SPID Migration process;  specifically during the kick-off call and when creating/submitting their Service Provider response.
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Section B


			


			Section B: Migrating Code Information


			This section is to be completed by the Migrating-To Service Provider and contains information about the Network Data to be migrated.  Please specify the LERG Effective Date for the code migration as well as all NPA-NXXs, associated NPA-NXX-Xs, and associated LRNs to be migrated.  The Old NPAC SPID and New NPAC SPID entries will automatically be populated based on your entry in Section A of this form as you enter values in the (left-most) NPA-NXX and NPA-NXX-X columns.  If the Old NECA OCN and/or New NECA OCN are different than the Old NPAC SPID and/or New NPAC SPID (respectively), please indicate the correct information.  A blank NECA OCN field indicates it is the same as the respective NPAC SPID.


			NOTE:  The actual SMURF files used for the SPID Migration are based on this information.


			NOTE: The SPID Migration will be scheduled based on the next available maintenance window after the migrating code's Effective Date as shown in the LERG, and normally a minimum of 66 days after the receipt of the SPID Migration request form at NPAC.  When the migrating code's Effective Date has already passed or is less than 66 days after the receipt of the SPID Migration request form at NPAC, the SPID Migration will be scheduled for the next available maintenance window, but at least 32 days from receipt of the SPID Migration request form.


			NOTE: When viewing the softcopy of this form, each display is slightly different.  If your view appears to "cut off" any verbiage, adjust your zoom percentage to a larger display (from the Main toolbar select View, then Zoom).  When printing your hardcopy you do not need to make any adjustment, this is strictly a softcopy issue.


						LERG Effective Date for the Code Migration:


						NPA-NXXs																		Associated NPA-NXX-Xs																					Associated LRNs


						NPA-NXXs						Old SPID			Old OCN			New SPID			New OCN			Assoc. NPA-NXX-Xs									Old SPID			Old OCN			New SPID			New OCN


						List all NPA-NXXs that are involved in this SPID Migration request.						Old NPAC SPID assoc. with the NPA-NXX			Old NECA OCN assoc. with the NPA-NXX			New NPAC SPID assoc. with the NPA-NXX			New NECA OCN assoc. with the NPA-NXX			List all NPA-NXX-Xs that exist on the NPAC that us an LRN within this NPA-NXX and are associated with the Migrating-From SP.									Old NPAC SPID assoc. with the NPA-NXX-X			Old NECA OCN assoc. with the NPA-NXX-X			New NPAC SPID assoc. with the NPA-NXX-X			New NECA OCN assoc. with the NPA-NXX-X			List all LRNs that exist on the NPAC that use this NPA-NXX and are associated with the Migrating-From SP.
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Section C


			


			Section C: NPAC Internal SPID Migration Estimation


			This section is to be completed by NPAC Personnel.


			When the SPID Migration request is received, the data in this section is then completed by NPAC Personnel to determine the estimate for processing SPID Migration files


			(SMURF).  A completed copy is e-mailed to the SPID Migration contacts in the affected LNP Region.  Information in gray is provided by the Migrating-To Service Provider.


			NOTE: When viewing the softcopy of this form, each display is slightly different.  If your view appears to "cut off" any verbiage, adjust your zoom percentage to a larger


			display (from the Main toolbar select View, then Zoom).  When printing your hardcopy you do not need to make any adjustment, this is strictly a softcopy issue.


			NOTE: On the softcopy, click on the +/- buttons over the form display and below your toolbar to expand/collapse the view.  In the expanded view you will see the respective


			Old and New NECA OCNs as reported by the Migrating-To SP.  In the collapsed view you will not see the respective Old and New NECA OCNs.


			NOTE:  To print a version with the Old and New NECA OCNs and respective Old and New NPAC SPIDs, you must print from a softcopy view with this information displayed.


			In the softcopy, click on the + button over the form display and below your toolbar to display this information.


																																													Today's Date:


						NPA-NXXs						Old SPID			Old OCN			New SPID			New OCN			Associated NPA-NXX-Xs									Old SPID			Old OCN			New SPID			New OCN			Associated LRNs						Approximate number of subscription versions affected by the migration


						List all NPA-NXXs that are involved in this SPID Migration request.						Old NPAC SPID assoc. with the NPA-NXX			Old NECA OCN assoc. with the NPA-NXX			New NPAC SPID assoc. with the NPA-NXX			New NECA OCN assoc. with the NPA-NXX			List all NPA-NXX-Xs that exist on the NPAC that us an LRN within this NPA-NXX and are associated with the Migrating-From SP.									Old NPAC SPID assoc. with the NPA-NXX-X			Old NECA OCN assoc. with the NPA-NXX-X			New NPAC SPID assoc. with the NPA-NXX-X			New NECA OCN assoc. with the NPA-NXX-X			List all LRNs that exist on the NPAC that use this NPA-NXX and are associated with the Migrating-From SP.


						Total # of NPA-NXXs:																		Total # of NPA-NXX-Xs:																					Total # of LRNs:						Total # of SVs:


						Scheduled SPID Migration Date


						LERG Effective Date																																										12/31/99


						Scheduled Start and End Times of NPAC Maintenance Window


						Estimated Duration of SPID Migration


						After this SPID Migration is it anticipated that the Migrating-From SP will no longer participate in the porting of SVs in the NPAC SMS? (Yes, No or TBD)  If Yes, the Migrating-From SP should contact NeuStar's Customer Connectivity Services Group (cc@neustar.biz), and request a Customer Disconnect form.  Upon valid completion of this form NPAC Personnel will mark the SPID as inactive in the NPAC SMS resulting in SPID delete messages to the SOAs and LSMSs in the respective region(s).





&RFINAL v1.2, Effective Date:   August 31, 2004


&A&RPage &P





Section D


			


			Section D:  Service Provider Migration Estimation


			NOTE: When viewing the softcopy of this form, each display is slightly different.  If your view appears to "cut off" any verbiage, adjust your zoom percentage to a larger display (from the Main toolbar select View, then Zoom).  When printing your hardcopy you do not need to make any adjustment, this is strictly a softcopy issue.


			This section is to be completed by each Service Provider in the LNP Region affected by this SPID Migration (other than  the Migrating-To Service Provider) and returned via e-mail to the SPID Migration Contact at the Migrating-To Service Provider company for consideration in the final scheduling logistics for this SPID Migration.


			If your company uses a Service Bureau you should work with them to formulate your response and complete this section.


			All attributes are required unless marked with an (*).


			Responding Service Provider															Today's Date:


			1. Responding Service Provider Name:


			2. Responding Service Provider ID:


			Responding Service Provider Requestor Contact Information


			3. Name and Title


			4. Address


			5. Phone Number


			6. Other Phone Number*


			7. Pager Number*


			8. Fax Number*


			9. E-mail Address


			10.  How much total time do you estimate you will need to complete the SPID Migration processing (SIC-SMURF files) during the scheduled Maintenance Window?


			11.  Please provide any further comments or issues regarding your company's ability to process this SPID Migration request as scheduled:


			Comments/Issues:
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DRAFT Change Order Submitted by TelCove to Address Inefficiencies in the NPAC Filter Management Process.




Origination Date:  8/25/04


Originator:  TelCove


Change Order Number:  TBD

Description:  Enhancement to Filter Management at NPAC


Pure Backwards Compatible:  TBD


IMPACT/CHANGE ASSESSMENT


		FRS

		IIS

		GDMO

		ASN.1

		NPAC

		SOA

		LSMS



		TBD

		TBD

		TBD

		TBD

		TBD

		TBD

		TBD





Business Need:

The existing NPAC Filter Management process only allows a filter to be applied for a particular NPA-NXX if that particular NPA-NXX has previously been opened within NPAC.  The NPAC also supports the ability for a SOA/LSMS to manage their own filters over the CMIP interface.  Using this method, however, SOA/LSMS administrators must still wait upon receipt of a new code opening from the NPAC to create a new filter for those cases where they do not want to receive any Subscription Versions for that NPA-NXX.  Because of how the NPAC Filter Management process works in conjunction with the SOA/LSMS implementation options, SOA/LSMS administrators are manually unable to efficiently filter out unnecessary Subscription Versions based on NPA-NXX for the purpose of SOA/LSMS capacity management.  As a result, unnecessary Subscription Versions are sent to a SOA/LSMS or an unnecessary amount of resources are spent by the end user monitoring NPA-NXX activity at the NPAC in real-time to ensure Subscription Versions that are not needed are indeed not being sent to their SOA/LSMS.  An unnecessary amount of resources are also spent by the NPAC maintaining these filters for carriers.


Alternatively, a SOA/LSMS could implement an automated mechanism to manage filters over the CMIP interface, based on a local database table (or file).  This table (or file) would contain codes that the SOA/LSMS wishes to filter out.  So, when a new code is opened in NPAC and broadcast to the SOA/LSMS, the automated mechanism could issue a new filter request to the NPAC over the CMIP interface.  The issue with this approach is that it requires every SOA/LSMS (that wishes to use this functionality) to implement this feature.

Description of Change:


This Change order proposes that filters may be implemented for an NPA-NXX before it is entered into the NPAC or a filter should be able to be implemented at the NPA level to account for any NXX in a particular NPA, even before an NXX may exist under that NPA within NPAC.


PAGE  

1

This document is submitted for discussion only, and is not to be construed as binding on TelCove.  Subsequent study may lead to a revision of this document, both in numerical value and/or form, and, after continuing study and analysis, TelCove specifically reserves the right to change the contents of this contribution
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DRAFT Change Order Submitted by TelCove to Address Inefficiencies in the NPAC Filter Management Process.




Origination Date:  8/25/04


Originator:  TelCove


Change Order Number:  TBD

Description:  Enhancement to Filter Management at NPAC


Pure Backwards Compatible:  TBD


IMPACT/CHANGE ASSESSMENT


		FRS

		IIS

		GDMO

		ASN.1

		NPAC

		SOA

		LSMS



		TBD

		TBD

		TBD

		TBD

		TBD

		TBD

		TBD





Business Need:

The existing NPAC Filter Management process only allows a filter to be applied for a particular NPA-NXX if that particular NPA-NXX has previously been opened within NPAC.  The NPAC also supports the ability for a SOA/LSMS to manage their own filters over the CMIP interface.  Using this method, however, SOA/LSMS administrators must still wait upon receipt of a new code opening from the NPAC to create a new filter for those cases where they do not want to receive any Subscription Versions for that NPA-NXX.  Because of how the NPAC Filter Management process works in conjunction with the SOA/LSMS implementation options, SOA/LSMS administrators are manually unable to efficiently filter out unnecessary Subscription Versions based on NPA-NXX for the purpose of SOA/LSMS capacity management.  As a result, unnecessary Subscription Versions are sent to a SOA/LSMS or an unnecessary amount of resources are spent by the end user monitoring NPA-NXX activity at the NPAC in real-time to ensure Subscription Versions that are not needed are indeed not being sent to their SOA/LSMS.  An unnecessary amount of resources are also spent by the NPAC maintaining these filters for carriers.


Alternatively, a SOA/LSMS could implement an automated mechanism to manage filters over the CMIP interface, based on a local database table (or file).  This table (or file) would contain codes that the SOA/LSMS wishes to filter out.  So, when a new code is opened in NPAC and broadcast to the SOA/LSMS, the automated mechanism could issue a new filter request to the NPAC over the CMIP interface.  The issue with this approach is that it requires every SOA/LSMS (that wishes to use this functionality) to implement this feature.

Description of Change:


This Change order proposes that filters may be implemented for an NPA-NXX before it is entered into the NPAC or a filter should be able to be implemented at the NPA level to account for any NXX in a particular NPA, even before an NXX may exist under that NPA within NPAC.
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This document is submitted for discussion only, and is not to be construed as binding on TelCove.  Subsequent study may lead to a revision of this document, both in numerical value and/or form, and, after continuing study and analysis, TelCove specifically reserves the right to change the contents of this contribution
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LNPA-WG PIM 30 – N-1 CARRIER RESPONSIBILITIES :


VERIZON WIRELESS Submission:   Alternative 4 Regarding EAS Routing:


4. On calls to EAS codes, the originating carrier is the N-1 carrier and is responsible to query all calls to portable EAS codes.  For calls to EAS codes, where the query returns an LRN, the originating carrier and intermediate carriers shall route the call to the correct destination as provided in the FCC orders and requirements for LNP.  


Extract from: Verizon Communications’ Interpretation of N-1 Carrier Architecture, Version 2.0 dated June 11, 2004. 


Page 2 – TOLL CALL:  


[Please note the use of the words MUST and ALL in the section highlighted by VZW and the use of the word USUALLY in the section highlighted by VZComm]


CITE:


· Third Report and Order, FCC 98-82, ¶¶ 15-16, (1998)  (Quoted from the Order):  


15.  For a carrier to route an interswitch telephone call to a location where number portability is available, the carrier must determine the LRN for the switch that serves the terminating telephone number of the call.  Once number portability is available for an NXX, carriers must "query" all interswitch calls to that NXX to determine whether the terminating customer has ported the telephone number.  Carriers will accomplish this by sending a signal over the SS7 network to retrieve from an SCP or STP the LRN associated with the called telephone number. The industry has proposed, and the Commission has endorsed, an "N minus one" (N-1) querying protocol.  Under this protocol, the N-1 carrier will be responsible for the query, "where 'N' is the entity terminating the call to the end user, or a network provider contracted by the entity to provide tandem access."  Thus the N-1 carrier (i.e. the last carrier before the terminating carrier) for a local call will usually be the calling customer's local service provider; the N-1 carrier for an interexchange call will usually be the calling customer's interexchange carrier (IXC).  An N-1 carrier may perform its own querying, or it may arrange for other carriers or third parties to provide querying services on its behalf.
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NANC – LNPA Working Group
                     
Problem/Issue Identification Document




LNP Problem/Issue Identification and Description Form


Submittal Date (mm/dd/yyyy):  5/27/04

PIM # 40

Company(s) Submitting Issue:  Verizon Wireless

Contact(s):    Name  Julie Groenen


         Contact Number   206-940-1072 cell 425-603-2282 work VM


         Email Address   Julie.Groenen@Verizonwireless.com

(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)


1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)


The intention of this PIM is to discuss minimum industry standards for LNP readiness 


that must be adhered to by all companies in order to port. The following are concerns 

regarding low-tech carrier porting processes: 



1. Provisioning codes in the NPAC:  Carriers using low-tech processes are saying they will not be provisioning their NPA NXX’s with the NPAC in advance, but only at the time they receive a port request.  The process they will use is to call the NPAC and have the codes provisioned at the time of the request and then immediately have an SV created in the SOA.  Most automated carriers receive a daily download from vendors who must first receive the data from the NPAC. This means that the automated process is actually delayed up to 2 days when the NPA NXX’s a carrier has customers on could be provisioned in advance with the NPAC and eliminate the delay for larger carriers. 

2. Opening codes in the LERG:  Some carriers have mentioned that they will not necessarily update the LERG with their codes marked as portable prior to 30 days in advance of when they could receive a port request on that NPA NXX.       



2. Problem/Issue Description: (Provide detailed description of problem/issue.)


A. Examples & Impacts of Problem/Issue:    

1. Provisioning codes in the NPAC:  

a.   At a minimum the only way carriers have to know of valid NPA NXX’s for 

      porting is if they are provisioned in the NPAC Administrative views. For 

     automated carriers the port validation check would likely indicate the NPA 

     NXX is not provisioned and signal a troubleshooting process to occur. This 

     means every port of this type would require trouble resolution and longer 

     porting times than are necessary when the provisioning of the NPA NXX could 

     be done in advance. 

b.  While the manual low-tech carrier could complete the port in the 2.5 hour 

     timeframe, many large carriers could not due to a 2 day turn around for 

     updated NPA NXX files to download from the NPAC to clearinghouse vendors 

     and then from clearinghouse vendors to carriers.  

            c. It is not realistic for larger carriers to manually update IT tables that feed POS 

     systems for each low-tech port request received.  In addition, manual updates 

    could be reversed by the daily download with vendors.  



2.  Opening codes in the LERG:  


a.  Technically a carrier can allow a port to occur when it is not marked portable 

    
     at the LERG.  However this opens up risks that customer may experience call 

 
     routing issues. Calls from other carriers may not complete because they base 

     their LNP trigger tables on the LERG. This will generate Network trouble 

     tickets.  In short, it is possible all carriers who may be involved in call routing 


     may not know the port has occurred for that MDN.  

b.   Customer’s perception of call routing issues may be that it is the new carrier’s 


      Network that is the cause of call routing issues where in reality it is the OSP.  

B. Frequency of Occurrence:  

            For all three scenarios the issues would occur for each port by the low-tech 

            carrier to another automated carrier. 

C. NPAC Regions Impacted: All

D. Rationale why existing process is deficient:  

Carrier’s are not using industry standard processes already created based on NANC documented requirements. These standards must be employed to resolve the above issues. 

E. Identify action taken in other committees / forums: Issues were raised on CTIA calls. 



3. Suggested Resolution: 


The 







North American Numbering Council, Wireless Number Portability Subcommittee Report on WIRELESS NUMBER PORTABILITY Technical, Operational and Implementation Requirements Phase II version 1.7 documents the process for opening codes in the LERG and the NPAC in section 5.4.3 as follows:

5.4.3 Opening NPA NXXs for Porting

“A SP will need to make sure NPA-NXXs that need to be opened for porting are marked as portable in the LERG.  The code opening process must occur before processing any subscriber requests for porting numbers from a portable NPA-NXX.  The process steps are as follows: 

Individual SPs identify the NPA-NXXs targeted for porting and forward a request  to the LERG assignee (code holder) of the NPA-NXXs. Notification must occur by the 15th of the month for portability information to be included in the next LERG update. 

The code holder must respond to the SPs within five business days, indicating whether the NPA-NXX can be processed. The code holder then notifies the LERG to open the NPA-NXXs, 45 days before the date when porting needs to be effective (if the request cannot be processed, the holder must note the reasons in the response).

The LERG publishes notification of the NPA-NXX with the effective date, i.e. the date that the NPA-NXX is available for LNP in the NPAC customer networks. LERG updates are published by the fifth business day of the month. Emergency updates can also be sent out daily.

SPs and N-1 service providers update GTT information in their individual networks for all appropriate services. GTT updating must occur within 45 business days of LERG publication.

Code holders notify the NPAC of NPA-NXXs to be opened for porting.  This should occur within 45 days of the LERG publication.  The SP must notify NPAC personnel via fax or email, preferably 2 weeks in advance, NPA-NXXs available for porting and their effective dates.  If a SP chooses, they can input their NPA-NXX information directly in to the NPAC SMS via the LSMS, SOA, or LTI. 

The NPAC updates its SP and network information.  It then informs all SPs about the availability of the NPA-NXXs for porting via the NPAC SMS to LSMS and SOA to NPAC SMS interfaces. The portable NPA-NXXs and their effective dates are posted on the npac.com web site.

For porting the first ported number in a newly opened NPA-NXX, upon receipt of the first Subscription Version (SV), the NPAC broadcasts a message to all LSMSs and SOAs. 

Upon receipt of the message, SPs should open routing tables and set triggers in donor switches, LNP-capable tandems and LNP-capable offices in all networks.  “

Since all carriers without waivers are mandated to be porting, it is reasonable to expect that all of their respective codes are marked Portable in the LERG and open for porting in the NPAC.







LNPA WG: (only)


Item Number: 0040 v2



Issue Resolution Referred to: _________________________________________________________


Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________
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8/16/04


Qwest suggests the following wording changes to these Alternatives.


0704-12:  Related to PIM 30, N-1 Architecture, Gary Sacra will document the


alternatives to be discussed at the August meeting for addressing Extended Area Service (EAS) calls.  These will be discussed at the August LNPA meeting.



NOTE:  The alternatives to be discussed are as follows:


1. On calls to EAS codes, the originating carrier is the N-1 carrier.  For calls to EAS codes, the call shall be queried in the originating LATA only if every provider providing service in that EAS area who is porting in EAS-rated numbers has assigned an LRN within an NXX code that is LERG-assigned to their switch and is rated for that EAS area.  When calls are queried in the terminating LATA, if the call is not queried by the N-1 carrier, the carrier performing the query may charge the N-1 carrier for the query.


2. On calls to EAS codes, the originating carrier is the N-1 carrier.  For calls to EAS codes, the call shall be queried in the originating LATA only if every provider providing service in that EAS area who is porting in EAS-rated numbers has assigned an LRN within an NXX code that is LERG-assigned to their switch and is rated for that EAS area.  When calls are queried in the terminating LATA, if the call is not queried by the N-1 carrier, the carrier performing the query may NOT charge the N-1 carrier for the query.


3. On calls to EAS codes, the donor carrier in the terminating LATA is the N-1 carrier.  The donor carrier will perform the LNP query in the terminating LATA in either that carrier’s donor end office or terminating LATA tandem, whichever terminates trunks from the originating LATA on calls to EAS codes.  Note that the terminating LATA tandem case is only applicable if the donor carrier has a tandem in the terminating LATA, and all switches in the originating LATA that can place local calls to the EAS codes in the terminating LATA have trunking to the tandem in the terminating LATA per mutually accepted interconnect agreements. When calls are queried in the terminating LATA, the carrier performing the query may charge for performing the query.
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NANC – LNPA Working Group
                     
Problem/Issue Identification Document




LNP Problem/Issue Identification and Description Form


Submittal Date (mm/dd/yyyy): 07/21/2004


Company(s) Submitting Issue: T-Mobile, Sprint, Verizon Wireless, Nextel, Cingular, US Cellular


Contact(s):  Name: Paula Jordan, Sue Tiffany, Debbie Stevens, Rosemary Emmers, Elton Allan, Chris Toomey



         Contact Number: 925-325-3325; 913-762-8024; 425-603-2282; 301-399-4332; 404-236-6447; 773-845-9070



         Email Address: : Paula.Jordan@T-Mobile.com; Sue.T.Tiffany@mail.sprint.com; Deborah.Stephens@verizonwireless.com; rosemary.emmer@nextel.com; elton.allen@cingular.com; Chris.Toomey@uscellular.com


(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)


1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)


Wire line carriers rules for developing a local service request (LSR) in order to port a number are unique to each carrier, dynamic and complex requiring dozens of different fields.  Each carrier can set their own rules and requirements for porting numbers from them.  Each field may be required to match exactly to the information as it appears in validation fields for both wire line and wireless ports.  Any difference, even slight, can result in a port request being rejected.   The number of validation fields for wire line LSR porting process makes it very difficult and costly to port numbers from wire line carriers.  Porting to these complex requirements takes a great deal of time and typically requires manual intervention, which inhibits and discourages porting and the automation of the porting process.


2. Problem/Issue Description: (Provide detailed description of problem/issue.)


A. Examples & Impacts of Problem/Issue: 


Wireless carriers rules for porting are uniform, constant, simple and relatively fast and inexpensive.  Only a few key fields are required to match customer records in order to validate and port a number.  Wireless experience has proven that when two or three key validation fields match the old service provider records there is no risk of inadvertent ports.  


Wireless processes do not collect the data or have access to data as wire line carriers may require on an LSR.  For example wireless carriers collect all address information for a street address within a single field.  Wire line collects the same address information in 5 or more distinct fields.  The one address field in wireless does not map to the 5 or more fields in wire line. If wire less does not provide the ‘FLOOR’ number or the ‘ROOM/MAIL STOP’ in these specific fields, a wire line carrier may reject the port request.  Wireless processes do not validate on the street address field because it is nearly impossible to correctly match this information and it has been determined to have no bearing on whether a port would be inadvertent if it does not match provided other key fields match.


While data requirements to complete an LSR are often extensive and complex, wire line carriers will provide much of the needed information to complete their LSR by providing a customer service record (CSR) in response to a query provided a minimal amount of customer information.  Since a minimal amount of customer information is needed to obtain the CSR it should stand to reason that the port could take place with the same minimal amount of information, and that transferring data from the carrier’s CSR to the carrier’s LSR is in fact an exercise that only increases complexity without really adding value.  It is after all only returning the wire line carrier’s own information back to them.   Wireless experience has proven that inadvertent ports do not occur when only two or three key fields of information are presented and match the old service provider’s records.  


B. Frequency of Occurrence:


100s of time each day.


C. NPAC Regions Impacted:


 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     


 West Coast___  ALL_x_


D. Rationale why existing process is deficient: 


The current process results in needles and excessive cost, time, error and fall-out to complete a port.


E. Identify action taken in other committees / forums: 


The LNPA WG felt that this issue should be referred to OBF ITF.


F. Any other descriptive items: __

__________________________________________________________________________________________________________________________________________________________________________


3. Suggested Resolution: 


Wire line port request can be validated with very minimal risk of inadvertent ports when the following fields correctly match the old service provider records:


  1) The telephone number being ported


  2) The old service provider account number from the EAN field


  3) The porting customer’s billing ZIP code


Other customer and field information should be provided to the extent that it is possible, but should not be used to reject a port request if it fails to match exactly.


Information that might be needed to complete the disconnection processes can be obtained by the wire line service provider’s own customer service records.  

LNPA WG: (only)


Item Number: 0044



Issue Resolution Referred to: _OBF Interspecies Taskforce______________________

Why Issue Referred: _____LSOG expertise and responsibility is at this committee_______ ____________________________________________________________________________________________________________________________________________________________________________


1

3
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Problem/Issue Identification Document




LNP Problem/Issue Identification and Description Form


Submittal Date (mm/dd/yyyy):  _0_ _7_ /_1  _9_/ _2_ _0_ _0_ _4_


Company(s) Submitting Issue:_TelCove f.k.a. Adelphia Business Solutions


Contact(s):  Name _Brad Smeal____________________________________________



         Contact Number _7_ _2_ _4_/_7_ _4_ _3_/_9_ _4_ _8_ _4_



         Email Address   __brad.smeal@telcove.com______________________


(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)


1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)


___The existing NPAC Filter Management process only allows a filter to be applied for a particular NPA-NXX if that particular NPA-NXX has previously been entered into NPAC. ___________________________________________________________________________________________________________________________________________________________________________                                                         


2. Problem/Issue Description: (Provide detailed description of problem/issue.)


A.   Examples & Impacts of Problem/Issue: __Because of how the filter management process works, LSMS administrators are unable to efficiently filter out unnecessary NPA-NXX’s for the purpose of LSMS capacity management.  As a result, unnecessary Subscription Versions are sent to a LSMS or an unnecessary amount of resources are spent by the end user monitoring NPA-NXX activity at the NPAC in real-time to ensure Subscription Versions that are not needed are indeed not being sent to their LSMS.  An unnecessary amount of resources is also spent by the NPAC maintaining these filters for carriers. ____________________________________________________________________________________________________________________________________________________________________________


B.   Frequency of Occurrence: ___Daily, as new NPA-NXX’s are entered into the NPAC as portable capable_______________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________


C. NPAC Regions Impacted:


 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     


 West Coast___ ALL_X__


D.  Rationale why existing process is deficient: __The existing process is deficient because end users are unable to filter out entire NPAs without the tedious and constant effort of tracking NPA-NXX activity.  This process currently utilizes a lot of extra and unnecessary resources at both the NPAC and the end user._________________________________________


E.   Identify action taken in other committees / forums: ____I am not aware of any actions taken in any other committees / forums _____________________________________________________________


F.   Any other descriptive items: __________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________


3. Suggested Resolution: 


___Filters should be able to be implemented for a NPA-NXX before it is entered into the NPAC or a filter should be able to be implemented at the NPA level to account for any NXX in a particular NPA. _____________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________


LNPA WG: (only)


Item Number: 0046



Issue Resolution Referred to: _________________________________________________________

Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________


1

1
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SEPTEMBER 2004 LNPA ACTION ITEMS ASSIGNED:


NOTE:  THE ACTION ITEM NUMBERING SCHEME IS AS FOLLOWS:


· FIRST TWO DIGITS DESIGNATE THE MONTH OF THE LNPA MEETING


· SECOND TWO DIGITS DESIGNATE THE YEAR OF THE LNPA MEETING


· LAST TWO DIGITS DESIGNATE THE ACTION ITEM NUMBER


NEUSTAR ACTION ITEMS:


0904-01:  Related to PIM 36, NeuStar will investigate the feasibility of performing the 


quarterly check for NPA-NXX codes opened in the wrong NPAC Region more frequently until NANC Change Order 321 is implemented.













[image: image1.wmf]"PIM 36.doc"




0904-02:  Related to NANC Change Order 357, which adds an SP Type attribute to the 


Service Provider Name, NeuStar will investigate the feasibility of adding a conditional package that would make the Change Order backwards compatible. 


0904-03:  Regarding the attached accepted Change Order for PIM 46, NeuStar will assign 


 
a number to the Change Order and draft the initial set of requirements.
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DAVE COCHRAN, BELLSOUTH, ACTION ITEMS:


0904-04:  Dave Cochran will submit an NPAC Change Order for providing actual SV 


 
counts impacted in the NANC 323 SPID Migration SMURF files.


MAGGIE LEE (VERISIGN) ACTION ITEMS:


0904-05:  Regarding PIM 41, Maggie Lee will update the NP Best Practices Document to 


 
include the issue statement and Suggested Resolution.
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GARY SACRA (VERIZON AND LNPA CO-CHAIR) ACTION ITEMS:


0904-06:  Gary Sacra will allot time on the October LNPA agenda, and ongoing, for an 


 
update from the CTIA.


0904-07:  Gary Sacra will distribute the three alternatives currently under discussion at 


the LNPA with respect to inter-LATA Extended Area Service (EAS) and the N-1 architecture.  See related Action Item 0904-14.  Those alternatives are as follows:


1. On calls to EAS codes, the originating carrier is the N-1 carrier.  For calls to EAS codes, the call shall be queried in the originating LATA only if every provider providing service in that EAS area who is porting in EAS-rated numbers has assigned an LRN within an NXX code that is LERG-assigned to their switch and is rated for that EAS area.  When calls are queried in the terminating LATA, if the call is not queried by the N-1 carrier, the carrier performing the query may charge the N-1 carrier for the query.


2. On calls to EAS codes, the donor carrier in the terminating LATA is the N-1 carrier.  The donor carrier will perform the LNP query in the terminating LATA in either that carrier’s donor end office or terminating LATA tandem, whichever terminates trunks from the originating LATA on calls to EAS codes.  Note that the terminating LATA tandem case is only applicable if the donor carrier has a tandem in the terminating LATA, and all switches in the originating LATA that can place local calls to the EAS codes in the terminating LATA have trunking to the tandem in the terminating LATA per mutually accepted interconnect agreements.  When calls are queried in the terminating LATA, the carrier performing the query may charge for performing the query.


3. On calls to EAS codes, the originating carrier is the N-1 carrier and is responsible to query all calls to portable EAS codes.  For calls to EAS codes, where the query returns an LRN, the originating carrier and intermediate carriers shall route the call to the correct destination as provided in the FCC orders and requirements for LNP.  


0904-08:  Regarding PIM 43, Gary Sacra will resend the attached related accepted 


NPAC Change Order to the LNPA distribution with a reminder of the forecast data that is to be discussed at the March 2005 LNPA meeting.
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ROB SMITH (SYNIVERSE) ACTION ITEMS:


0904-09:  Related to PIMs 32 and 34, Rob Smith, will contact wireline carriers’ Change 


Management contacts to determine if their respective Customer Service Record (CSR) reject messages can be modified to indicate that a reseller or Type 1 number is involved in the port request.
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0904-10:  Rob Smith will resend the revised PIM 36 to the LNPA Co-Chairs removing 


 
the text related to LRNs.


0904-11:  Related to PIM 39, Rob Smith will identify changes to carrier business rules 


and practices that are not merely document only changes and violate the Ordering & Billing Forum’s (OBF’s) guidelines on the frequency of “customer affecting” changes.  Rob will work with those carriers to bring it to their attention. 
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SUE TIFFANY (SPRINT) ACTION ITEMS:


0904-12:  Regarding PIM 47, Sue Tiffany will revise the attached PIM to reflect 


amended text agreed to at the August OBF meeting and submit the revised PIM to the LNPA Co-Chairs.
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DEB TUCKER (VERIZON WIRELESS) ACTION ITEMS:


0904-13:  Regarding PIM 40, Deb Tucker will modify the PIM to delete the last 


 
paragraph in the Suggested Resolution (extracted here):


Since all carriers without waivers are mandated to be porting, it is reasonable to expect that all of their respective codes are marked Portable in the LERG and open for porting in the NPAC.
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LNPA MEMBER ACTION ITEMS:

0904-14:  Regarding Action Item 0904-07, the LNPA Members are to come to the 


October LNPA meeting prepared to discuss the alternatives for addressing inter-LATA Extended Area Service (EAS) and the N-1 architecture.


SERVICE PROVIDER ACTION ITEMS:


0904-15:  A service provider expressed concerns over scheduling NANC 323 SPID 


migrations during extended maintenance windows because other activities may be occurring during that window.  Service Providers are to discuss internally to determine if they have similar concerns.


WIRELINE SERVICE PROVIDER ACTION ITEMS:

0904-16:  Regarding PIM 42, Wireline Service Providers are to determine if they require 


 
these fields and report back to the LNPA.
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ACTION ITEMS REMAINING OPEN FROM PREVIOUS LNPA MEETINGS:

0304-07:  During the APT discussion of a post-323 migration scenario where an LSMS 


has an SV that has a SPID that is different from what the NPAC reflects for that SV, four possible options were discussed as to how NPAC should respond to an audit request on that TN.  Those options are:


1. Status Quo – NPAC sends a modify in an attempt to modify the SPID, which could knock the SV onto the Partial Fail list with possibly no way to remove it from the list.  Deemed not acceptable by the APT group.


2. Change the SPID attribute by sending an activate to the LSMS with the same SV ID.  This was also deemed not acceptable as it would allow NANC 323 functionality to take place over the interface.


3. Ignore the SPID attribute discrepancy with no indication that the SV is discrepant.  This would be logged in the NPAC error log.


4. Ignore the SPID attribute discrepancy with a notification that the SV is discrepant. This would also be logged in the NPAC error log.  Questions remain as to the type of notification (e.g. automated notification over the interface, manual e-mail, etc.) and whether this notification would specifically indicate that the SPID is discrepant.


NeuStar stated that in order to resolve this issue immediately, NPAC will ignore the SPID attribute discrepancy and log an error in the NPAC error log (Option No. 3).  Action for the APT Team Members to discuss within their respective companies and come prepared to the April APT meeting to provide their option  preference (No. 3 or 4).


September meeting update:  Discussions were deferred until the December LNPA meeting.


0504-08:  Related to PIMs 32 and 34, Rob Smith, Syniverse, took an action to determine 


what % of ports are reseller numbers and Type 1 Cellular numbers and what % of each are falling out.


September meeting update:  Item remains Open.  Rob Smith, Syniverse, will resend data to Paula Jordan, LNPA Co-Chair. 


0604-09:  Gary Sacra is to post past minutes and PIMs on the LNPA website.


September meeting update:  Item remains Open.  The PIM matrix must also be updated.


0604-20:  Based on a request from Syniverse, Wireline Service Providers took an action 


to determine whether they can modify their jeopardy process to distill the jeopardy reasons cited down to a brief list of standard reasons.  Syniverse suggested the following as a start based on their analysis of jeopardy notices received:


· Duplicate LSR 


· Contact LEC


· Special features on TN


· Due Date change requested


· Contact with End User required


· Ported MDN has not been activated


September meeting update:  Item remains Open.  At the June meeting, Verizon stated that change requests such as this must go through the official Change Management Process, as this affects all Verizon Wholesale partners.  BellSouth stated that they have no plans to change their process since they believe they are not causing jeopardy problems.


0804-04:  NeuStar will determine what Change Orders are subject to sunset requirements 


 
with implementation of the next release.



September meeting update:  Item remains Open.


0804-18:  Adam Newman will send INC’s updated COCAG Appendix C document 


 
(related to INC Issue 445) to the LNPA Co-Chairs for distribution.


September meeting update:  Item remains Open.


0804-20:  Related to PIM 32, Rob Smith will work directly with service providers, and 


possibly Service Bureaus, to obtain more comprehensive data and provide an update at the September LNPA. 
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September meeting update:  Item remains Open.


0804-21:  Related to PIM 34, Rob Smith will work directly with service providers, and 


possibly Service Bureaus, to obtain more comprehensive data and provide an update at the September LNPA.
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September meeting update:  Item remains Open.


0804-26:  Related to PIM 47, all SPs are requested to verify what their internal systems 


will do if they receive a 2nd LSR port request for the same TN when the SP has already sent back a “clarification request” on the 1st LSR.  
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September meeting update:  Item remains Open.


0804-29:  All Members need to review the attached VoIP presentation internally and be 


prepared to discuss any impacts for the LNPA and the NPAC.  This will be placed on the October LNPA meeting agenda for discussion.
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September meeting update:  This discussion will be on the agenda for the October LNPA meeting.


0804-33:  By the March 2005 LNPA meeting, Service Providers are requested to obtain 


their individual company forecast numbers, over some time period they know (2-10 years), for re-homes, modifies, technology changes, etc., for which the NPAC will be used for these activities.   These forecasted numbers should be provided to Steve Addicks, NeuStar (stephen.addicks@neustar.biz   571-434-5499).  This will be on the March 2005 agenda. 



September meeting update:  This Action Item was deferred to the March 2005 


 
LNPA meeting.  NeuStar contact changed to Steve Addicks.


0804-34:  US Cellular, Sprint, and Nextel are to come to the October LNPA 


 
meeting prepared to indicate their interest in doing performance testing.  



September meeting update:  AT&T Wireless was removed from this Action Item 


 
and Nextel was added.  To be on the agenda for the October LNPA meeting.


0804-35:  Related to PIM 31, Wireline Service Providers are to answer the following 


question:  Would receipt of a duplicate LSR trigger sending a Jeopardy notice in reply to either LSR (or both LSRs)?
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September meeting update:  Item remains Open.  At the September meeting, 


 
BellSouth, SBC, and Sprint stated that they would not trigger a jeopardy.
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LNP Problem/Issue Identification and Description Form



Submittal Date (mm/dd/yyyy):  04 /05/2004



Company(s) Submitting Issue:
Syniverse Technologies, Inc.__________



Contact(s):  Name: _Tony Ramsey___________________________________________



Contact Number:
813-273-3934



Email Address:
Tony.Ramsey@Syniverse.com___________________



(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)



1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)



New NPANXXs and LRNs are being added to invalid Regions by Service Providers that are not checking to be sure they are adding their data  to the correct region.  NPAC is accepting this data into whatever NPAC region the SP specifies._________________________________                                                          



2. Problem/Issue Description: (Provide detailed description of problem/issue.)



A.   Examples & Impacts of Problem/Issue:  All NXXs in the 304 NPA should be in the Mid-Atlantic Region, but 304-423 and 304-391 are currently shown in the Midwest Region.  Additionally, NPA 979 should be in the Southwest Region, but 979-250 is currently homed in the Midwest Region.  Additional examples are available and have been provided to NPAC.


B.   Frequency of Occurrence:  Daily _____________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________



C. NPAC Regions Impacted:



 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     



 West Coast___  ALL: XXX


D.  Rationale why existing process is deficient: There is no validation is taking place when a Service Provider adds a new NPANXX or LRN.  Therefore, NPAC is accepting invalid data into the NPDB and is broadcasting that data to SOAs and LSMS’. _____________________________________________________________________________



E.   Identify action taken in other committees / forums: None that we are aware of. __________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________



F.   Any other descriptive items: The single known exception to the consistency of NPA to state relationship, is the 859 NPA which crosses the Southeast and Midwest boundaries.  However, the requested corrective action, below, should also validate the requested NXX into the 859 NPA region correctly. __________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________



3. Suggested Resolution: 



An NPAC edit should be instituted, similar to the TN/LRN audit for LATA consistency, that audits all new NPANXX and LRN requests to insure the requested Region is, in fact, the correct region for that NPA.  If the request fails this audit, the requesting SP should be notified and required to correct the requested region before NPAC will accept the new data. ____________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________



LNPA WG: (only)



Item Number: 0036




Issue Resolution Referred to: _________________________________________________________


Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________
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Problem/Issue Identification Document






LNP Problem/Issue Identification and Description Form



Submittal Date (mm/dd/yyyy): 7/7/2004



Company(s) Submitting Issue: Syniverse



Contact(s):  Name: Rob Smith 



         Contact Number: 813-273-3319   




         Email Address: robert.smith@syniverse.com 



(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)



1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)



The wireless process for porting based on developing and sending a ‘wireless port request’ (WPR) does not provide all the information that is needed to map to the wire line ‘local service request’ (LSR).  Fields that are relevant to wire line porting may have no relevance to wireless porting but may be required by wire line trading partners before allowing a port.  Where the information is not available or does not apply, the ports fail.



2. Problem/Issue Description: (Provide detailed description of problem/issue.)



A. Examples & Impacts of Problem/Issue: 



 The ‘EU Address’ fields – End User Address on the End User forms



A wireless end user has a billing address but does not always have or require an address where service is provided.  Mapping these fields is problematic since wireless has a single field for an address and wire line has 5 or more fields for an address.  The one field is difficult to map to the 5+ fields



The TOS fields – Type Of Service on the Local Request form



This field requires 4 different variables.  The first is ‘type’ and has 5 options, which are residential, business, government, coin or home office.  The second is ‘product’ and has 17 options, which include Single line, multi line, CENTRIX, PBX trunk and Not Applicable.  The third is ‘class’ and has 5 options, which are measured rate, flat rate, message, pre-pay overtime, and not applicable.  The forth is ‘characterization’ and includes foreign exchange, Semi-public, Normal, Prison/Inmate, and Not applicable.  This information is not available from the WPR and can only be assumed or guessed when creating an LSR.



The MI – The Migration Indicator on the Number Portability form



According to LSOG guidelines, the MI field is ‘optional’ when the ACT field is populated with ‘V’ for “Conversion of service to a new LSP”.    Some carriers are requiring the MI field, which is difficult for wireless to populate.  Since this is an optional field wire line carriers should not require the MI field on intermodal ports when the ACT field is populated with “V”.



The CCNA field and the Bill Section of the LSR form



The wireless process does not support special ports that are billable back to the new service provider.  As an example wire line carriers might require a charge to the new service provider for an expedite port request.  The WPR does not support the ability to request an expedited port. 



B. Frequency of Occurrence:



10 to 100 times daily



C. NPAC Regions Impacted:



 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     



 West Coast___  ALL_x_



D. Rationale why existing process is deficient: The current process causes ports to fail and substantial fall-out and manual processing.



E. Identify action taken in other committees / forums:  This could become moot if PIM 39 is first successful which would be to reduce the number of required validation fields to a small set.  This may be referred to the LSOP or the Interspecies Taskforce under ATIS 



F. Any other descriptive items: __



__________________________________________________________________________________________________________________________________________________________________________



3. Suggested Resolution: 



The problem would be resolved if carriers did not require the fields and sections identified above to be populated on LSRs for numbers porting from wire line to wireless.



LNPA WG: (only)



Item Number: 0042




Issue Resolution Referred to: _________________________________________________________


Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________
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Large Volume Port Transactions and SOA Throughput






Origination Date:  7/28/2004



Originator:  Verizon Wireless and SNET Diversified Group



Change Order Number:  TBD


Description:  Large Volume Port Transactions and SOA Throughput


Pure Backwards Compatible:  TBD



IMPACT/CHANGE ASSESSMENT



			FRS


			IIS


			GDMO


			ASN.1


			NPAC


			SOA


			LSMS





			TBD


			TBD


			TBD


			TBD


			TBD


			TBD


			TBD








Overview:



Service Providers have voiced concerns about the volume of port transactions that the NPAC can process per second when mass changes need to be made and broadcasted to the industry.  Now that wireless service providers are porting throughout the United States, the volume of port transactions has increased and will continue to increase in general, and mass changes will need to be made more frequently as well. The consolidations of Carriers and Switches will also generate an increase in the number of Mass Modifications for the update of the Network Data Tables (LIDB, CNAM, CLASS, ISVM and SMSSC).



Business Need:


As wireless service providers are continually managing their networks and load-balancing the traffic and subscribers on them, the need for HLR and DPC database changes may become more frequent and of larger volumes in the future.  For example, the wireless carrier may need to modify LRNs for 100,000 ported in subscribers to effectively change their switch designations.  Ultimately, the NPAC must be able to handle those 100,000 transactions in a short amount of time.  The desired process would be to modify all the records in one evening rather than having to split up the changes over a period of days or weeks. Similarly, Service Providers who have consolidated or have changed business plans need to update the Network Tables in order to ensure proper routing to Database Storage (LIDB, CNAM, etc.).  Intense coordination is required to effect the changes necessary to properly route the queries associated with these databases, including LERG, LARG and CNARG updates, GTT changes in STPs and end office routing changes. Additionally, modifications need to be made to the Network Tables in the NPAC and the transaction limitations force such modifications to be spread over weeks and/or months straining the resources of an industry already processing changes on a 24X7 basis. The two methods available for large volume NPAC changes are 1) modifications done through the SOA and 2) modifications done using the industry Mass Modification process.  Processing through the SOA, at the current rate of 4 to 6 transactions per second, it could take more than 4 hours to make LRN changes to 100,000 subscribers. If something goes wrong and the Service Provider needs to back out of the changes, then another 4 hours would be required to make the corrections.  This could start to creep into regular business hours in large volume ports.  



The industry Mass Modification process is limited to 25,000 changes per region per day Monday through Friday and 50,000 changes per region per day Saturday and Sunday. This limitation applies to all service providers requesting a change, so if more than one service provider wishes to make changes on a particular day, the limitation encompasses all service providers wishing to modify records. A wireless subscriber migration involves more than just that service provider; it also involves each of that service provider’s roaming partners updating their networks on the same night, resulting in a very large coordinated effort among many parties.  



There are also concerns about multiple wireless service providers doing these same types of migrations on the same nights and what coordination needs to take place to ensure that all service providers are able to manage their networks as needed and when needed.  Using the Mass Modification method for large volume projects requires a high level of coordination and scheduling especially if other service providers in the region also need to do large modifications at the same time.  



Additional updates between the NPAC and the SOA may be needed using the Mass Modification process.  This adds additional time and coordination to fully complete a large volume project.  



Description of Change:



The performance impacts to the SOAs, NPAC, and LSMSs need to be determined for large volume ports.



As porting volumes increase, it will be very important for all systems to be capable of reliably receiving downloads while retaining their association under heavier loads.  


All systems should be able to maintain their current required availability level under heavy loads.  Large volume porting should not require scheduled downtime.  



System Architecture



System Operation



Process Flow



NPAC Help Desk



NPAC SMS
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LNP Problem/Issue Identification and Description Form



Submittal Date (mm/dd/yyyy):  _0_ _7_ /_1  _9_/ _2_ _0_ _0_ _4_



Company(s) Submitting Issue:_TelCove f.k.a. Adelphia Business Solutions



Contact(s):  Name _Brad Smeal____________________________________________




         Contact Number _7_ _2_ _4_/_7_ _4_ _3_/_9_ _4_ _8_ _4_




         Email Address   __brad.smeal@telcove.com______________________



(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)



1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)



___The existing NPAC Filter Management process only allows a filter to be applied for a particular NPA-NXX if that particular NPA-NXX has previously been entered into NPAC. ___________________________________________________________________________________________________________________________________________________________________________                                                         



2. Problem/Issue Description: (Provide detailed description of problem/issue.)



A.   Examples & Impacts of Problem/Issue: __Because of how the filter management process works, LSMS administrators are unable to efficiently filter out unnecessary NPA-NXX’s for the purpose of LSMS capacity management.  As a result, unnecessary Subscription Versions are sent to a LSMS or an unnecessary amount of resources are spent by the end user monitoring NPA-NXX activity at the NPAC in real-time to ensure Subscription Versions that are not needed are indeed not being sent to their LSMS.  An unnecessary amount of resources is also spent by the NPAC maintaining these filters for carriers. ____________________________________________________________________________________________________________________________________________________________________________



B.   Frequency of Occurrence: ___Daily, as new NPA-NXX’s are entered into the NPAC as portable capable_______________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________



C. NPAC Regions Impacted:



 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     



 West Coast___ ALL_X__



D.  Rationale why existing process is deficient: __The existing process is deficient because end users are unable to filter out entire NPAs without the tedious and constant effort of tracking NPA-NXX activity.  This process currently utilizes a lot of extra and unnecessary resources at both the NPAC and the end user._________________________________________



E.   Identify action taken in other committees / forums: ____I am not aware of any actions taken in any other committees / forums _____________________________________________________________



F.   Any other descriptive items: __________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________



3. Suggested Resolution: 



___Filters should be able to be implemented for a NPA-NXX before it is entered into the NPAC or a filter should be able to be implemented at the NPA level to account for any NXX in a particular NPA. _____________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________



LNPA WG: (only)



Item Number: 0046




Issue Resolution Referred to: _________________________________________________________


Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________
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DRAFT Change Order Submitted by TelCove to Address Inefficiencies in the NPAC Filter Management Process.






Origination Date:  8/25/04



Originator:  TelCove



Change Order Number:  TBD


Description:  Enhancement to Filter Management at NPAC



Pure Backwards Compatible:  TBD



IMPACT/CHANGE ASSESSMENT



			FRS


			IIS


			GDMO


			ASN.1


			NPAC


			SOA


			LSMS





			TBD


			TBD


			TBD


			TBD


			TBD


			TBD


			TBD








Business Need:


The existing NPAC Filter Management process only allows a filter to be applied for a particular NPA-NXX if that particular NPA-NXX has previously been opened within NPAC.  The NPAC also supports the ability for a SOA/LSMS to manage their own filters over the CMIP interface.  Using this method, however, SOA/LSMS administrators must still wait upon receipt of a new code opening from the NPAC to create a new filter for those cases where they do not want to receive any Subscription Versions for that NPA-NXX.  Because of how the NPAC Filter Management process works in conjunction with the SOA/LSMS implementation options, SOA/LSMS administrators are manually unable to efficiently filter out unnecessary Subscription Versions based on NPA-NXX for the purpose of SOA/LSMS capacity management.  As a result, unnecessary Subscription Versions are sent to a SOA/LSMS or an unnecessary amount of resources are spent by the end user monitoring NPA-NXX activity at the NPAC in real-time to ensure Subscription Versions that are not needed are indeed not being sent to their SOA/LSMS.  An unnecessary amount of resources are also spent by the NPAC maintaining these filters for carriers.



Alternatively, a SOA/LSMS could implement an automated mechanism to manage filters over the CMIP interface, based on a local database table (or file).  This table (or file) would contain codes that the SOA/LSMS wishes to filter out.  So, when a new code is opened in NPAC and broadcast to the SOA/LSMS, the automated mechanism could issue a new filter request to the NPAC over the CMIP interface.  The issue with this approach is that it requires every SOA/LSMS (that wishes to use this functionality) to implement this feature.


Description of Change:



This Change order proposes that filters may be implemented for an NPA-NXX before it is entered into the NPAC or a filter should be able to be implemented at the NPA level to account for any NXX in a particular NPA, even before an NXX may exist under that NPA within NPAC.
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This document is submitted for discussion only, and is not to be construed as binding on TelCove.  Subsequent study may lead to a revision of this document, both in numerical value and/or form, and, after continuing study and analysis, TelCove specifically reserves the right to change the contents of this contribution
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LNP Problem/Issue Identification and Description Form



Submittal Date (mm/dd/yyyy):  7/12/04

PIM #  47


Company(s) Submitting Issue:  Sprint


Contact(s):    Name  Susan Tiffany



         Contact Number   913-762-8024



         Email Address   Sue.T.Tiffany@mail.sprint.com


(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)



1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)



The intention of this PIM is to discuss minimum industry intermodal standards for 





purging old/abandoned ports.  This issue is related to WNPO Issue 04-13 – ‘Purge Old Port Requests with No Response’.  


























2. Problem/Issue Description: (Provide detailed description of problem/issue.)



A. Examples & Impacts of Problem/Issue:    


This is the solution when a carrier has not or is unable to use the recommended cancel process as documented in the NANC Process Flows.  This issue documents the wireless industry’s agreement for purging old/abandoned ports, as follows: 



Scenario 1 – When the Old Service Provider (OSP) has confirmed the port request but does not receive an activation notice from NPAC, they can purge the port request 30 calendar days after the due date. In a similar process, the NPAC purges pending Subscription Versions (SVs) 30 days after their due dates have passed.   



Scenario 2 – The OSP has received a port request and there is an error on the request generating a response required from the OSP.  When there is no further activity for 30 calendar days on the port request, the port may be purged.  


Although the wireless industry has agreed to the above scenarios, this has been submitted to LNPA to address the same Intermodal issue.







































2. 





























 

















3.   


























B. Frequency of Occurrence:  


This could occur for 


any port request.


C. NPAC Regions Impacted: All


D. Rationale why existing process is deficient:  





E. This issue contributes to Intermodal fallout.


F. Identify action taken in other committees / forums: 


Issue is related to OBF Wireless Committee Issue 2665 - ‘Determination and Handling of “Abandoned” Ports’.


3. Suggested Resolution: 



Following is the WNPO Committee’s resolution of the issue as reported to NANC.



Scenario 1 – When the Old Service Provider (OSP) has confirmed the port request but does not receive an activation notice from NPAC, they can purge the port request 30 calendar days after the due date. In a similar process, the NPAC purges pending Subscription Versions (SVs) 30 days after their due dates have passed.   



Scenario 2 – The OSP has received a port request and there is an error on the request generating a response required from the OSP.  When there is no further activity for 30 calendar days on the port request, the port may be purged.  


WNPO recommends that the resolution be included in the Best Practices List.





























LNPA WG: (only)



Item Number: 
0047


Issue Resolution Referred to: _________________________________________________________



Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________
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LNP Problem/Issue Identification and Description Form



Submittal Date (mm/dd/yyyy):  07/09/2004


Company(s) Submitting Issue:  Verizon Wireless


Contact(s):  Name:  Deborah Stephens



         Contact Number:  615-372-2256



         Email Address   Deborah.Stephens@VerizonWireless.com


(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)



1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)



Verizon Wireless has concerns about the volume of port transactions that the NPAC can process per second when mass changes need to be made and broadcasted to the industry.  Now that wireless service providers are porting throughout the United States, Verizon Wireless expects that the volume of port transactions will increase in general, and mass changes may need to be made more frequently as well.



2. Problem/Issue Description: (Provide detailed description of problem/issue.)



A.   Examples & Impacts of Problem/Issue:



As Verizon Wireless and other wireless service providers are continually managing their networks and load balancing the traffic and subscribers on them, subscriber migrations from one switch to another may become more frequent and of larger volumes in the future.  For example, Verizon Wireless may need to move 100,000 ported in subscribers from Switch A to Switch B.  These 100,000 numbers may need LRN changes in the NPAC, so the NPAC must be able to handle those 100,000 transactions in a short amount of time.  The desired process would be to process all of the changes in one evening rather than having to split up the changes over a period of days or weeks.  



The two methods available for large volume NPAC changes are 1) modifications done through the SOA and 2) modifications done using Neustar’s Mass Modification process.  Going through the SOA, at the current rate of 4 to 6 transactions per second, it could take more than 4 hours to make LRN changes to 100,000 subscribers.  If something goes wrong and Verizon Wireless needs to back out of the changes, then another 4 hours would be required to make the corrections.  This could start to creep into regular business hours in large volume ports.  



The Neustar Mass Modification process is limited to 25,000 changes per region per day Monday through Friday and 50,000 changes per region per day Saturday and Sunday.  A wireless subscriber migration involves more than just that service provider; it also involves each of that service provider’s roaming partners updating their networks on the same night, resulting in a very large coordinated effort among many parties.  



Verizon Wireless also has concerns about multiple wireless service providers doing these same types of migrations on the same nights and what coordination needs to take place to ensure that all service providers are able to manage their networks as needed and when needed.  Using the Mass Modification method for large volume projects requires a high level of coordination and scheduling especially if other carriers in the region also need to do large modifications at the same time.  



Additional updates between the NPAC and the SOA may be needed using the Mass Modification process.  This adds additional time and coordination to fully complete a large volume project.  



B. Frequency of Occurrence: 



On average, Verizon Wireless does some type of subscriber migration/rehome about five times per month. 



C. NPAC Regions Impacted:



 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     



 West Coast___  ALL  X  


D. Rationale why existing process is deficient: 



At the current rate of 4 to 6 transactions per second, large subscriber migrations could take hours, and the back out if something goes wrong will take just as long.   A wireless subscriber migration involves many service providers, rather than just one, so it is critical that all updates be done in a timely fashion on the same night.



E.   Identify action taken in other committees / forums: NANC 393 addresses the future SOA performance and throughput issues that will increase the performance such that the NPAC SMS shall support a total bandwidth of 40.0 SOA CMIP operations per second (sustained) for a single NPAC SMS region.



F.   Any other descriptive items: __________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________



3. Suggested Resolution: 



Verizon Wireless believes that the LNPA WG should discuss future SOA and NPAC throughput needs in relation to an inevitable need for large volume NPAC transactions. 



LNPA WG: (only)



Item Number: 0043




Issue Resolution Referred to: _________________________________________________________


Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________
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LNP Problem/Issue Identification and Description Form



Submittal Date (mm/dd/yyyy):  5/27/04

PIM # 40


Company(s) Submitting Issue:  Verizon Wireless


Contact(s):    Name  Julie Groenen



         Contact Number   206-940-1072 cell 425-603-2282 work VM



         Email Address   Julie.Groenen@Verizonwireless.com


(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)



1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)



The intention of this PIM is to discuss minimum industry standards for LNP readiness 



that must be adhered to by all companies in order to port. The following are concerns 


regarding low-tech carrier porting processes: 





1. Provisioning codes in the NPAC:  Carriers using low-tech processes are saying they will not be provisioning their NPA NXX’s with the NPAC in advance, but only at the time they receive a port request.  The process they will use is to call the NPAC and have the codes provisioned at the time of the request and then immediately have an SV created in the SOA.  Most automated carriers receive a daily download from vendors who must first receive the data from the NPAC. This means that the automated process is actually delayed up to 2 days when the NPA NXX’s a carrier has customers on could be provisioned in advance with the NPAC and eliminate the delay for larger carriers. 


2. Opening codes in the LERG:  Some carriers have mentioned that they will not necessarily update the LERG with their codes marked as portable prior to 30 days in advance of when they could receive a port request on that NPA NXX.       





2. Problem/Issue Description: (Provide detailed description of problem/issue.)



A. Examples & Impacts of Problem/Issue:    


1. Provisioning codes in the NPAC:  


a.   At a minimum the only way carriers have to know of valid NPA NXX’s for 


      porting is if they are provisioned in the NPAC Administrative views. For 


     automated carriers the port validation check would likely indicate the NPA 


     NXX is not provisioned and signal a troubleshooting process to occur. This 


     means every port of this type would require trouble resolution and longer 


     porting times than are necessary when the provisioning of the NPA NXX could 


     be done in advance. 


b.  While the manual low-tech carrier could complete the port in the 2.5 hour 


     timeframe, many large carriers could not due to a 2 day turn around for 


     updated NPA NXX files to download from the NPAC to clearinghouse vendors 


     and then from clearinghouse vendors to carriers.  


            c. It is not realistic for larger carriers to manually update IT tables that feed POS 


     systems for each low-tech port request received.  In addition, manual updates 


    could be reversed by the daily download with vendors.  





2.  Opening codes in the LERG:  



a.  Technically a carrier can allow a port to occur when it is not marked portable 


    
     at the LERG.  However this opens up risks that customer may experience call 


 
     routing issues. Calls from other carriers may not complete because they base 


     their LNP trigger tables on the LERG. This will generate Network trouble 


     tickets.  In short, it is possible all carriers who may be involved in call routing 



     may not know the port has occurred for that MDN.  


b.   Customer’s perception of call routing issues may be that it is the new carrier’s 



      Network that is the cause of call routing issues where in reality it is the OSP.  


B. Frequency of Occurrence:  


            For all three scenarios the issues would occur for each port by the low-tech 


            carrier to another automated carrier. 


C. NPAC Regions Impacted: All


D. Rationale why existing process is deficient:  


Carrier’s are not using industry standard processes already created based on NANC documented requirements. These standards must be employed to resolve the above issues. 


E. Identify action taken in other committees / forums: Issues were raised on CTIA calls. 





3. Suggested Resolution: 



The 











North American Numbering Council, Wireless Number Portability Subcommittee Report on WIRELESS NUMBER PORTABILITY Technical, Operational and Implementation Requirements Phase II version 1.7 documents the process for opening codes in the LERG and the NPAC in section 5.4.3 as follows:


5.4.3 Opening NPA NXXs for Porting


“A SP will need to make sure NPA-NXXs that need to be opened for porting are marked as portable in the LERG.  The code opening process must occur before processing any subscriber requests for porting numbers from a portable NPA-NXX.  The process steps are as follows: 


Individual SPs identify the NPA-NXXs targeted for porting and forward a request  to the LERG assignee (code holder) of the NPA-NXXs. Notification must occur by the 15th of the month for portability information to be included in the next LERG update. 


The code holder must respond to the SPs within five business days, indicating whether the NPA-NXX can be processed. The code holder then notifies the LERG to open the NPA-NXXs, 45 days before the date when porting needs to be effective (if the request cannot be processed, the holder must note the reasons in the response).


The LERG publishes notification of the NPA-NXX with the effective date, i.e. the date that the NPA-NXX is available for LNP in the NPAC customer networks. LERG updates are published by the fifth business day of the month. Emergency updates can also be sent out daily.


SPs and N-1 service providers update GTT information in their individual networks for all appropriate services. GTT updating must occur within 45 business days of LERG publication.


Code holders notify the NPAC of NPA-NXXs to be opened for porting.  This should occur within 45 days of the LERG publication.  The SP must notify NPAC personnel via fax or email, preferably 2 weeks in advance, NPA-NXXs available for porting and their effective dates.  If a SP chooses, they can input their NPA-NXX information directly in to the NPAC SMS via the LSMS, SOA, or LTI. 


The NPAC updates its SP and network information.  It then informs all SPs about the availability of the NPA-NXXs for porting via the NPAC SMS to LSMS and SOA to NPAC SMS interfaces. The portable NPA-NXXs and their effective dates are posted on the npac.com web site.


For porting the first ported number in a newly opened NPA-NXX, upon receipt of the first Subscription Version (SV), the NPAC broadcasts a message to all LSMSs and SOAs. 


Upon receipt of the message, SPs should open routing tables and set triggers in donor switches, LNP-capable tandems and LNP-capable offices in all networks.  “


Since all carriers without waivers are mandated to be porting, it is reasonable to expect that all of their respective codes are marked Portable in the LERG and open for porting in the NPAC.











LNPA WG: (only)



Item Number: 0040 v2




Issue Resolution Referred to: _________________________________________________________



Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________
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LNP Problem/Issue Identification and Description Form



Submittal Date (mm/dd/yyyy):  07/08/2004



Company(s) Submitting Issue:  Verizon Wireless



Contact(s):  Name:    Deborah Stephens



Contact Number:
615-372-2256



Email Address:
deborah.stephens@verizonwireless.com



(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)



1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)



Outside of NANC 323 – SPID Migrations, when carriers acquire or trade markets, unexpected fallout can occur for their LNP trading partners during the time the markets are being transitioned from one SPID to the other.  This fallout can be difficult to resolve, customer expectations may be set incorrectly, and general porting confusion may occur if trading partners are not informed of the changes within a reasonable time period prior to the changes taking place.                                                       



2. Problem/Issue Description: (Provide detailed description of problem/issue.)



A.   Examples & Impacts of Problem/Issue:  Verizon Wireless recently experienced a high volume of fallout due to some NPA NXX ranges moving from one wireless carrier (Carrier A) to another



wireless carrier (Carrier B) where SPIDs changed from A to B.  This caused a high volume of manual work and port completion times spanned many days.  Many of these numbers were also affected by the mandatory 5 day waiting period for porting activity on new -x blocks at NPAC.  



Carrier B was listed as the code owner in the LERG, but the code owner at the NPAC was Carrier A.  This caused much confusion around where to send the WPRs.  Many WPRs were sent to Carrier A and confirmed.  Due to the transitional status of the numbers in the NPAC, some of these confirmed ports failed at the NPAC and yet some of them actually went through and activated under Carrier A.  The failed ports needed to have port requests submitted to Carrier B.  Resubmitting the port requests was complicated further because the customers did not have bills from Carrier B and did not know their new account numbers.  After getting port confirmation from Carrier B, SV creates failed at the NPAC for Carrier B because of the mandatory waiting period on the new -x blocks.  



B.   Frequency of Occurrence:  All port requests involving the affected market(s) are impacted during the transition period.



C. NPAC Regions Impacted:



 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     



 West Coast___  ALL: XXX



D.  Rationale why existing process is deficient:  A recommended “best practice” does not currently exist to guide carriers during SPID transitions.



E.   Identify action taken in other committees / forums: None that we are aware of. __________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________



F.   Any other descriptive items: __________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________



3. Suggested Resolution: 



Service providers involved in moving customers from one SPID to another need to coordinate their moves to align with the published LERG effective dates.  The NPAC SPID assignments for the affected codes also need to align with the LERG effective dates. 



Additionally, service providers are urged to follow the processes listed below for required SPID changes:



SPID correction when no ported numbers exist:




If no ported numbers are in the code, the service provider should contact the code owner as shown in the NPAC to change the code ownership in the NPAC.



SPID correction when ported numbers exist:




If there are active SVs on a code, implement NANC 323 so there is no direct industry cost for pooling the block.  Service providers can look in the LSMS and ask for all ported TNs within the NXX in question to see how many SPIDs are in the code.



SPID correction when ported numbers exist – an alternative to NANC 323:




Coordinate a call among service providers if there are 5 or less service providers with ported numbers in the code.  The service providers with ported numbers would then coordinate to change their records.  The carriers involved need to determine if this process is feasible.



SPID correction when ported numbers exist – use as a last resort




Service providers can utilize the CO Code Reallocation Process (pooling the block at NPAC), however due to the cost per code to utilize this method it should be used as a last resort.



[image: image1.png]
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LNP Problem/Issue Identification and Description Form



Submittal Date (mm/dd/yyyy): 06/2/2004



Company(s) Submitting Issue: T-Mobile, Sprint, Verizon Wireless, Nextel, Cingular, US Cellular



Contact(s):  Name: Paula Jordan, Sue Tiffany, Debbie Stevens, Rosemary Emmer, Elton Allan, Chris Toomey




         Contact Number: 925-325-3325; 913-762-8024; 425-603-2282; 301-399-4332; 404-236-6447; 773-845-9070 



         Email Address: Paula.Jordan@T-Mobile.com; Sue.T.Tiffany@mail.sprint.com; Deborah.Stephens@verizonwireless.com; rosemary.emmer@nextel.com; elton.allen@cingular.com; Chris.Toomey@uscellular.com



(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)



1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)



Current wire line business practices allow carriers flexibility to set their own unique “business rules” or porting requirements and change them as often as needed.  Carriers may have scores of different LSR fields from one of several different versions of the LSOG guidelines (LSOG 4 to LSOG 8 +) for a local service request (LSR).  Some carriers will change their business rules as often as several times a month.  These frequent changes to carrier unique requirements significantly increases porting cost, error and fall-out, and inhibits the automation of porting processes.



2. Problem/Issue Description: (Provide detailed description of problem/issue.)



A. Examples & Impacts of Problem/Issue: 



Currently carriers have flexibility in defining the business rules and processes that must be followed by the winning carrier that is porting a number from them.  Business rules are determined by the individual carrier’s unique needs for information or to support their unique systems and processes.  Changes may specify the interface such as EDI, fax, e-mail or web GUI, or they may define fields required before a port can be validated and processed.  Changes in business rules often alter not only the fields required but also the EDI interfaces, the position of fields on fax forms and tags and tokens for fields within web GUIs.  The frequency of business rule changes varies between carriers.  Changes to automated systems and processes are not only driven by scheduled release changes to the carrier’s interfaces; document-only changes often affect the automated systems and processes for porting numbers.  



Changes to the business rules and processes makes the automating of porting processes more costly and inefficient and in most cases too costly for all except possibly the largest carriers with the highest volumes of ports.  The costs of maintaining such systems are always very expensive.  Every time a business rule changes it requires redesigning, recoding and retesting of automated systems.



B. Frequency of Occurrence:



The frequency of changes vary between carriers.  For one carrier business rules have recently changed 9 times in 6 weeks.


C. NPAC Regions Impacted:



 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     



 West Coast___  ALL_x_



D. Rationale why existing process is deficient: 



The current process results in high cost, more time to port, error and fall-out.  It makes automation of porting processes nearly impossible.


E. Identify action taken in other committees / forums: 



No other yet.



F. Any other descriptive items: __


__________________________________________________________________________________________________________________________________________________________________________



3. Suggested Resolution: 



Adhere to current guidelines limiting releases for interfaces.  Limit all changes affecting business rules, fields and processes within these same major release dates.   


LNPA WG: (only)



Item Number: 0039 v3




Issue Resolution Referred to: __OBF LSOP committee with the recommendation to refer to the ITF________


Why Issue Referred: ______Expertise and responsibility for this is in these committees_______________________________________________________________________________________________________________________________________________________________________________
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Why VoIP?


			Voice over IP is championed for:


			More efficient bandwidth usage


			Attractive web-like service development model


			Dynamic endpoint-based capability negotiation


			Consolidation of voice with other services (IM, video, etc)


			Presence-based services


			But also, because it’s there


			High-speed Internet penetration in businesses and residences rapidly growing


			The fundamental premise of the Internet is to provide a general transport for data regardless of its purpose


			Why parcel telephony over a separate wire if you have IP?














The VoIP Model: Core tenets


			Like SS7, VoIP distinguishes signaling from bearer


			VoIP protocols send signaling for call setup and management (like SIP and H.323)


			Separate protocols are used to carry bearer media (like RTP)


			Features are built into endpoints


			Following the core Internet architectural principle


			State in the network leads to a less scalable service


			 Standards-based, rather than provider-based


			Usually open standards, allowing highly multi-vendor environments


			Works the same way no matter how you get IP access


			DSL, cable modem, wireless Internet, T1, etc.


			For audio media, traditional codecs and IP-specific codecs are packetized


			Media samples collected for Internet datagram packets














VoIP Signaling


			Signaling protocols are similar to ISDN Q.931 signaling


			In fact, H.323 uses Q.931, and SIP is easily mapped to telephony signaling protocols


			Protocols manage:


			Call establishment, modification, termination


			Identity management (calling and called party identifiers)


			Overall capability negotiation


			Codec negotiation


			Codecs for VoIP are dynamic, not decided by a pre-existing trunk configuration


			Also allows non-voice capabilities to be negotiated, such as video or instant messaging


			IP endpoint location and identification


			Including presence














Session Initiation Protocol (SIP)














What is SIP?


			Session Initiation Protocol (RFC3261)


			SIP does two things:


			Allows endpoints on the Internet to discover one another


			Lets endpoints share information that characterizes a session they would like to share


			Current favorite for VoIP


			Although it has applicability to any real-time communications over the Internet	


			Instant messaging, videoconferencing, gaming, etc


			Implemented by many major vendors and service providers


			Lucent, Nortel, Ericsson, Nokia, Siemens, Cisco, Microsoft


			AT&T, MCI, Level(3), Vonage, 3GPP wireless, MSN, more coming every day

















SIP: Discovery functions


			SIP creates a permanent identifier for a user


			Known as an address-of-record, or AoR (a lot like an email address)


			Ex: sip:jon.peterson@iptel.org


			SIP devices are not tied to any specific user


			Devices have their own identifiers, called contact addresses


			Ex: sip:cisco31.iptel.org, or just sip:192.168.1.1


			SIP has a registration function that associates one or more devices with a user


			This is a transient association – soft state, requires refreshes


			Allows a user to sit down at a new device, register, and be able to receive calls there – a simple form of service mobility


			SIP also supports various presence/event functions that facilitate discovery


			Helps callers know if the user is available, whether or not they’re willing to communicate now, and how they might be able to communicate














Inside SIP


			SIP is a direct descendant of email and the web


			Protocol structure draws heavily from SMTP, HTTP and RFC822 (email message format)


			Looking at a SIP message, it has a lot in common with an email message


			To, From, Subject, Organization, and so on


			In place of Received headers, there are Via headers


			Also has entities in common with email and the web


			User agents (which is the fancy name for email clients)


			Proxy servers (familiar from HTTP, though in SIP, have more in common with mail transfer agents (MTAs) in email)














How it works


sip:device31@enterprise.com


sip:192.168.1.1


sip:sip.iptel.org


REGISTER


sip:jon@iptel.org = 


sip:192.168.1.1


INVITE


sip:jon@iptel.org


device31 looks up ‘iptel.org’


in the DNS to find the right server


When sip.iptel.org receives the INVITE,


it looks for existing registrations for jon; 


if it finds one or more, it forwards to them


UA


UA


Proxy











How it works (2)


sip:device31@enterprise.com


sip:192.168.1.1


sip:sip.iptel.org


INVITE:


sip:jon@iptel.org


OK


OK


If the INVITE is acceptable, the device


returns an OK


sip.iptel.org forwards the OK response


Media can now be exchanged


directly between the devices











Why SIP matters


			Open standard


			Not a proprietary, monolithic solution


			Wide industry consensus and implementation/deployment


			General purpose


			Not tied to any particular application or type of media


			Equally successful in VoIP, IM


			Common session management functions


			You set up an IM conference the same way that you set up a voice conference


			Easy to create applications/services


			Since SIP is so close to HTTP, CGI scripts are easily adapted to SIP














What are people doing with SIP?


			Primarily IP-PSTN “termination” services


			All-you-can-eat local and long distance (price points now down at around $10 a month)


			Also PSTN-IP “origination” services


			Vonage is a good example: sells you telephone numbers wherever you want ($5 each), points them at your SIP phone


			Greenfield peer-to-peer services


			Free World Dialup, iptel.org, etc


			Uncommercializable


			Instant messaging and presence services


			Presence especially is getting play in wireless offerings (PTT)


			Full PSTN replacement


			3GPP and the NGN initiative


			Longer-term directions for international telephony standards


			To a limited degree, voice and video conferencing


			Convergence


			Especially presence with telephony














Numbering and Routing














What’s a telephone number?


			Long ago, a telephone number was an address


			Mechanical lever moves x notches as the rotary dial unwinds - number is tightly coupled to physical machinery


			Today, numbers are logical entities that can be mapped to all sorts of devices and services


			Consider Find-Me services, 800 numbers, etc


			ITU-T E.164 defines the international space of telephone numbers (country codes)


			National governments are responsible for the assignment of their numbering space


			North American Numbering Plan (NANP) numbers are constituted of an area code (or NPA), exchange code (or NXX), and address














Traditional number routing


			Taking NANP as an example, traditional routing is based on NPA/NXX prefix


			Maps NPA/NXX to a particular end office Point Code 


			LERG - Local Exchange Routing Guide


			LERG data is compiled by a centralized authority and pushed to service providers


			Switches in the PSTN essentially load their own image of the LERG, full of NPA/NXX->PC mappings


			But there are exceptions to LERG routing in the PSTN today














Exceptions and Challenges


to traditional number routing


			Mobility


			Cellular phones, routing through location registers


			Number portability


			Local Number Portability 


			Number pooling


			Assignment of numbering resources in thousand blocks


			Enhanced service routing 


			800 translation, CIC-based routing, and so forth


			IP terminals


			NPA/NXX -> Point Code mapping isn’t very useful


			May best be addressable by a URI


			All of these require query-based routing


			LERG-based routing is transitioning to query-based routing














Internet Routing: The DNS


			The Domain Name System (DNS)


			Foundational Internet technology


			Transforms domain names (www.google.com) into IP addresses (66.102.7.147)


			Hierarchically structured resolution 


			for “.”, go to the root server, which says ‘for “.com”, go to server B’, which in turn says ‘for “google.com”, go to server C’


			Scales by hierarchical distribution and caching


			Records can be cached for a certain time-to-live (TTL)


			Records close to the root cache for longer periods of time (the authority for “.com” doesn’t change often)














How are VoIP calls routed?


			Address-of-record URI (Uniform Resource Identifier)


			An identity for a user, an address that is easily remembered. Used in the To and From headers of SIP messages. Not associated with any particular endpoint. Hostname is usually a domain.


			Ex: sip:joe.bloggs@example.org (just like ‘mailto:user@host’)


			Routed by DNS lookup on ‘example.org’


			Contact address URI


			A URI specific to a particular device rather than a user. Hostname is an IP address, or refers to a particular device. Appears in the Contact header and sometimes Request-URI of SIP messages.


			Ex: sip:joe.bloggs@192.168.3.6;transport=tcp


			Routed to ‘192.168.3.6’ directly 

















Telephone numbers over IP


			Typically a URI is used in protocols such as SIP to depict a telephone number (similar to HTTP URLs or email addresses)


			tel URL (tel:+13035550001)


			sip URI (sip:+13035550001@domain.com;user=phone)


			The IETF has developed a technology specifically for managing telephone numbers in the IP domain


			ENUM reuses the Domain Name Service (DNS) system for translating telephone numbers to URIs (E2U)


			ENUM record containing one or more URIs for routing the returns an NAPTR call


			Appropriately enough, a query-based routing system








			














ENUM














Overview


	ENUM is a scheme that puts telephone numbers into the Domain Name System (DNS) in a single “golden tree” domain so that resources or end point addresses associated with a telephone number can be resolved in the IP domain











What ENUM does to a telephone number


			 Take a phone number





+1 571 434 5400


			 Turn it into an FQDN   





0.0.4.5.4.3.4.1.7.5.1.e164.arpa


			 DNS returns list of URI’s





			 Query the DNS





mailto:joe.bloggs@example.com


sip:joe.bloggs@example.com


http://www.example.com/~bloggs


Transform a telephone number into a URI











Dialing a VoIP number with ENUM


ENUM Global Directory (DNS) Equates +1-202-555-1234 to sip:mark@carrier.net to enable Voice over IP using SIP 


1. The caller simply dials the person’s normal telephone number


2. Calling party proxy UAC queries DNS for location of end point


3. DNS returns NAPTR record containing SIP URL to Calling Party UA


4. Calling party UA connects the call











Limits of ENUM: The Domain Name System is Public and Static


			Everyone who queries the DNS for “www.google.com” gets back the same answer


			No authentication of origins of queries


			No authorization decisions made


			The DNS can be “mined”


			Users can spider the DNS, acquiring all hosts and records within a given tree


			The DNS only scales when its data doesn’t change in real-time


			Some systems cache as low as a minute, but that’s uncommon


			For the most part, the DNS is not secure


			Digital signatures and encryption have not been widely deployed for DNS records














Delegation models


“.”


“.com”


“.biz”


“google.com”


“www.google.com”


“.”


“.e164.arpa”


“.com”


“1.e164.arpa” Tier 1


“4.4.5.2.0.2.1.e164.arpa”


Tier 2


ITU-T


USA/FCC (+1)


UK/Ofcom (+44)


NANPA/NPAC (+1)


Verizon (iLEC) (+1202544)


DNS


E.164


ENUM











			Public ENUM


			Under “e164.arpa” golden tree


			Require end user opt-in, public administration


			Private ENUM


			Under a tree other than “e164.arpa”


			Internal use by any entity or group of entities (federation)


			Not a subject of standardization





Varieties of ENUM











Interworking VoIP with the PSTN














Gateways


			Gateways interwork between the PSTN and VoIP


			At the signaling level, translating VoIP messages into corresponding PSTN messages and vice versa


			At a bearer level, assembling IP packetized media and rendering it as PSTN media and vice versa


			Gateways exist for several types of interconnection


			Network-level interconnection, SS7-VoIP based


			Softswitch, distributed signaling architecture


			Connects to tandems or SS7 SSPs just like a Class 5 switch


			User-level interconnection, ISDN or even POTS interworking


			Today, ISDN gateways are the common case


			CLECs provide an ISDN interface for VoIP providers














ISDN-to-SIP calling through a gateway


SIP INVITE 


sip:alice@atlanta.com


SIP INVITE 


sip:alice@pc1.atlanta.com


Query: +13035550001


Response: sip:alice@atlanta.com


SETUP


 (D-chan)


POTS


Call:


5550001


Digital


Trunk


RTP


Proxy knows that


Alice is at pc1


RTP is established after


SIP session is initiated


PSTN call is routed


to ISDN GW via TN








Routing database


Gateway








Class5


Switch








Class5


Switch








Tandem











SS7-to-SIP calling through a gateway


SIP INVITE 


sip:+13035550001


@atlanta.com


SIP INVITE 


sip:alice@pc1.atlanta.com


POTS


Call:


5550001


RTP


Proxy knows that


5550001 is at pc1


RTP is established after


SIP session is initiated


PSTN call is routed


to softswitch via TN





SS7 IAM


Digital


IMT


Softswitch








Class5


Switch








Tandem


Med Gw


Sig Gw











Gateway


SIP


Endpoint


Circuit


Switch


IAM


INVITE


100


18x


ACM


200


ANM


ACK


REL


BYE


200


RLC


Media


Call Setup (SS7 to SIP)











VoIP and Number Portability














VoIP and Number Portability


			Currently there are no capabilities within the NPAC to specifically address the porting and pooling for IP-enabled TNs 





			TNs are porting from TDM service providers to VoIP service providers today


			The LRN is assigned to a Class 5 switch and VoIP terminating calls are routed thru the PSTN to that Class 5 switch


			The call is then routed out of the Class 5 switch over ISDN lines to the VoIP switch


			The VoIP switch translates the TN to a URI using a local table and terminates the call to the user


			For some IP applications like SMS and MMS, NP data is used to approximate a URI based on a SPID


			Private ENUM is being used to provide this routing information


			A few SIP-based or (private) ENUM-based solutions for providing NP data to SIP calls have been deployed


			SIP supports markup in the ‘tel’ URI for NP data














Mapping SS7 LNP data to SIP


			This issue has been studied, and has seen some implementations





			Many network-level gateways can read the M bit of the FCI, and look for the GAP





			Also support for setting these parameters appropriately for PSTN termination cases














Example: Private ENUM for MMSCs


NP


Data


Requesting


MMSC


4.3.2.1.1.8.9.3.0.7.1.foo.foo


NAPTR  RR(s)


Example: Carrier XYZ currently serves +1-703-981-1234, which can be ported or non-ported.  When


an MMSC sends a query on “4.3.2.1.1.8.9.3.0.7.1.foo.foo,” the Private ENUM responds with an 


NAPTR RR that contains a “mailto” URL, “mailto:+17039811234@xyz.com.”    The MMSC then 


uses the carrier name “xyz” to send the message to Carrier XYZ’s MMSC.


Other


Data


Example


4.3.2.1.1.8.9.3.0.7.1.foo.foo


  IN NAPTR  10 10 “u" “E2U+mms" “!^.*$!mailto:+17039811234@xyz.com!”  .





















































Private


ENUM











Number Portability and ENUM


			ENUM works very differently than number portability


			Provisioning:


			The NPAC provisions routing information into service providers’ routing DBs.  Carriers use that routing information within their own networks to route calls and SS7 messages


			ENUM provisions a DNS DB, called Tier 1.  Users (e.g., carriers) query that DNS DB which points them to another DB, called Tier 2, to retrieve the routing data


			Access to Data:


			NP data is only available to NPAC Users


			ENUM, like the DNS, is necessarily a public resource (anyone can query)


			Entities Involved in the Service


			NPAC - the NPAC, the LLC and the NPAC Users


			ENUM – consumers (i.e., registrants), registrars, ENUM LLC, Tier 1 providers, Tier 2 providers, application service providers, etc.


			Regulatory Oversight:


			The FCC has oversight of NP


			ENUM receives oversight from the DoC, FCC, State Dept., FTC, and ITU-T.  The IAB and the 18 other countries within CC1 provide policy-related input.  














Number Portability and ENUM





			There are no mechanisms within ENUM to account for NP


			There is no concept of a service provider (i.e., carrier) in ENUM, only registrars and registrants


			The ENUM record could be changed at either Tier 1 or Tier 2 to reflect the change in carrier


			Any changes in an ENUM record requires the approval (opt-in) of the consumer (registrant)  


			It’s possible that a carrier could port a number but would be unable to modify ENUM records


			It’s possible that a consumer would not allow the carrier to change their ENUM record














NP and IP


			NP is an administrative process enabled thru a shared OSS (NPAC) with an authoritative routing DB for ported and pooled TNs





			Services associated with TNs are evolving to IP





			Industry should consider adding SMS, MMS, IMS (future) and SIP GW URIs to the SV and network data in the NPAC


			Analogous to existing LRN and GTT fields


			Carriers could upgrade their LSMSs to provision URI routing databases














Summary and Questions











DNS-Server

Response
sip:name @domain.com

Query
4.3.2.1.5.5.5.2.0.2.1.e164.arpa?
“Call Setup”

Sip
Sip:name@domain.com

Dial Sip Prox: "
+1-202-555-1234 & Frowy By Fag





Proxy
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LNP Problem/Issue Identification and Description Form



Submittal Date (mm/dd/yyyy): 02/27/2004



Company(s) Submitting Issue: TSI



Contact(s):  Name: Rob Smith 



         Contact Number: 813-273-3319   




         Email Address: rsmith@tsiconnections.com 



(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)



1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)



Wireless carriers are not receiving customer service records (CSRs) from all wire line network service providers when a reseller is the local service provider.  Wireless port requests do not collect the needed information to complete a wire line local service request (LSR).  The CSR is required to complete the LSR and the port the number.


2. Problem/Issue Description: (Provide detailed description of problem/issue.)



A. Examples & Impacts of Problem/Issue: 



The current NANC flows suggest that when a number is porting from a reseller, the port request should be issued to the network service provider.



Developing a local service request (LSR) from a wireless port request (WPR) requires a customer service record (CSR) provided by the old network service provider (OSP).  When the OSP is a reseller and the number is porting from an old network service provider, the CSR is not always provided by the wire line network service provider and there is not enough information to complete the LSR.  



About half of the larger wire line carriers do provide the CSR on reseller numbers and the ports occur without incident.  The others wire line carriers simply reject the CSR request because it is not their customer and the port fails and is nearly impossible to resolve.


B. Frequency of Occurrence:



These problems may occur multiple times a day.



C. NPAC Regions Impacted:



 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     



 West Coast___  ALL_x_



D. Rationale why existing process is deficient: 



For old network service providers that do not provide CSRs, the ports fail.



E. Identify action taken in other committees / forums: 



No other action has been taken by other groups.



F. Any other descriptive items: __



__________________________________________________________________________________________________________________________________________________________________________



3. Suggested Resolution: 



Wire line network service providers should provide the customer service record on porting reseller numbers.  The response message to the CSR query should include a statement that the number being requested is a reseller number.



LNPA WG: (only)



Item Number: 0032 v3




Issue Resolution Referred to: _________________________________________________________


Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________
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NANC – LNPA Working Group
                     
Problem/Issue Identification Document






LNP Problem/Issue Identification and Description Form



Submittal Date (mm/dd/yyyy): 02/27/2004



Company(s) Submitting Issue: TSI



Contact(s):  Name: Rob Smith 



         Contact Number: 813-273-3319   




         Email Address: rsmith@tsiconnections.com 



(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)



1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)



Wireless carriers are not receiving customer service records (CSRs) from all wire line network service providers when porting ‘Type 1’ numbers from other wireless service providers who are leasing the number.  Wireless port requests do not contain the needed information to complete a wire line local service request (LSR).  The CSR is required to complete the LSR and the port.


2. Problem/Issue Description: (Provide detailed description of problem/issue.)



A. Examples & Impacts of Problem/Issue: 



The current NANC flows suggest that when a number is ‘Type 1’, the port request should be issued to the network service provider rather then the billing service provider.



Developing a local service request (LSR) from a wireless port request (WPR) requires a customer service record (CSR) provided by the old network service provider (OSP).  When the OSP is leasing the number from a wire line network service provider as a ‘Type 1’ number, the CSR is not always provided by the wire line network service provider and there is not enough information to complete the LSR.  



About half of the larger wire line carriers do provide the CSR on ‘Type 1’ numbers and the ports occur without incident.  The others wire line carriers simply reject the CSR request because it is not their customer and the port fails and is nearly impossible to resolve.


B. Frequency of Occurrence:



Multiple time a day.



C. NPAC Regions Impacted:



 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     



 West Coast___  ALL_x_



D. Rationale why existing process is deficient: 



For old network service providers that do not provide CSRs, the ports fail.



E. Identify action taken in other committees / forums: 



No other action has been taken by other groups.



F. Any other descriptive items: __



__________________________________________________________________________________________________________________________________________________________________________



3. Suggested Resolution: 



Wire line network service providers should provide the customer service record on ‘Type 1’ ports.  The response message to the CSR query should include a statement that the number being ported is a ‘Type 1’ number.



LNPA WG: (only)



Item Number: 0034 v2




Issue Resolution Referred to: _________________________________________________________


Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________
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Problem/Issue Identification Document






LNP Problem/Issue Identification and Description Form



Submittal Date (mm/dd/yyyy): 02/27/2004



Company(s) Submitting Issue: TSI



Contact(s):  Name: Rob Smith 



         Contact Number: 813-273-3319   




         Email Address: rsmith@tsiconnections.com 



(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)



1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)



Wireless cannot process "Jeopardies" following confirms from wireline service providers when they are not able to meet the original due date and time.



2. Problem/Issue Description: (Provide detailed description of problem/issue.)



A. Examples & Impacts of Problem/Issue: 



Wire line service providers may send a ‘confirm’ response with a ‘due-date-and-time’ on a port response message.  But if the wire line carriers are not able to meet the originally confirmed desired due date and time then wire line service providers have the flexibility to send a ‘jeopardy’ notice changing the original DDT.  Wireless carriers currently cannot support jeopardy notices with changes to the due date and time.


B. Frequency of Occurrence:



Once a week



C. NPAC Regions Impacted:



 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     



 West Coast___  ALL_x_



D. Rationale why existing process is deficient: 



Jeopardies create fall-out on inter-modal ports and the ‘disconnect’ by the old service provider may be out of sequence from the ‘activation’ by the new service provider.



E. Identify action taken in other committees / forums: 



This is related or supplemental to the PIM submitted by Rick Dressner on changes to DDT 2/2004.  The difference is that this considers "jeopardies" following a ‘confirm’ and not just the change of the DDT on the original port request.  This issue may be referred to OBF.



F. Any other descriptive items: __



__________________________________________________________________________________________________________________________________________________________________________



3. Suggested Resolution: 



Wireless carriers should avoid sending duplicate port requests for the same number.  This results in jeopardy notices when the wire line trading partner confirms a second request only to learn that the port is already in progress.



Wire line carriers should tighten their processes for issuing confirms.  Jeopardy Notices appear to be used on ports that should not have been confirmed in the first place.  True jeopardy notices should only be used when and appointment can’t be made involving a ‘loop’.  Such cases would be very rare in intermodal porting.



When a jeopardy notice must be issued, providing a reason for the jeopardy notice helps reduce the research time required to learn why.  Following is a list of common reasons for jeopardy notices.  Including these on responses would help process jeopardy ports.



· Duplicate LSR



· Contact LEC



· Special feature on TN



· Due Date change requested



· Contact with end user required



· Ported MDN has not been activated



LNPA WG: (only)



Item Number: 0031 v2




Issue Resolution Referred to: _________________________________________________________


Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________
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Problem/Issue Identification Document






LNP Problem/Issue Identification and Description Form



Submittal Date (mm/dd/yyyy): 02/27/2004



Company(s) Submitting Issue: TSI



Contact(s):  Name: Rob Smith 



         Contact Number: 813-273-3319   




         Email Address: rsmith@tsiconnections.com 



(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)



1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)



Wireless carriers are not receiving customer service records (CSRs) from all wire line network service providers when porting ‘Type 1’ numbers from other wireless service providers who are leasing the number.  Wireless port requests do not contain the needed information to complete a wire line local service request (LSR).  The CSR is required to complete the LSR and the port.


2. Problem/Issue Description: (Provide detailed description of problem/issue.)



A. Examples & Impacts of Problem/Issue: 



The current NANC flows suggest that when a number is ‘Type 1’, the port request should be issued to the network service provider rather then the billing service provider.



Developing a local service request (LSR) from a wireless port request (WPR) requires a customer service record (CSR) provided by the old network service provider (OSP).  When the OSP is leasing the number from a wire line network service provider as a ‘Type 1’ number, the CSR is not always provided by the wire line network service provider and there is not enough information to complete the LSR.  



About half of the larger wire line carriers do provide the CSR on ‘Type 1’ numbers and the ports occur without incident.  The others wire line carriers simply reject the CSR request because it is not their customer and the port fails and is nearly impossible to resolve.


B. Frequency of Occurrence:



Multiple time a day.



C. NPAC Regions Impacted:



 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     



 West Coast___  ALL_x_



D. Rationale why existing process is deficient: 



For old network service providers that do not provide CSRs, the ports fail.



E. Identify action taken in other committees / forums: 



No other action has been taken by other groups.



F. Any other descriptive items: __



__________________________________________________________________________________________________________________________________________________________________________



3. Suggested Resolution: 



Wire line network service providers should provide the customer service record on ‘Type 1’ ports.  The response message to the CSR query should include a statement that the number being ported is a ‘Type 1’ number.



LNPA WG: (only)



Item Number: 0034 v2




Issue Resolution Referred to: _________________________________________________________


Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________
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LNP Problem/Issue Identification and Description Form



Submittal Date (mm/dd/yyyy):  7/12/04

PIM #  47


Company(s) Submitting Issue:  Sprint


Contact(s):    Name  Susan Tiffany



         Contact Number   913-762-8024



         Email Address   Sue.T.Tiffany@mail.sprint.com


(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)



1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)



The intention of this PIM is to discuss minimum industry intermodal standards for 





purging old/abandoned ports.  This issue is related to WNPO Issue 04-13 – ‘Purge Old Port Requests with No Response’.  


























2. Problem/Issue Description: (Provide detailed description of problem/issue.)



A. Examples & Impacts of Problem/Issue:    


This is the solution when a carrier has not or is unable to use the recommended cancel process as documented in the NANC Process Flows.  This issue documents the wireless industry’s agreement for purging old/abandoned ports, as follows: 



Scenario 1 – When the Old Service Provider (OSP) has confirmed the port request but does not receive an activation notice from NPAC, they can purge the port request 30 calendar days after the due date. In a similar process, the NPAC purges pending Subscription Versions (SVs) 30 days after their due dates have passed.   



Scenario 2 – The OSP has received a port request and there is an error on the request generating a response required from the OSP.  When there is no further activity for 30 calendar days on the port request, the port may be purged.  


Although the wireless industry has agreed to the above scenarios, this has been submitted to LNPA to address the same Intermodal issue.







































2. 





























 

















3.   


























B. Frequency of Occurrence:  


This could occur for 


any port request.


C. NPAC Regions Impacted: All


D. Rationale why existing process is deficient:  





E. This issue contributes to Intermodal fallout.


F. Identify action taken in other committees / forums: 


Issue is related to OBF Wireless Committee Issue 2665 - ‘Determination and Handling of “Abandoned” Ports’.


3. Suggested Resolution: 



Following is the WNPO Committee’s resolution of the issue as reported to NANC.



Scenario 1 – When the Old Service Provider (OSP) has confirmed the port request but does not receive an activation notice from NPAC, they can purge the port request 30 calendar days after the due date. In a similar process, the NPAC purges pending Subscription Versions (SVs) 30 days after their due dates have passed.   



Scenario 2 – The OSP has received a port request and there is an error on the request generating a response required from the OSP.  When there is no further activity for 30 calendar days on the port request, the port may be purged.  


WNPO recommends that the resolution be included in the Best Practices List.





























LNPA WG: (only)



Item Number: 
0047


Issue Resolution Referred to: _________________________________________________________



Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________
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LNP Problem/Issue Identification and Description Form



Submittal Date (mm/dd/yyyy): 02/27/2004



Company(s) Submitting Issue: TSI



Contact(s):  Name: Rob Smith 



         Contact Number: 813-273-3319   




         Email Address: rsmith@tsiconnections.com 



(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)



1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)



Wireless carriers are not receiving customer service records (CSRs) from all wire line network service providers when a reseller is the local service provider.  Wireless port requests do not collect the needed information to complete a wire line local service request (LSR).  The CSR is required to complete the LSR and the port the number.


2. Problem/Issue Description: (Provide detailed description of problem/issue.)



A. Examples & Impacts of Problem/Issue: 



The current NANC flows suggest that when a number is porting from a reseller, the port request should be issued to the network service provider.



Developing a local service request (LSR) from a wireless port request (WPR) requires a customer service record (CSR) provided by the old network service provider (OSP).  When the OSP is a reseller and the number is porting from an old network service provider, the CSR is not always provided by the wire line network service provider and there is not enough information to complete the LSR.  



About half of the larger wire line carriers do provide the CSR on reseller numbers and the ports occur without incident.  The others wire line carriers simply reject the CSR request because it is not their customer and the port fails and is nearly impossible to resolve.


B. Frequency of Occurrence:



These problems may occur multiple times a day.



C. NPAC Regions Impacted:



 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     



 West Coast___  ALL_x_



D. Rationale why existing process is deficient: 



For old network service providers that do not provide CSRs, the ports fail.



E. Identify action taken in other committees / forums: 



No other action has been taken by other groups.



F. Any other descriptive items: __



__________________________________________________________________________________________________________________________________________________________________________



3. Suggested Resolution: 



Wire line network service providers should provide the customer service record on porting reseller numbers.  The response message to the CSR query should include a statement that the number being requested is a reseller number.



LNPA WG: (only)



Item Number: 0032 v3




Issue Resolution Referred to: _________________________________________________________


Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________
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LNP Problem/Issue Identification and Description Form


Submittal Date (mm/dd/yyyy):  7/12/04

PIM #  47

Company(s) Submitting Issue:  Sprint

Contact(s):    Name  Susan Tiffany


         Contact Number   913-762-8024


         Email Address   Sue.T.Tiffany@mail.sprint.com

(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)


1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)


The intention of this PIM is to discuss minimum industry intermodal standards for 



purging old/abandoned ports.  This issue is related to WNPO Issue 04-13 – ‘Purge Old Port Requests with No Response’.  

















2. Problem/Issue Description: (Provide detailed description of problem/issue.)


A. Examples & Impacts of Problem/Issue:    

This is the solution when a carrier has not or is unable to use the recommended cancel process as documented in the NANC Process Flows.  This issue documents the wireless industry’s agreement for purging old/abandoned ports, as follows: 


Scenario 1 – When the Old Service Provider (OSP) has confirmed the port request but does not receive an activation notice from NPAC, they can purge the port request 30 calendar days after the due date. In a similar process, the NPAC purges pending Subscription Versions (SVs) 30 days after their due dates have passed.   


Scenario 2 – The OSP has received a port request and there is an error on the request generating a response required from the OSP.  When there is no further activity for 30 calendar days on the port request, the port may be purged.  

Although the wireless industry has agreed to the above scenarios, this has been submitted to LNPA to address the same Intermodal issue.


























2. 



















 











3.   

















B. Frequency of Occurrence:  

This could occur for 

any port request.

C. NPAC Regions Impacted: All

D. Rationale why existing process is deficient:  



E. This issue contributes to Intermodal fallout.

F. Identify action taken in other committees / forums: 

Issue is related to OBF Wireless Committee Issue 2665 - ‘Determination and Handling of “Abandoned” Ports’.

3. Suggested Resolution: 


Following is the WNPO Committee’s resolution of the issue as reported to NANC.


Scenario 1 – When the Old Service Provider (OSP) has confirmed the port request but does not receive an activation notice from NPAC, they can purge the port request 30 calendar days after the due date. In a similar process, the NPAC purges pending Subscription Versions (SVs) 30 days after their due dates have passed.   


Scenario 2 – The OSP has received a port request and there is an error on the request generating a response required from the OSP.  When there is no further activity for 30 calendar days on the port request, the port may be purged.  

WNPO recommends that the resolution be included in the Best Practices List.



















LNPA WG: (only)


Item Number: 
0047

Issue Resolution Referred to: _________________________________________________________


Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________
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LNP Problem/Issue Identification and Description Form


Submittal Date (mm/dd/yyyy): 07/21/2004


Company(s) Submitting Issue: T-Mobile, Sprint, Verizon Wireless, Nextel, Cingular, US Cellular


Contact(s):  Name: Paula Jordan, Sue Tiffany, Deborah Stephens, Rosemary Emmer, Elton Allan, Chris Toomey



         Contact Number: 925-325-3325; 913-762-8024; 615-372-2256; 301-399-4332; 404-236-6447; 773-845-9070



         Email Address: Paula.Jordan@T-Mobile.com; Sue.T.Tiffany@mail.sprint.com; Deborah.Stephens@verizonwireless.com; rosemary.emmer@nextel.com; elton.allen@cingular.com

(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)


1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)


When there are errors in local service requests to port a number some service providers only respond identifying a single error.  Additional LSRs and responses are required until all errors are finally cleared.  This can result in a need to create many LSRs in order to clear all errors and complete a port.


2. Problem/Issue Description: (Provide detailed description of problem/issue.)


A. Examples & Impacts of Problem/Issue: 


LR’s or responses to an LSR will typically identify only the first error encountered when there are often many errors on a port request. An error is being defined as a failure to meet carriers business rule requirements.  Identifying only one error at a time results in a prolonged iterative process of sending messages back and forth to clear all errors on an LSR - one at a time.


B. Frequency of Occurrence:


This problem affects every wire line port with errors.   10 to 100 daily


C. NPAC Regions Impacted:


 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     


 West Coast___  ALL_x_


D. Rationale why existing process is deficient: 


The current process is more costly, and requires more work and time to complete a port.

E. Identify action taken in other committees / forums: 


No other yet.


F. Any other descriptive items: __

__________________________________________________________________________________________________________________________________________________________________________


3. Suggested Resolution: 


Systems should be enhanced so that the first response (LR) will identify all errors that need to be corrected on an LSR. 

LNPA WG: (only)


Item Number: 0045



Issue Resolution Referred to: OBF LSOP with recommendation to go to the ITF committee


Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________
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LNP Problem/Issue Identification and Description Form


Submittal Date (mm/dd/yyyy): 7/7/2004


Company(s) Submitting Issue: Syniverse


Contact(s):  Name: Rob Smith 


         Contact Number: 813-273-3319   



         Email Address: robert.smith@syniverse.com 


(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)


1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)


The wireless process for porting based on developing and sending a ‘wireless port request’ (WPR) does not provide all the information that is needed to map to the wire line ‘local service request’ (LSR).  Fields that are relevant to wire line porting may have no relevance to wireless porting but may be required by wire line trading partners before allowing a port.  Where the information is not available or does not apply, the ports fail.


2. Problem/Issue Description: (Provide detailed description of problem/issue.)


A. Examples & Impacts of Problem/Issue: 


 The ‘EU Address’ fields – End User Address on the End User forms


A wireless end user has a billing address but does not always have or require an address where service is provided.  Mapping these fields is problematic since wireless has a single field for an address and wire line has 5 or more fields for an address.  The one field is difficult to map to the 5+ fields


The TOS fields – Type Of Service on the Local Request form


This field requires 4 different variables.  The first is ‘type’ and has 5 options, which are residential, business, government, coin or home office.  The second is ‘product’ and has 17 options, which include Single line, multi line, CENTRIX, PBX trunk and Not Applicable.  The third is ‘class’ and has 5 options, which are measured rate, flat rate, message, pre-pay overtime, and not applicable.  The forth is ‘characterization’ and includes foreign exchange, Semi-public, Normal, Prison/Inmate, and Not applicable.  This information is not available from the WPR and can only be assumed or guessed when creating an LSR.


The MI – The Migration Indicator on the Number Portability form


According to LSOG guidelines, the MI field is ‘optional’ when the ACT field is populated with ‘V’ for “Conversion of service to a new LSP”.    Some carriers are requiring the MI field, which is difficult for wireless to populate.  Since this is an optional field wire line carriers should not require the MI field on intermodal ports when the ACT field is populated with “V”.


The CCNA field and the Bill Section of the LSR form


The wireless process does not support special ports that are billable back to the new service provider.  As an example wire line carriers might require a charge to the new service provider for an expedite port request.  The WPR does not support the ability to request an expedited port. 


B. Frequency of Occurrence:


10 to 100 times daily


C. NPAC Regions Impacted:


 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     


 West Coast___  ALL_x_


D. Rationale why existing process is deficient: The current process causes ports to fail and substantial fall-out and manual processing.


E. Identify action taken in other committees / forums:  This could become moot if PIM 39 is first successful which would be to reduce the number of required validation fields to a small set.  This may be referred to the LSOP or the Interspecies Taskforce under ATIS 


F. Any other descriptive items: __


__________________________________________________________________________________________________________________________________________________________________________


3. Suggested Resolution: 


The problem would be resolved if carriers did not require the fields and sections identified above to be populated on LSRs for numbers porting from wire line to wireless.


LNPA WG: (only)


Item Number: 0042



Issue Resolution Referred to: _________________________________________________________

Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________
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LNP Problem/Issue Identification and Description Form


Submittal Date (mm/dd/yyyy):  07/09/2004

Company(s) Submitting Issue:  Verizon Wireless

Contact(s):  Name:  Deborah Stephens


         Contact Number:  615-372-2256


         Email Address   Deborah.Stephens@VerizonWireless.com

(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)


1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)


Verizon Wireless has concerns about the volume of port transactions that the NPAC can process per second when mass changes need to be made and broadcasted to the industry.  Now that wireless service providers are porting throughout the United States, Verizon Wireless expects that the volume of port transactions will increase in general, and mass changes may need to be made more frequently as well.


2. Problem/Issue Description: (Provide detailed description of problem/issue.)


A.   Examples & Impacts of Problem/Issue:


As Verizon Wireless and other wireless service providers are continually managing their networks and load balancing the traffic and subscribers on them, subscriber migrations from one switch to another may become more frequent and of larger volumes in the future.  For example, Verizon Wireless may need to move 100,000 ported in subscribers from Switch A to Switch B.  These 100,000 numbers may need LRN changes in the NPAC, so the NPAC must be able to handle those 100,000 transactions in a short amount of time.  The desired process would be to process all of the changes in one evening rather than having to split up the changes over a period of days or weeks.  


The two methods available for large volume NPAC changes are 1) modifications done through the SOA and 2) modifications done using Neustar’s Mass Modification process.  Going through the SOA, at the current rate of 4 to 6 transactions per second, it could take more than 4 hours to make LRN changes to 100,000 subscribers.  If something goes wrong and Verizon Wireless needs to back out of the changes, then another 4 hours would be required to make the corrections.  This could start to creep into regular business hours in large volume ports.  


The Neustar Mass Modification process is limited to 25,000 changes per region per day Monday through Friday and 50,000 changes per region per day Saturday and Sunday.  A wireless subscriber migration involves more than just that service provider; it also involves each of that service provider’s roaming partners updating their networks on the same night, resulting in a very large coordinated effort among many parties.  


Verizon Wireless also has concerns about multiple wireless service providers doing these same types of migrations on the same nights and what coordination needs to take place to ensure that all service providers are able to manage their networks as needed and when needed.  Using the Mass Modification method for large volume projects requires a high level of coordination and scheduling especially if other carriers in the region also need to do large modifications at the same time.  


Additional updates between the NPAC and the SOA may be needed using the Mass Modification process.  This adds additional time and coordination to fully complete a large volume project.  


B. Frequency of Occurrence: 


On average, Verizon Wireless does some type of subscriber migration/rehome about five times per month. 


C. NPAC Regions Impacted:


 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     


 West Coast___  ALL  X  

D. Rationale why existing process is deficient: 


At the current rate of 4 to 6 transactions per second, large subscriber migrations could take hours, and the back out if something goes wrong will take just as long.   A wireless subscriber migration involves many service providers, rather than just one, so it is critical that all updates be done in a timely fashion on the same night.


E.   Identify action taken in other committees / forums: NANC 393 addresses the future SOA performance and throughput issues that will increase the performance such that the NPAC SMS shall support a total bandwidth of 40.0 SOA CMIP operations per second (sustained) for a single NPAC SMS region.


F.   Any other descriptive items: __________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________


3. Suggested Resolution: 


Verizon Wireless believes that the LNPA WG should discuss future SOA and NPAC throughput needs in relation to an inevitable need for large volume NPAC transactions. 


LNPA WG: (only)


Item Number: 0043



Issue Resolution Referred to: _________________________________________________________

Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________
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LNP Problem/Issue Identification and Description Form


Submittal Date (mm/dd/yyyy):  07/08/2004


Company(s) Submitting Issue:  Verizon Wireless


Contact(s):  Name:    Deborah Stephens


Contact Number:
615-372-2256


Email Address:
deborah.stephens@verizonwireless.com


(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)


1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)


Outside of NANC 323 – SPID Migrations, when carriers acquire or trade markets, unexpected fallout can occur for their LNP trading partners during the time the markets are being transitioned from one SPID to the other.  This fallout can be difficult to resolve, customer expectations may be set incorrectly, and general porting confusion may occur if trading partners are not informed of the changes within a reasonable time period prior to the changes taking place.                                                       


2. Problem/Issue Description: (Provide detailed description of problem/issue.)


A.   Examples & Impacts of Problem/Issue:  Verizon Wireless recently experienced a high volume of fallout due to some NPA NXX ranges moving from one wireless carrier (Carrier A) to another


wireless carrier (Carrier B) where SPIDs changed from A to B.  This caused a high volume of manual work and port completion times spanned many days.  Many of these numbers were also affected by the mandatory 5 day waiting period for porting activity on new -x blocks at NPAC.  


Carrier B was listed as the code owner in the LERG, but the code owner at the NPAC was Carrier A.  This caused much confusion around where to send the WPRs.  Many WPRs were sent to Carrier A and confirmed.  Due to the transitional status of the numbers in the NPAC, some of these confirmed ports failed at the NPAC and yet some of them actually went through and activated under Carrier A.  The failed ports needed to have port requests submitted to Carrier B.  Resubmitting the port requests was complicated further because the customers did not have bills from Carrier B and did not know their new account numbers.  After getting port confirmation from Carrier B, SV creates failed at the NPAC for Carrier B because of the mandatory waiting period on the new -x blocks.  


B.   Frequency of Occurrence:  All port requests involving the affected market(s) are impacted during the transition period.


C. NPAC Regions Impacted:


 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     


 West Coast___  ALL: XXX


D.  Rationale why existing process is deficient:  A recommended “best practice” does not currently exist to guide carriers during SPID transitions.


E.   Identify action taken in other committees / forums: None that we are aware of. __________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________


F.   Any other descriptive items: __________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________


3. Suggested Resolution: 


Service providers involved in moving customers from one SPID to another need to coordinate their moves to align with the published LERG effective dates.  The NPAC SPID assignments for the affected codes also need to align with the LERG effective dates. 


Additionally, service providers are urged to follow the processes listed below for required SPID changes:


SPID correction when no ported numbers exist:



If no ported numbers are in the code, the service provider should contact the code owner as shown in the NPAC to change the code ownership in the NPAC.


SPID correction when ported numbers exist:



If there are active SVs on a code, implement NANC 323 so there is no direct industry cost for pooling the block.  Service providers can look in the LSMS and ask for all ported TNs within the NXX in question to see how many SPIDs are in the code.


SPID correction when ported numbers exist – an alternative to NANC 323:



Coordinate a call among service providers if there are 5 or less service providers with ported numbers in the code.  The service providers with ported numbers would then coordinate to change their records.  The carriers involved need to determine if this process is feasible.


SPID correction when ported numbers exist – use as a last resort



Service providers can utilize the CO Code Reallocation Process (pooling the block at NPAC), however due to the cost per code to utilize this method it should be used as a last resort.


[image: image1.png]





LNPA WG: (only)


Item Number: 0041v3



Issue Resolution Referred to: _________________________________________________________

Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________
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LNP Problem/Issue Identification and Description Form


Submittal Date (mm/dd/yyyy): 02/27/2004


Company(s) Submitting Issue: TSI


Contact(s):  Name: Rob Smith 


         Contact Number: 813-273-3319   



         Email Address: rsmith@tsiconnections.com 


(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)


1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)


Wireless carriers are not receiving customer service records (CSRs) from all wire line network service providers when a reseller is the local service provider.  Wireless port requests do not collect the needed information to complete a wire line local service request (LSR).  The CSR is required to complete the LSR and the port the number.

2. Problem/Issue Description: (Provide detailed description of problem/issue.)


A. Examples & Impacts of Problem/Issue: 


The current NANC flows suggest that when a number is porting from a reseller, the port request should be issued to the network service provider.


Developing a local service request (LSR) from a wireless port request (WPR) requires a customer service record (CSR) provided by the old network service provider (OSP).  When the OSP is a reseller and the number is porting from an old network service provider, the CSR is not always provided by the wire line network service provider and there is not enough information to complete the LSR.  


About half of the larger wire line carriers do provide the CSR on reseller numbers and the ports occur without incident.  The others wire line carriers simply reject the CSR request because it is not their customer and the port fails and is nearly impossible to resolve.

B. Frequency of Occurrence:


These problems may occur multiple times a day.


C. NPAC Regions Impacted:


 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     


 West Coast___  ALL_x_


D. Rationale why existing process is deficient: 


For old network service providers that do not provide CSRs, the ports fail.


E. Identify action taken in other committees / forums: 


No other action has been taken by other groups.


F. Any other descriptive items: __


__________________________________________________________________________________________________________________________________________________________________________


3. Suggested Resolution: 


Wire line network service providers should provide the customer service record on porting reseller numbers.  The response message to the CSR query should include a statement that the number being requested is a reseller number.


LNPA WG: (only)


Item Number: 0032 v3



Issue Resolution Referred to: _________________________________________________________

Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________
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LNP Problem/Issue Identification and Description Form


Submittal Date (mm/dd/yyyy):  04 /05/2004


Company(s) Submitting Issue:
Syniverse Technologies, Inc.__________


Contact(s):  Name: _Tony Ramsey___________________________________________


Contact Number:
813-273-3934


Email Address:
Tony.Ramsey@Syniverse.com___________________


(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)


1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)


New NPANXXs and LRNs are being added to invalid Regions by Service Providers that are not checking to be sure they are adding their data  to the correct region.  NPAC is accepting this data into whatever NPAC region the SP specifies._________________________________                                                          


2. Problem/Issue Description: (Provide detailed description of problem/issue.)


A.   Examples & Impacts of Problem/Issue:  All NXXs in the 304 NPA should be in the Mid-Atlantic Region, but 304-423 and 304-391 are currently shown in the Midwest Region.  Additionally, NPA 979 should be in the Southwest Region, but 979-250 is currently homed in the Midwest Region.  Additional examples are available and have been provided to NPAC.

B.   Frequency of Occurrence:  Daily _____________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________


C. NPAC Regions Impacted:


 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     


 West Coast___  ALL: XXX

D.  Rationale why existing process is deficient: There is no validation is taking place when a Service Provider adds a new NPANXX or LRN.  Therefore, NPAC is accepting invalid data into the NPDB and is broadcasting that data to SOAs and LSMS’. _____________________________________________________________________________


E.   Identify action taken in other committees / forums: None that we are aware of. __________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________


F.   Any other descriptive items: The single known exception to the consistency of NPA to state relationship, is the 859 NPA which crosses the Southeast and Midwest boundaries.  However, the requested corrective action, below, should also validate the requested NXX into the 859 NPA region correctly. __________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________


3. Suggested Resolution: 


An NPAC edit should be instituted, similar to the TN/LRN audit for LATA consistency, that audits all new NPANXX and LRN requests to insure the requested Region is, in fact, the correct region for that NPA.  If the request fails this audit, the requesting SP should be notified and required to correct the requested region before NPAC will accept the new data. ____________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________


LNPA WG: (only)


Item Number: 0036



Issue Resolution Referred to: _________________________________________________________

Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________
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LNP Problem/Issue Identification and Description Form


Submittal Date (mm/dd/yyyy):   05/26/2004


Company(s) Submitting Issue: AT&T Wireless 


Contact(s):  Name:  Stephen A. Sanchez



         Contact Number 425/288/7051



         Email Address   Stephen.sanchez@attws.com


(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)


1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)


The current –x object (1k Pool Block) tunable of 5 business days between the Create and Activate is too long and acts as a constraint against service providers.


2. Problem/Issue Description: (Provide detailed description of problem/issue.)


A.   Examples & Impacts of Problem/Issue: 


Many service providers use the 1k pool block methodology (in addition to Number Pooling Activities) to accomplish Network Rehome, and Acquisition activities. Between the –x (pool block) object create date and the activate date there is a mandatory 5 business day tunable period.  During this time, service providers can not conduct SV activity until the –x object is activated at the NPAC.  Any activity will result in error transactions or “SOA NOT AUTHORIZED” 7502.


Conversely, there are times when a service provider is attempting to complete rehome activities and acquisition activities by using a –x object methodology.  If a pendingSV has been created against the NPA-NXX-X range, the pool block can not be created until that SV has been cleared.  There are times where pendingSV are constantly created against the NPA-NXX-X range.   The 5 business day tunable in conjunction with the porting activity causes timeline slides for the service providers trying to conduct activity in that NPA-NXX-X range.


B. Frequency of Occurrence: 


Any time a –x object (pool block) has been created.  


With the introduction of National Number Portability, the frequency of occurrence will be higher.  And more service providers may use the –x object methodology to conduct network rehome and acquisitions. (   


C. NPAC Regions Impacted:


 Canada__ Mid Atlantic X   Midwest X   Northeast X Southeast X   Southwest X  Western X     


 West Coast X    ALL  


D.  Rationale why existing process is deficient: 


The NPAC does not enforce a 5 business day delay for conventional ports, and if the NPAC were to enforce a 5 business day delay it would do so only for those blocks that have not received a first port notification.  A 5 business day period allows for increased errors as service providers are unable to conduct activities for pending –X objects.  

E.   Identify action taken in other committees / forums: __________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________


F.   Any other descriptive items: __________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________


3. Suggested Resolution: 


A short term fix to reduction of the –x object 5 business day tunable from 5 business days to 1 business day.  Or a long term solution would be to remove the 5 business day delay completely. 


LNPA WG: (only)


Item Number: 0038



Issue Resolution Referred to: _________________________________________________________

Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________
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LNP Problem/Issue Identification and Description Form


Submittal Date (mm/dd/yyyy): 02/27/2004


Company(s) Submitting Issue: TSI


Contact(s):  Name: Rob Smith 


         Contact Number: 813-273-3319   



         Email Address: rsmith@tsiconnections.com 


(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)


1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)


Wireless carriers are not receiving customer service records (CSRs) from all wire line network service providers when porting ‘Type 1’ numbers from other wireless service providers who are leasing the number.  Wireless port requests do not contain the needed information to complete a wire line local service request (LSR).  The CSR is required to complete the LSR and the port.

2. Problem/Issue Description: (Provide detailed description of problem/issue.)


A. Examples & Impacts of Problem/Issue: 


The current NANC flows suggest that when a number is ‘Type 1’, the port request should be issued to the network service provider rather then the billing service provider.


Developing a local service request (LSR) from a wireless port request (WPR) requires a customer service record (CSR) provided by the old network service provider (OSP).  When the OSP is leasing the number from a wire line network service provider as a ‘Type 1’ number, the CSR is not always provided by the wire line network service provider and there is not enough information to complete the LSR.  


About half of the larger wire line carriers do provide the CSR on ‘Type 1’ numbers and the ports occur without incident.  The others wire line carriers simply reject the CSR request because it is not their customer and the port fails and is nearly impossible to resolve.

B. Frequency of Occurrence:


Multiple time a day.


C. NPAC Regions Impacted:


 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     


 West Coast___  ALL_x_


D. Rationale why existing process is deficient: 


For old network service providers that do not provide CSRs, the ports fail.


E. Identify action taken in other committees / forums: 


No other action has been taken by other groups.


F. Any other descriptive items: __


__________________________________________________________________________________________________________________________________________________________________________


3. Suggested Resolution: 


Wire line network service providers should provide the customer service record on ‘Type 1’ ports.  The response message to the CSR query should include a statement that the number being ported is a ‘Type 1’ number.


LNPA WG: (only)


Item Number: 0034 v2



Issue Resolution Referred to: _________________________________________________________

Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________
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LNP Problem/Issue Identification and Description Form


Submittal Date (mm/dd/yyyy):  01/23/2004


Company(s) Submitting Issue: ALLTEL


Contact(s):  Charlie Case   


         501-905-5503   



         charles.case@alltel.com   


(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)


1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)


There is differing interpretation of N-1 Number Portability Querying responsibilities, and whether wireless carriers are obligated to perform default NP Queries when the N-1 carrier fails to dip the call.  

2. Problem/Issue Description: (Provide detailed description of problem/issue.)


A. Examples & Impacts of Problem/Issue:   When the N-1 carrier fails to perform the Number Portability Query, calls will be misrouted to the ported customer’s OSP.  If the OSP does not perform a “Default NP Query” then the call is failed and typically given treatment for a non-working number.


B. Frequency of Occurrence:  We’ve received complaints from Ported-In and Ported-Out customers that they are not receiving all of their calls on an almost daily basis.  As the number of ports grows, the impact will balloon if not addressed. 


C. NPAC Regions Impacted:


 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     


 West Coast___  ALL X


D. Rationale why existing process is deficient:  Failed calls to Ported numbers.


E. Identify action taken in other committees / forums:   This issue has been raised at CTIA and WNPO, then referred to LNPA-WG.


F. Any other descriptive items:   There are multiple competitive impacts.  Disagreement over N-1 responsibility is typically centered around facility costs or costs associated with interconnection agreements (or lack of) that change the rating of calls to LRN routed numbers often due to the fact that wireless LRNs are not RateCenter specific.  


G. The impact of not performing default queries is that a Carrier A will fail calls to customers that have ported away to Carriers B, C, or D.   Carriers B, C, and D will also be affected by the same N-1 problem, but may elect to perform Default Queries, and therefore complete calls that have ported away from them and to Carrier A.  If everyone elects not to Default Query then ported customers will fail to receive many of their calls.  


H. Default NP Queries are not a long term solution that can replace N-1 Queries.  These misrouted calls utilize facilities of the OSP needlessly at a cost that will far exceed dip charges that can be billed back to the N-1 carrier who failed to perform the NP Query.  As the number of ports increases the result will be blocked calls due to over-utilized trunks.


3. Suggested Resolution: 


· LECs need to be given clear direction/interpretation of their obligations for performing N-1 NP Queries.  


· Wireless carriers must agree to perform Default Queries when the N-1 does not occur.  These queries can be set up as a matter of course, and should not require trouble ticket resolution which can take a matter of days.


LNPA WG: (only)


Item Number: 
0030


Issue Resolution Referred to: _________________________________________________________

Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________


1

2

This contribution includes proposals which were prepared to assist the LNPA Working Group. This document is submitted for discussion only, and is not to be construed as binding on Verizon.  Subsequent study may lead to a revision of this document, both in numerical value and/or form, and, after continuing study and analysis, Verizon specifically reserves the right to change the contents of this contribution


* CONTACT: Gary Sacra; email: gary.m.sacra@verizon.com; Tel: 410-736-7756
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LNP Problem/Issue Identification and Description Form


Submittal Date (mm/dd/yyyy): 02/27/2004


Company(s) Submitting Issue: TSI


Contact(s):  Name: Rob Smith 


         Contact Number: 813-273-3319   



         Email Address: rsmith@tsiconnections.com 


(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)


1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)


Wireless cannot process "Jeopardies" following confirms from wireline service providers when they are not able to meet the original due date and time.


2. Problem/Issue Description: (Provide detailed description of problem/issue.)


A. Examples & Impacts of Problem/Issue: 


Wire line service providers may send a ‘confirm’ response with a ‘due-date-and-time’ on a port response message.  But if the wire line carriers are not able to meet the originally confirmed desired due date and time then wire line service providers have the flexibility to send a ‘jeopardy’ notice changing the original DDT.  Wireless carriers currently cannot support jeopardy notices with changes to the due date and time.

B. Frequency of Occurrence:


Once a week


C. NPAC Regions Impacted:


 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     


 West Coast___  ALL_x_


D. Rationale why existing process is deficient: 


Jeopardies create fall-out on inter-modal ports and the ‘disconnect’ by the old service provider may be out of sequence from the ‘activation’ by the new service provider.


E. Identify action taken in other committees / forums: 


This is related or supplemental to the PIM submitted by Rick Dressner on changes to DDT 2/2004.  The difference is that this considers "jeopardies" following a ‘confirm’ and not just the change of the DDT on the original port request.  This issue may be referred to OBF.


F. Any other descriptive items: __


__________________________________________________________________________________________________________________________________________________________________________


3. Suggested Resolution: 


Wireless carriers should avoid sending duplicate port requests for the same number.  This results in jeopardy notices when the wire line trading partner confirms a second request only to learn that the port is already in progress.


Wire line carriers should tighten their processes for issuing confirms.  Jeopardy Notices appear to be used on ports that should not have been confirmed in the first place.  True jeopardy notices should only be used when and appointment can’t be made involving a ‘loop’.  Such cases would be very rare in intermodal porting.


When a jeopardy notice must be issued, providing a reason for the jeopardy notice helps reduce the research time required to learn why.  Following is a list of common reasons for jeopardy notices.  Including these on responses would help process jeopardy ports.


· Duplicate LSR


· Contact LEC


· Special feature on TN


· Due Date change requested


· Contact with end user required


· Ported MDN has not been activated


LNPA WG: (only)


Item Number: 0031 v2



Issue Resolution Referred to: _________________________________________________________

Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________
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FCC ORDERS REGARDING N-1 CALL ROUTING


· First Memorandum Opinion and Order, FCC 97-74, ¶¶  125-126 (1997): 


The FCC clarified, “…if an N-1 carrier is designated to perform the query, and that N-1 carrier requires the original terminating LEC to perform the query, then the LEC may charge the N-1 carrier for performing the query, pursuant to guidelines the Commission will establish…”


· Second Report and Order, FCC 97-289, ¶¶70-78 (1997):  The FCC adopted the 


NANC technical documents containing its recommendations on call processing.  In discussing N-1 call routing, the FCC stated, “We adopt the NANC’s recommendation that the N-1 carrier be responsible for ensuring that databases are queried, as necessary, to effectuate number portability.  The N-1 carrier can meet this obligation by either querying the number portability database itself or by arranging with another entity to perform database queries on behalf of the N-1 carrier.”  The FCC acknowledged that under the LRN method, requiring call-terminating carriers to perform all queries may impose too great a burden on terminating LECs and impair network reliability.  The FCC also stated that if the N-1 carrier does not perform the query, but relies on some other entity to do so, that other entity may charge the N-1 carrier.  


· Third Report and Order, FCC 98-82, ¶¶ 15-16, (1998):  The Order states 


that the industry proposed and the FCC endorsed the N-1 querying protocol.  The Order states that under this protocol, the N-1 carrier will be responsible for the query, where “N” is the terminating the call to the end-user, or a network provider contracted by the entity to provide tandem access (citing Appendix D of the NANC documents).  The N-1 carrier for a local call will usually be the calling customer’s local service provider; for an interexchange call, it will likely be the calling customer’s IXC.  The FCC stated, “An N-1 carrier may perform its own querying, or it may arrange for other carriers or third parties to provide querying services on its behalf.” 
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LNP Problem/Issue Identification and Description Form


Submittal Date (mm/dd/yyyy):  03/07/03


PIM # 24


Company(s) Submitting Issue:  NeuStar Pooling,  AT& T Wireless


Contact(s):  Name    Barry Bishop, Stephen Sanchez



         Contact Number   847-698-6167, 425-288-7051



         Email Address   barry.bishop@neustar.biz, stephen.sanchez@attws.com 


(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)


1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)


Blocks that are being assigned to Service Providers are either contaminated when they are donated as a non-contaminated block or the blocks have been contaminated over 10%.  This is causing customers to be out of service or blocks being exchanged for a less contaminated or non-contaminated block.     


In addition when the PA has assigned a block, at times the block is being rejected in the NPAC for not having the NXX as opened in the NPAC as portable.                                                     


2. Problem/Issue Description: (Provide detailed description of problem/issue.)


A. Examples & Impacts of Problem/Issue: 


When a SP donates a block they mark the block as either contaminated or not contaminated.  They do not indicate how many TN’s are contaminated.  SP’s are suppose to do a Intra SP port on their contaminated TN’s prior to donating a block so that the block can be ported to the new SP and they can begin using the block on the effective date.  The new SP should query the NPAC prior to assigning any TNs to determine which TN’s are contaminated and exclude those from their inventory assignment. 


 In one situation what is happening is that a block is assigned, the new SP goes to put those numbers in service, the old SP has not done their Intra SP ports causing their customers to be out of service.  To resolve this, the 1000 block has to be deported, so that the old SP can Intra SP port their numbers then the 1000 block is reported to the new SP.  


In another situation a block has been assigned either uncontaminated or contaminated and it is discovered the block has over 10% contamination.  In this case the block has to be deported and a new block has to be assigned to the SP.  


When a block is assigned and the NXX is not opened for porting in the NPAC, the block is rejected.  The SP of the code then has to go into the NPAC and add their code as portable so that the block can be then ported.  Even though this may take a matter of minutes to add, getting a hold of the correct person at a company to do this may take some time.


B. Frequency of Occurrence: 


Ongoing


C. NPAC Regions Impacted:


 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western_ _     


 West Coast___  ALL_X__


D. Rationale why existing process is deficient:


It is up to the SP’s to do their INTRA SP ports and make sure they take the 1000 block out of their inventories when donating the block.  This is not always happening.


It is up to the SP to add their NXX to the NPAC as a portable NXX prior to donating blocks.  They indicate so on their donation form.  However, this has not been the case in many situations.


E. Identify action taken in other committees / forums: 


Issue raised at INC on two different occasions, they felt the guidelines already addressed the issue by leaving the responsibility to the SP to do the necessary work when they donated the blocks.


F.   Any other descriptive items: __________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________


3. Suggested Resolution: 


The following actions are proposed to resolve this issue:


Provide the PA access to the NPAC to check for contamination prior to the assignment of a thousands block.


Provide the PA access to the NPAC to check if the code is opened as portable.


LNPA WG: (only)


Item Number: 0024



Issue Resolution Referred to: _________________________________________________________

Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________
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1.0 
Purpose and Scope 


This document specifies guidelines for the administration and assignment of thousands-blocks (NXX-Xs) to Local Number Portability (LNP)-capable service providers (SPs) in rate areas where thousands-block number pooling has been ordered or implemented. All thousands-block requests and necessary forms will be submitted by SPs to the Pooling Administrator (PA) by filling out the appropriate request and/or form provided on the PA Web Site.
 No requests and/or form submissions will be accepted via fax, paper, voice, or email, except in extraordinary circumstances, semi-annual Appendix 1, and/or if previously agreed to by the PA. An industry database (see 5.1.1) will verify the password and access level of the user.  All electronic submissions from an authorized user will be considered as an electronic signature and will be verified for authenticity utilizing criteria maintained in the PA database. In addition, these guidelines outline the processes used between the PA and:


· Code Holders


· Telcordia™ LERG™ Routing Guide
) Assignees


· Block Holders


· The CO Code Administrator


· Number Portability Administration Centers (NPAC)


· North American Numbering Plan Administrator (NANPA)


· Regulatory Agencies


Thousands-block number pooling, in the context of these guidelines, allows for sharing of Central Office (CO) Codes (NXX Codes) among multiple SPs serving the same rate area.  All ten thousand telephone numbers (TNs) within each NXX Code continue to be associated with the same rate area designation (i.e., V&H coordinates), but can be distributed among multiple SPs at the thousands-block (NXX-X) level.  Examples of uses for thousands-blocks for which these guidelines apply include plain old telephone service (POTS), Centrex, Direct Inward Dialing (DID), wireless service, facsimile, and coin phones.


Where thousands-block number pooling has not been implemented, or is not in use by a SP, the SP shall continue to apply directly to the CO Code Administrator for numbering resources. Guidelines addressing the assignment of Central Office Codes (NXXs) are covered under the Central Office Code (NXX) Assignment Guidelines (INC 95-0407-008).  Six to nine months (see Section 6.0 below) prior to thousands-block number pooling participation, SPs that do not currently participate in thousands-block number pooling, will be required to utilize these guidelines.  In addition, non-pooling SPs are obliged to provide forecast and other data pursuant to regulatory request.


These guidelines do not supersede appropriate North American Numbering Plan (NANP) area governmental or regulatory principles, procedures, and requirements.


2.0 
Assumptions and Constraints


The development of these thousands-block number pooling administration guidelines is based on the following assumptions and constraints:


2.1
NANP resources, including those covered in these guidelines, are collectively managed by the telecommunications industry with oversight by the regulatory authorities in areas served by the NANP.  The decision to establish an industry inventory pool in any given location is a regulatory responsibility.  


2.2 
The PA will obtain the necessary SP documentation to establish and administer the industry inventory pool.


2.3
The NANP resources are considered a public resource and are not owned by the assignees or the PA.  Consequently, the resources cannot be sold, brokered, bartered, or leased by the assignee for a fee or other consideration. If a resource is sold, brokered, bartered, or leased for a fee, the resource is subject to reclamation by the PA or by the PA under direction of the applicable regulatory authority.


2.4
These administration guidelines apply only to the assignment of thousands-blocks to Block Applicants providing service within specific rate areas:


a) where SP Location Routing Number (LRN) Local Number Portability (LNP) has been implemented; 


b) where thousands-block number pooling has been mandated by the appropriate regulatory body; and


c) where SPs have chosen to participate in thousands-block number pooling in a voluntary rate center outside of the top 100 MSAs.  SPs only can withdraw their participation prior to the “PA Assessment of Industry Inventory Pool Surplus/Deficiency” date.


2.5
These administration guidelines were prepared by the industry to be followed on a voluntary basis. However, the FCC has implemented a number of orders and rules referenced by footnote to the appropriate order associated with thousands-block number pooling administration. Should the rules change, the associated text in the guidelines and references would change accordingly. In these guidelines INC changed the term “NANPA” to “PA”, as appropriate.  The FCC orders and rules incorporated in these Guidelines are included in 15.0. 


2.6 
NANP numbering resources shall be assigned to facilitate the most effective and efficient use of a finite numbering resource in order to prevent premature exhaust of an NPA and delay the need to develop and implement costly new numbering plans.  Efficient resource management and code conservation are necessary to stay the industry impacts of expanding the numbering resource (e.g., expansion from 10 to 11 or 12 digits).  Impacts of NANP expansion include:


a)
customer impacts (e.g., dialing, telephone number (TN) changes to advertising and stationery, security systems, etc.);


b)
Customer Premise Equipment (CPE) modifications;


c)
domestic and international switching hardware and software modifications;


d)
operational support systems (OSS) modifications and/or upgrades; and


e)
reprogramming of non-telecommunications databases that contain TNs.


2.7
Block Applicants requesting resources from the industry inventory pool:


a) service providers must provide, as part of their applications for initial numbering resources, evidence (e.g., state commission order or state certificate to operate as a carrier) demonstrating that they are licensed and/or certified to provide service in the area in which they seek numbering resource;


b) are required to provide appropriate evidence (e.g., contracts for unbundled network elements, network information showing that equipment has been purchased and is operational or will be operational, business plans, or interconnection agreements) to the PA that demonstrates they have or will have facilities in place to provide service within 60 calendar days of the numbering resources activation date for initial numbering resources.
  Self-certification will not be acceptable.

c) shall donate numbering resources to the industry inventory pool, in accordance with these guidelines and any regulatory directives; 


d) shall establish internal policies and practices that provide for the efficient use and assignment of TNs to end users.  These policies and practices shall balance product specifications, market strategies and customer needs with conservation principles to ensure “best practices” in TN utilization;


e) before assigning TNs from an uncontaminated thousands-block, unless the available numbers in the opened thousands-block are not sufficient to meet a specific customer request
.  This requirement shall apply to a service provider’s existing numbering resources as well as any new numbering resources it obtains in the future.
  The exceptions to the sequential numbering requirement are intended to address a customer’s specific need for TNs that cannot be filled from the service provider’s opened thousands-blocks, rather than requests for specific individual numbers (such as vanity numbers); 


f) shall minimize the use of TNs within thousands-blocks for purposes other than subscriber assignments (e.g., Administrative Numbers); and 


g) will have a choice to initiate pooled block activation through Service Order Activation (SOA) interface to NPAC Service Management System (SMS) or through NPAC personnel.



2.8 
The schedule of holidays recognized by the PA will affect the administration of these guidelines.  Holidays will not be considered a “calendar day” as a part of any timing of thousands-block allocations in association with these guidelines. 


2.9 SPs and numbering resource administrators are responsible for managing numbering resources in accordance with these guidelines and the orders of applicable regulatory authorities.  Both SPs and numbering resource administrators are subject to audits.  Further information may be found in FCC 00-104¶62, FCC 00-429¶81-99, FCC 01-362 ¶95-111 and 47CFR§52.15(k). 

2.10 Audits of the PA and Block Applicants/Holders will be performed by the Audits Branch of the Accounting Safeguards Division in the FCC Common Carrier Bureau or other designated agents to: 


a) ensure uniformity in application of these guidelines by the PA to all thousands-block requests received by the PA;


b) ensure compliance with these guidelines by Block Applicants and the PA; and 


c) ensure the efficient and effective use of numbering resources by Block Applicants/Holders and efficient and effective management of numbering resources by the PA.


2.11 
These guidelines were developed assuming pre-porting with Efficient Data    Representation (EDR) as the preferred method of implementation.


2.12 
 It is assumed from a wireline perspective that CO Codes/blocks allocated to a wireline Service Provider are to be utilized to provide service to a customer’s premise physically located in the same rate center that the CO Codes/blocks are assigned. Exceptions exist, for example tariffed services such as foreign exchange service.


2.13
For the purposes of these guidelines, it is assumed that blocks donated to a pool from wireless grandfathered NXXs
 cannot be assigned to SPs until regulatory authorities direct how to handle these unique numbering resources.   Additionally, because these blocks of grandfathered numbers have been donated to the pool, they are excluded from months to exhaust and utilization calculations on the Thousands-Block Months to Exhaust and Utilization Certification Worksheet – TN level  (Appendix 3) when a service provider requests additional thousands-blocks for growth.


2.14
At any time during or after pool establishment, a Code Holder has the option to donate all 10 thousands-blocks to the industry inventory pool if it is still able to maintain the LERG assignee responsibilities outlined in section 4.2. 


3.0 
Thousands-Block Assignment Principles


The following assignment principles apply to all aspects of these guidelines:


3.1
Where thousands-block number pooling has been implemented, the PA will assign numbering resources in thousands-block increments.  Resources will be available for assignment from both contaminated and uncontaminated thousands-blocks contained in the industry inventory pool.  Contamination occurs when at least one telephone number within a thousands-block of telephone numbers is not available for assignment to end users or customers.  For purposes of this provision, a telephone number is “not available for assignment” if it is classified as:


a) Administrative 


b) Aging 


c) Assigned 


d) Intermediate


e) Reserved 


as defined in the Glossary. 


3.2
A pooling SP’s requirement for an entire NXX Code (i.e., 10,000 TNs) to satisfy the numbering needs for a single customer
 shall be obtained from the PA, not the CO Code Administrator (see Section 7.5.3).  


3.3 
Numbering resources in the industry inventory pool shall be available and allocated to SPs in a fair and non-discriminatory manner (i.e., on a first come, first served basis).


3.4
The information required of applicants for thousands-block assignments shall be kept to a minimum and shall be uniform for all applicants.  All information provided on the Thousands-Block Application Forms, Part 1A and Part 1B will be considered confidential, except for selected information made available publicly, only for those fields that must be input to the Telcordia( Business Integrated Routig and Routing Database System (BIRRDS).  The information placed in BIRRDS becomes public upon assignment of the thousands-block in the appropriate BIRRDS output [e.g., LERG Routing Guide and/or Telcordia( TPM( Data Source
]. 


3.5
The PA will allocate a thousands-block to a SP's single switch.  The SP will be allowed to use intra-service provider ports to share that thousands-block across their multiple switches in a rate area.  The actual distribution of TNs from a shared thousands-block will not be captured in the LERG Routing Guide.


3.6 
Thousands-block assignments will be made from NXX codes assigned and utilized within a single rate area.  All SP switch rate area boundaries, which cover the same geographic area, will participate in a single industry inventory pool.  If a single SP has a rate area with boundaries that cover a unique geographic area different than any other SP, that SP will participate in a separate industry inventory pool.


3.7 
Any SP that is denied the assignment of one or more thousands-blocks under these guidelines has the right to appeal that decision per Section 11.0.


3.8 The PA should accept and fulfill requests for specific thousands-blocks of TNs if they are currently available for assignment from the industry inventory pool, subject to the criteria identified in Section 8.3.4, Item d).


3.9 
SPs may not trade thousands-blocks between themselves.


3.10
Thousands-block assignment may be transferred between SPs if all of the following conditions are met:


a) all one thousand TNs are assigned and/or reserved for a single customer;


b) the customer has ported all one thousand TNs to another SP that is not the Block Holder; and


c) both SPs involved must mutually agree to the transfer of the thousands-block assignment (see Section 8.4).


In lieu of the above, it is acceptable if the thousands-block is a Type 1 number block where both SPs involved mutually agree to the transfer of the thousands-block assignment.


3.11   A block with more than10 percent contamination that is donated/returned in error to the PA is retrievable by the SP, provided the block is still in the industry inventory pool.  This is accomplished via e-mail between the SP and the PA in order to establish an audit trail.  

4.0
Service Provider Responsibilities


SPs have many responsibilities in a thousands-block number pooling environment.  These responsibilities vary depending on whether the SP is acting as a Code Holder, a LERG Assignee
, a Block Applicant, or a Block Holder.  These responsibilities are outlined below:


4.1 
Code Holder Responsibilities


A Central Office (CO) Code Holder is an assignee of a full NXX code.  CO Code Holders can either be thousands-block pool participants or not.  CO Code Holders who are thousands-block pool participants shall:


a) identify eligible thousands-blocks for donation to the industry inventory pool upon initial establishment of the industry inventory pool pursuant to Section 7.2.5; 



b) make required updates to BIRRDS with the switch information as appropriate (i.e., ongoing switching entity/POI changes) after creation of the Block Code record (BCD), for their assigned thousands-blocks within pooled NXX codes (See Section 8.5.2) and;



c) submit changes or disconnects for pooled NXXs to the PA.  Changes or disconnects for non-pooled NXXs in a pooling rate area should be sent to NANPA. 


d)  confirm, prior to donating the thousands-block to the industry inventory pool,  that:


1) all unavailable TNs within contaminated thousands-blocks have been intra-service provider ported; 


2) the associated NPA/NXX is currently available for call routing, is flagged as LNP capable in the LERG Routing Guide and the NPAC, and the NPA-NXX query triggers are applied in all switches and reflected in the appropriate network databases (e.g., STP routing tables);


3) the NXX-assigned switch is currently LNP-capable and will process terminating traffic appropriately; and


4)
interconnection facilities have been established between the NXX-assigned switch and other interconnecting networks.


e)  become a LERG Assignee at the Block Donation Date (see Section 7.1).


4.2 
LERG Assignee Responsibilities


4.2.1 A LERG Assignee is the SP listed as the entity associated at the NXX code level with a pooled NXX Code in the LERG Routing Guide and is responsible for default routing functions associated with the pooled NXX Code. A LERG Assignee may be designated by the PA as outlined in Section 7.4.4, Step 2 The LERG Assignee shall:


a) submit the appropriate CO Code request forms to the PA filled out as if the LERG assignee were requesting the CO code from the CO Code Administrator,  with the appropriate information populated (e.g., Tandem Homing CLLI TM, Switching Entity/POI, etc.);


b) submit the Part 1B-NPAC Block Holder Data form to the PA if the SP is retaining multiple blocks and the routing information is different for those blocks. The PA then forwards the Part 1B to the NPAC;


c) verify and test that the NXX Code is open prior to the NXX Code Effective Date; 


d) provide blank and vacant code announcements for unallocated thousands-blocks;


e) maintain sufficient and auditable data to demonstrate compliance with these guidelines; and


f) notify the PA if the LERG Assignee is no longer able to perform default LERG Assignee functions (e.g., the SP is no longer providing service in the area served by that NXX Code).


g) ensure the following:


1) assigned NPA/NXX(s) is currently available for call routing, is flagged as LNP capable in the LERG Routing Guide and the NPAC, and the NPA-NXX query triggers are applied in all switches and reflected in the appropriate network databases (e.g., STP routing tables);


2) the NXX-assigned switch is currently LNP-capable and will process terminating traffic appropriately; and


3) interconnection  facilities have been established between the NXX-assigned switch and other interconnecting networks. 


h) 
be responsible for providing to the PA the CO Code Part 4 that confirms a full NXX that was obtained to meet a SP’s single customer request has been placed in service. 


4.2.2  
LERG Assignees cannot abdicate their responsibilities unless they can demonstrate to the PA that a technical or other inability to perform this function exists.


4.3 
Block Applicant Responsibilities



Block Applicants, requesting resources from the industry inventory pool, shall:


a) be licensed or certified to operate in the rate area. Applications for initial numbering resources will include documented proof that (1) the applicant is authorized to provide service in the area for which the numbering resources are requested and (2) the applicant is or will be capable of providing service within 60 calendar days of the numbering resources activation date.
 


Specifically, carriers must provide, as part of their applications for initial numbering resources, evidence (e.g., state commission order or state certificate to operate as a carrier) demonstrating that they are licensed and/or certified to provide service in the area in which they seek numbering resources. Carriers requesting initial numbering resources must also provide the PA appropriate evidence (e.g., contracts for unbundled network elements, network information showing that equipment has been purchased and is operational or will be operational, business plans, or interconnection agreements) that its facilities are in place or will be in place to provide service within 60 calendar days of the numbering resources activation date,
 and 

b) complete the Thousands-Block Application Forms per these guidelines;



c) provide evidence that, given their current utilization and recent historical growth, they need additional numbering resources.



SPs disputing the PA’s decision to withhold initial numbering resources upon a finding of noncompliance may appeal the PA’s decision to the appropriate state commission for resolution.
  The state commission may affirm or overturn the PA’s decision to withhold numbering resources from the carrier based on its determination of compliance with the reporting and numbering resource application requirements.
 


All applicants for growth numbering resources shall achieve a 60% utilization threshold for the rate center in which they are requesting growth numbering resources. This 60% utilization threshold shall increase by 5% on June 30, 2002, and annually thereafter until the utilization threshold reaches 75%
.  

4.3.1 Block Assignment Criteria for Initial Blocks


Block Applicants, requesting initial resources from the industry inventory pool, shall be licensed or certified to operate in the rate area. Applications for initial numbering resources will include documented proof that (1) the applicant is authorized to provide service in the area for which the numbering resources are requested and (2) the applicant is or will be capable of providing service within 60 calendar days of the numbering resources activation date.
  Specifically, carriers must provide, as part of their applications for initial numbering resources, evidence (e.g., state commission order or state certificate to operate as a carrier) demonstrating that they are licensed and/or certified to provide service in the area in which they seek numbering resources. Carriers requesting initial numbering resources must also provide the PA appropriate evidence (e.g., contracts for unbundled network elements, network information showing that equipment has been purchased and is operational or will be operational, business plans, or interconnection agreements) that its facilities are in place or will be in place to provide service within 60 calendar days of the numbering resources activation date,


For an initial block request, a block applicant must provide one form of documentation from both Sections 4.3.1.1 and 4.3.1.2 below:


4.3.1.1
License and/or Certification


Evidence that demonstrates the SP has a license or authority issued by the FCC or a Certificate of Public Convenience and Necessity (CPCN) issued by a State Regulatory Body to provide service in the city and state/rate center/MSA#/RSA#/MTA#/BTA#/national /LATA.  The SP may attach a copy of the FCC license or authority or CPCN to the application.


4.3.1.2
Facilities Readiness


Appropriate evidence that facilities are in place or will be in place to provide service within 60 days of the numbering resources activation date (LERG Routing Guide effective date).  Evidence may be provided via a copy of any one of the following document(s)
 the SP selects:


1. An executed interconnection agreement between a Local Exchange Carrier and the service provider requesting numbering resources. The relevant pages are the cover page, area covered and the signature page from the interconnection agreement.

2. Service Provider developed business plans to provide service in this area.  Relevant excerpts from the Business Plan to include planned coverage area and in service dates.
  


3. A letter from the SP indicating the scheduled switch installation complete date (month/day/year), including the address location, as well as Point of Interconnection or CLLI.


4. The service order request, pre-planning checklist, or the equivalent to show that facilities for origination or termination for calls being used specifically for the requested block(s)/code(s) have been requested and are anticipated to be completed prior to the effective date of the block/block/code (See Appendix 6 for an example of a pre-planning checklist showing the identified fields which must be completed).    


5. A confirmation letter or letter of intent provided by the entity with which the requesting SP will interconnect.  Interconnecting carriers are encouraged, but not required, to provide such letters.  


6. The construction schedule including the following information: site identifier, latitude and longitude of the cell site, and its construction start or complete date.  The numbers assigned to the facilities identified must serve subscribers in the geographic area corresponding with the rate center requested.    



7. A letter from the requesting carrier identifying a block/code in service in another rate center that already uses the same facilities that will be used to serve the new rate center where the initial block/code is being requested.

a)  All documentation submitted will be held confidential pursuant to FCC confidentiality rules.


b) complete the Thousands-Block Application Forms per these guidelines;

4.4
Block Holder Responsibilities



A Block Holder (or selected designee) shall:


a) enter any necessary information into BIRRDS; 


b) notify the PA via Part 1A of any changes (e.g. switch, CLLI) made to blocks retained or assigned; 


c) make required updates to BIRRDS with the switch information as appropriate (i.e., ongoing switching entity/POI changes) after creation of the BCD for assigned thousands-blocks within pooled NXX codes (see Section 8.5.2);


d) arrange for the entry of any information to the Line Information Data Base (LIDB) or other carrier-specific databases due to receipt of a new thousands-block;  



e) remove records from the LIDB, or other carrier-specific databases, for thousands-blocks returned/donated to the industry inventory pool upon relinquishment of the thousands-block (SPs that do not currently subscribe to LIDB need not add interfaces to or arrange for access to such databases);


f) abide by the thousands-block allocation and reclamation procedures outlined in Sections 8.0 and 9.0;


g) provide forecasted and utilization data at the thousands-block per rate center level for pooling carriers for projecting rate area exhaust and for input to the NPA code relief planning process;
 


Any carrier whose forecast data and utilization have not changed from the previous reporting period and the submission form has not been updated may simply re-file the prior submission and indicate that there has been no change since the last reporting, or to report “no change.”
 

h) maintain sufficient and auditable data to demonstrate compliance with these guidelines;


i) verify in the NPAC which TNs are assigned in any contaminated thousands-block received from the PA to avoid duplicate TN assignments.  The preferred method of contaminated TN verification relies on NPAC, but use of one's own LSMS (Local Service Management System) is also acceptable.

j) complete and return the Part 4 (Confirmation of NXX-X Block In Service) to the PA.


k) concerning NRUF (formerly known as COCUS), for intermediate numbers controlled by non-carriers (such as retailers or unified messaging service providers), the carrier that provides intermediate numbers to such entities must report utilization and forecast data to the NANPA for these numbers.
 

l) concerning sequential number assignment, please refer to the TN Administration Guidelines.


m) submit the Thousands-Block Months to Exhaust and Utilization Certification Worksheet – TN level  (Appendix 3) when requesting additional thousands-blocks for growth. 


4.5
User Profile Application Responsibilities 


Each SP participating in pooling is responsible for submitting individual applications for authorized user(s) to access the industry database.  SPs determine the level of access for each user (e.g., view data only, submit applications, make changes).  Users will have a unique password for access to the database.  Appendix 5 is the User Profile Application.  This completed application should be submitted to the PA.  The PA has up to five business days to assign a password and notify the applicant.

5.0 
Pooling Administrator Responsibilities



The following describes the high level responsibilities of the PA in:


1) General Administration Duties


2) Forecasting and Planning Processes


3) Assignment Processes


4) Reporting Processes


5) Block Reclamation Processes


6) Audits


Detailed PA responsibilities are described in the appropriate process sections of these guidelines. 


5.1 
General Administration Duties 


5.1.1  The PA, upon request, shall provide information and answer questions for clarification regarding thousands-block number pooling administration processes, procedures, interfaces, and services.  Additionally, the PA shall provide, upon request of the thousands-block number pooling participant, information on how to obtain documents related to thousands-block number pooling administration.  This can be accomplished by either referring the SP to web sites where it will be possible to download electronic copies, or by providing electronic copies via e-mail.


The PA shall:


a) be responsible for activities associated with industry inventory pool establishment;


b) assure the availability, based upon industry established criteria, of numbering resources within the industry inventory pool for a given rate area;


c) add to the resources in the industry inventory pool when necessary by requesting additional CO Codes from the CO Code Administrator using Months to Exhaust Certifications Worksheet-1000 Block Level (Appendix 4); 


d) work with the CO Code Administrator in the planning and implementation of NPA code relief (e.g., update the PA's industry database to reflect any changes resulting from NPA relief activity).  For specific details, see NPA Code Relief Planning & Notification Guidelines (INC 97-0404-016); 


e) provide copies of the Thousands-Block Number (NXX-X) Pooling Administration Guidelines (INC 99-0127-023) when requested by Block Applicants, including timely notification of changes; 


f) assist the CO Code Administrator in analyzing and helping to resolve problems related to misrouted calls and calls that cannot be completed; 


g) track reported switch cut-overs and thousands-block reassignments and perform other operational functions (e.g., thousands-block reclamation); 


h) make available on their web site the PA-recognized holidays and distribute as necessary; 


i) log and track all thousands-block applications using a tracking mechanism which will enable the PA and Block Applicant to identify a specific thousands-block request; and


j) build and maintain an industry data base which includes appropriate security for confidential data.  The database will be accessible through an appropriate mechanism and, at a minimum, include the following information: 


1) all pooled thousands-blocks in the industry inventory pool (i.e., NPA-NXX-X level information displayed),


2) status of the thousands-blocks, i.e., allocated/assigned, available,


3) identification of the SP to which the thousands-block has been allocated whether or not a thousands-block is contaminated,


4) user profile(s)that contain the SP contact information, OCN, and level of access permitted.  An SP may need multiple individual profiles and passwords (See Appendix 5 - User Profile Application). 


k) set the “Pool Indicator”  on the CO Code ACD screen in BIRRDS for those NXX codes from which thousands-blocks have been donated to the pool after Block Donation Date. 


5.2 
Forecasting and Planning Processes



The PA shall:


a) compile demand forecasts of all SPs participating in thousands-block number pooling and generate a total forecast for the industry inventory pool;


b) perform statistical analysis of the SP’s forecasts to assure adequate numbering resources are available for the industry’s use through timely replenishment of the industry inventory pool; and


c) work cooperatively with the CO Code Administrator in determining when the numbering resources appear to be nearing exhaust. 


5.3 
Assignment Processes



The PA shall:


a)
Using the Pooling Administration System (PAS), receive all applications for thousands-blocks from SPs and validate each field as data is entered to ensure each applicant meets the criteria to be a Block Holder; 


b)
Verify that the applicant has completed the appropriate forms containing all of the pertinent information such as OCN (Operating Company Number), parent company OCN, AOCN (Administrative Operating Company Number), switch ID, Block Effective Date and Tandem Homing ID;


c)
If a paper Part 1a submission has one or more errors identified, the PA will notify the applicant with a list of all errors on the application.  Upon notification, the application is suspended and the applicant has up to two business days to respond with the corrections back to the PA. If the application is returned within the two business days with all errors corrected, the PA will lift the suspension and proceed with the assignment process.  If the errors identified by the PA are not corrected by the applicant within two business days, the PA will issue a Part 3 denial;


d) assist industry inventory pool participants, as necessary, with the completion of all thousands-block number pooling forms;


e) attempt to satisfy all SP requests for specific thousands-block(s) whenever possible, subject to the criteria identified in Section 8.3.4, item c);


f) select the specific thousands-block(s) for assignment, or provide the reason to the SP why the assignment cannot be made;


g) be responsible for inputting necessary information into BIRRDS; 


h) respond to the applicant's request(s) within 7 calendar days following receipt of the request by issuing the Part 3 - Pooling Administrator’s Response/Confirmation form to the applicant; and


i) request new NXX Codes from the CO Code Administrator by completing the Months to Exhaust Certifications Worksheet-1000 Block Level (Appendix 4) to replenish the industry inventory pool in order to meet a SP’s request for a specific thousands-block due to technical reasons.  This includes processing of expedited requests when needed. 


j) complete and return one CO Code Part 4-PA Form (See CO Code Guidelines) to the CO Code Administrator to confirm that the NXX obtained to replenish the industry inventory pool has been placed in service upon receipt of a Thousands-Block Part 4 Form from any Block Holder. 


5.4 
Reporting Processes



The PA shall:


a) prepare and publish reports as required by the industry, the North American Numbering Plan Administrator (NANPA), and regulatory authorities using forecast reports for projected future number resource usage;


b) provide state commissions with disaggregated forecast and utilization data in a single report, if requested 30 days following the submission deadline up to the next deadline;
 


c) treat SP specific data submitted to them as confidential;


d) aggregate Block Holder forecast data and submit the aggregated data to the CO Code Administrator(s) and to the NANPA for use in applicable forecast studies; and only publish data that has been aggregated.


5.5 
Block Reclamation Processes


The PA is responsible for ensuring that thousands-blocks are reclaimed when necessary (see Section 9.0).


5.6
Audits



In the performance of its duties and in meeting its responsibilities, the PA may encounter situations that may alert them to a possible noncompliance with the industry guidelines which warrants the need for a for cause audit. In these situations, the PA will inform and forward relevant information which contains the details of the possible infraction to the designated auditor or appropriate regulatory agency for disposition.


In addition, the PA may be required to provide SP specific data to an auditor in order to facilitate the audit process.


6.0 
Forecast & Utilization Reporting Process


SPs are required to submit their NRUF to the NANPA on a semi-annual basis on or before February1 for the period ending December 31 and on or before August 1 for the period ending on June 30 of each year. 
  Additionally, under these same semi-annual reporting deadlines, SPs shall submit to the PA the Thousands-Block Forecast Report (Appendix 1).  All individual SP data will be treated by the PA in a confidential manner. The data provided in these reports will allow the PA to aggregate the data at the rate area level and will be used by the PA to provide a rate area NRUF to NANPA and to determine if a critical industry inventory insufficiency (see Section 10.2) exists within a rate area. The PA will forward its aggregated NRUF forecast data to the NANPA within 14 calendar days of the February 1st date or within 14 calendar days of the August 1st date.



All SPs are expected to provide these Appendix 1 reports for each pooling area to the PA in a reasonable amount of time (e.g., 6 to 9 months) prior to when they are required to participate in thousands-block number pooling in a rate area. 


6.1 
Forecast Process


6.1.1
NRUF forecast data needs to be supplemented in areas where thousands-block pooling has been implemented, and all thousands-block number pooling SPs shall provide a Thousands-Block Forecast Report  (Appendix 1), on a semi-annual basis, by rate area to the PA in addition to the NRUF. The Thousands-Block Forecast Report is based on a 12-month interval.  A Thousands-Block Forecast Report will be sent by SPs to the PA for all number resource requirements in thousands-block number pooling rate areas, including full NXX Codes as well as thousands-blocks. The forecast submitted is incremental above the quantity of thousands-blocks already allocated in the SP inventory.  The SP inventory consists of all geographic NANP TNs allocated by the CO Code Administrator/PA to the Code/Block Holder.  The PA will size each industry inventory pool as necessary based on forecasts received.  The PA shall maintain no more than a six-month inventory of TNs in each rate center.
  The exception to the six-month inventory maximum is when thousands-block donations exceed the six month supply and there are no full NXX Codes for the PA to return to NANPA. 


6.1.2
If SPs identify a significant change in their thousands-block forecast for a rate area, they should provide an updated Thousands-Block Forecast Report (Appendix 1) for that rate area as soon as possible to the PA. The updated forecast should also identify a SP’s need for an entire NXX code(s) (identified in thousands-blocks) to satisfy the need of a single customer. This updated forecast will completely replace the previous thousands-block forecast for a given rate area. 


6.1.3
A separate Thousands-Block Forecast Report (Appendix 1) will be required to establish an industry inventory pool. At the pool implementation meeting, the PA will notify all SPs participating in the thousands-block number pooling area of the request and provide a reasonable length of time for SP responses (i.e., one month or more). 


6.1.4
If a SP submits a Thousand Block Application Form Part 1A for additional thousands-blocks greater than that which had been previously forecasted, the SP could be temporarily restricted to their original forecasted amount to allow the PA sufficient time to replenish the industry inventory pool, when necessary, before the SP’s application can be fulfilled.  If satisfying these particular requests would result in a critical industry inventory insufficiency (see Section 10.2) in the industry inventory pool for a rate area, the PA may not be able to meet the entire request.


6.1.5 A SP that has not submitted an NRUF and Thousands-Block Forecast 



Report (Appendix 1) will be denied thousands-blocks from the industry inventory pool until the SP submits both reports.  In the event that the industry inventory pool has more than sufficient resources to meet the forecasts of other SPs, the PA may assign thousands-blocks to a SP who has just submitted the required forecast and utilization reports.  In the event that the industry inventory pool does not have more than sufficient resources to meet the forecasts of other SPs, the SP just now submitting the forecast and utilization reports will not be provided thousands-blocks for a period of up to sixty-six (66) calendar days from the time the SP submitted their reports..  This 66 calendar day interval will allow the PA sufficient time to replenish the industry inventory pool when necessary.  This process for addressing a SP that has not submitted  forecast and utilization reports is different in NPA jeopardy situations (see Section 10.0). 



When an industry inventory pool is not adequate to meet participating SPs’ forecasted thousands-block demands, the PA will request additional NXX codes from the CO Code Administrator as outlined in Section 7.4.


6.2.
Service Provider Forecast and Utilization Reporting Requirements


The following are the SP reporting requirements for thousands-block number pooling:


a) provide Thousands-Block Forecast data as specified in the form in Appendix 1 when applicable;


b) provide NRUF data in accordance with NRUF guidelines (INC 00-0619-026) by the Feb 1ST and August 1st dates; and


c) SPs providing service in multiple rate areas must submit an NRUF and Thousands-Block Forecast Report (Appendix 1) incorporating each rate area.


d) when requesting additional blocks for growth. 


7.0 
Industry Inventory Pool



The objective of an industry inventory pool is to maintain sufficient thousands-blocks for a 6-month inventory.
  The quantity of these thousands-blocks should be determined by the PA based upon:


a) the number of SPs participating in a given rate area;


b) the individual forecasts provided by each of the thousands-block number pooling participants; and


c) the anticipated rate of assignment of the thousands-blocks within the industry inventory pool.


7.1
Outline of the Milestones in Establishing Thousands-block Number Pooling (Table 1).



Upon regulatory direction, based on the pooling rollout schedule, the PA will obtain a list of SPs that have LNP capable switches in the geographic area where thousands-block number pooling is to be implemented.
  The PA will then schedule a First Implementation Meeting and assure that the SPs are aware of their requirement to participate in thousands-block number pooling and encourage their attendance and participation.



The PA will present a template of the Milestones in Establishing Thousands-Block Pooling (Table 1) which identifies the milestones that SPs will be required to meet in order to implement thousands-block number pooling by the Mandated Implementation Date. 



The PA and participating SPs determine the dates of the milestones on Table 1.  These dates should be based on the directives provided by the regulatory body and input from participating SPs.  The milestones should include the following: 


a) Regulatory Mandate - The date that thousands-block number pooling was ordered.


b) First Implementation Meeting - The meeting held by the PA for all participating SPs to develop the specific dates for the milestones.


c) Forecast Report Date – The deadline for SPs to report their forecasted thousands-block demand using the Thousands-Block Forecast Report (Appendix 1) to the PA. 


d) Block Protection Date - The deadline for SPs to “protect” specified thousands-blocks (those with up to and including 10% contamination) from further contamination. 


e) Block Donation Identification Date - The deadline for SPs to report their surplus of thousands-blocks to the PA.  This is also the date when SPs may begin to port all TNs in contaminated thousand blocks that they are donating to the pool. All blocks to be donated must be portable in the NPAC and LERG Routing Guide. 


f) PA Assessment of Industry Inventory Pool Surplus/Deficiency - The deadline for the PA to aggregate and evaluate SP thousands-block donation information and determine, on a rate area basis, whether there is a surplus of thousands-blocks or whether an additional NXX code(s) is required to establish the 6-month inventory. The time interval for this activity should be established at the First Implementation Meeting. This is also the date when the assessment will be posted to the PA website.


g) Block Donation Date – The deadline for SPs to donate their thousands-blocks. This is also the date by which all providers participating in thousands-block number pooling in the NPA must have all their Intra Service provider ports completed. Five business days later, Telcordia will update the LERG Routing Guide with thousands-blocks SPs are retaining.


h) Pool Start/Allocation Date - The date the PA may start allocating thousands-blocks from the industry inventory pool to SPs.  This is also the start date for SPs to send requests for thousands-blocks to the PA.


i) Mandated Implementation Date - The date identified by the appropriate regulatory body by which thousands-block number pooling is to be implemented.


Table 1


MILESTONES IN ESTABLISHING THOUSANDS-BLOCK NUMBER POOLING


#

MILESTONES

DATE



1

Regulatory Mandate 





2

First Implementation Meeting


· Discuss any restrictions on CO Code applications 





3

Forecast Report Date (based on Mandated Implementation Date )





4

Block Protection Date





5

Block Donation Identification Date to Pool Administrator (based on Pool Start/Allocation date)


· NXX’s must be portable in LERG Routing Guide and NPAC


· Begin Intra-Service Provider Porting





6

PA Assessment of Industry Inventory Surplus/Deficiency 


· Posted on PA website








7

Block Donation Date 


· Confirmation letter by SPs to PA


· End Intra- Service Provider Porting


Note: 5 business days later – LERG Routing Guide update completed by Telcordia with blocks SP’s are retaining





8

Pool Start/Allocation Date 


· 1st Day to Request Thousands-Blocks








9

Mandated Implementation Date





7.2
Details of Thousands-block number pooling Milestones  



7.2.1
Regulatory Mandate


The date that thousands-block number pooling was ordered.


7.2.2.
First Implementation Meeting


The PA is required to hold one public meeting with all SPs expected to participate in thousands-block number pooling.  Additional meetings may be scheduled if necessary.  The purpose of this meeting is to develop, by industry consensus, the intervals between the milestones in order to finalize the Milestones in Establishing Thousands-Block Pooling (Table 1).  SPs will be informed of the requirements for thousands-block number pooling (including both initial and subsequent forecast reports, thousands-block protection, thousands-block donation, etc.) and will have the opportunity to ask clarification questions regarding this process. 



First Implementation Meetings are to be scheduled by the PA with the understanding that the dates should be consistent with the yet to be established national thousands-block number pooling implementation roll out process. First Implementation Meetings could be scheduled, for example, on the following basis:


· multiple NPAs/multiple industry inventory pools with the same rollout schedule,


· multiple NPAs/single industry inventory pool,


· single NPA/multiple industry inventory pools with the same rollout schedule,


· single NPA/single industry inventory pool.



The PA will arrange for the First Implementation Meeting location and date, and notify potential attendees of the arrangements.  This notification will also include the required meeting fee, if necessary, to cover meeting costs.  If a SP in the designated area wishes to host the meeting, they should contact the PA and meeting costs may be optional.  The PA will be exempt from paying meeting fees to attend First Implementation Meetings, but will be responsible for meeting notification, arrangements, facilitation, and documenting and distribution of meeting summaries.  


7.2.3
 Forecast Report Date

The Forecast Report Date is the deadline for SPs to report their forecasted thousands-block demand to the PA using the Thousands-Block Forecast Report (Appendix 1). The Thousands-Block Forecast Report will be used by the PA  to establish the industry inventory pool. 


7.2.4   Block Protection Date



SPs are required to protect thousands-blocks with 0% up to and including 10% contamination from further contamination after the Block Protection Date, unless the SP does not have adequate supply in their inventory to fill customer requests (this does not include a request by a customer for a vanity number).  The time interval from when SPs protect thousands-blocks (Block Protection Date) to when they identify thousands-blocks for donation to the PA (Block Donation Identification Date) requires considerable verification work by SPs so that all available TNs are identified (see Section 7.2.6).  The length of this interval should depend upon the quantity of contaminated thousands-blocks to be donated.


7.2.5    Block Donation Identification Date

SPs will use the Appendix 2 form to identify all thousands-blocks that will be donated to the industry inventory pool. 


SPs may retain a thousands-block if they can demonstrate that: 


a) the thousands-blocks are required to meet the SP’s 6-month projected forecast beyond the Pool Start /Allocation Date, or


b) there are technical reasons which justify retaining the thousand-blocks such as TNs that are assigned to non-portable services, e.g. packet switched service. 



c) this is their initial block or “footprint” block even if the thousands-block is less than ten percent contaminated
.


Subsequent to the Block Donation Identification date but prior to the Block Donation date, the SP may discover an error on Appendix 2 that was submitted to the PA.  If so, the SP should contact the PA and indicate the necessary correction. 


Retention of these thousands-blocks is subject to an audit(s) by the designated auditor and to appropriate appeal procedures (see Section 11.0). 


7.2.6   PA Assessment of Industry Inventory Surplus/Deficiency


For each thousands-block number pooling area, the PA will evaluate whether there will be enough thousands-blocks donated to create an industry inventory pool with enough supply to meet the aggregate forecasted demand for TNs for 6 months beyond the Pool Start/Allocation Date.  If the PA believes there will be insufficient supply to meet this demand, the PA will request additional NXX codes from the CO Code Administrator in an expedited manner to assure adequate supply exists prior to the Pool Start/Allocation Date (see Section 7.4.4, Step 2 for the process to select a LERG Assignee).  If the PA determines there is an excess supply beyond the 6-month inventory level, any full NXX Codes in excess will be returned to the CO Code Administrator.  Any excess individual thousands-blocks will be kept in the industry inventory pool.


The PA will post the assessment of the pool to the PA website for SP’s to view the results of the surplus/deficiency determination. 


SPs are required to verify available TNs in thousands-blocks which they intend to donate to assure they are not assigned in switches, billing systems, etc.  The SP will complete intra-service provider ports on unavailable TNs in contaminated blocks which they are donating, including TNs assigned to resellers, Type 1 providers, etc., by the Block Donation Date.  The porting of unavailable TNs in contaminated blocks in advance of the Pool Start/Allocation Date will allow the recipient Block Holder the ability to determine which TNs are unavailable upon allocation of the thousands-block.



In addition, SPs will ensure that all donated thousands-blocks are within NXXs that have been flagged as LNP capable in the LERG Routing Guide and the NPAC, and that the associated (donor) switch(es) are LNP-capable and ready to process terminating traffic.  The donated thousands-blocks shall be ready for allocation and use on the Pool Start/Allocation Date.


The normal interval between the PA Assessment of Industry Inventory Surplus/Deficiency Date and the Block Donation Date is 66 calendar days which allows for CO Code activation to populate the industry inventory pool if needed. 


7.2.7  Block Donation Date


SPs are required to donate protected thousands-blocks (see Section 7.2.4) at the Block Donation Date.  Intra-SP porting of all unavailable TNs within all thousands-blocks that are being donated to the industry inventory pool by SPs is to be completed by the Block Donation Date.  SPs should notify the PA in writing if the activities required in the thousands-block donation phase have not occurred by the Block Donation date. SPs should not donate any thousands-blocks that will be required to maintain their inventory for 6 months beyond the Pool Start/Allocation Date.  Thousands-blocks donated by SPs to the PA to initialize the industry inventory pool will be summarized by the PA, per NPA.  The PA will provide this summarized data
 to Telcordia™ Routing Administration (TRA), in a format agreed upon between the PA and TRA after the Block Donation Date and prior to Pool Start/Allocation Date that takes into consideration a time frame requirement for the PA to compile the data. This data should be provided within 2 business days.


After the Block Donation Date:


· If block donations are submitted using Appendix 2 via PAS, the PA shall process the donation within 7 calendar days.  If donations are submitted by any other method, the PA has an additional two business days for processing.


· For any donations from a non-pooled NXX, the AOCN is responsible for entering its specified routing and rating information for those retained thousands-blocks.  The retained thousands-block will not appear in the LERG Routing Guide until the AOCN has performed this task.


· For any subsequent donations of previously retained blocks from a pooled NXX, the block(s) to be donated must be disconnected by the AOCN in BIRRDS before donation. (Issue 386)



Prior to donating the thousands-block(s)/NXX code(s) to the industry inventory pool, SPs must confirm that:


a) a)  all unavailable TNs within contaminated thousands-block(s)/NXX(s) have   been intra-service provider ported; 


b) the associated NPA/NXX is currently available for call routing and is flagged as LNP capable in the LERG Routing Guide and the NPAC, and the NPA-NXX query triggers are applied in all switches and reflected in the appropriate network databases (e.g., STP routing tables);


c) the NXX-assigned switch is currently LNP-capable and will process terminating traffic appropriately; and


d) interconnection  facilities have been established between the NXX-assigned switch and other interconnecting networks. 


e) a Part 4 is returned to the same administrator (NANPA or PA) with whom the SP initiated the Part 1 request.  


 
The interval between the Block Donation Identification Date and the Block Donation Date will be determined by industry consensus.  However in no case will the interval be less than 30 calendar days. 


Subsequent to the Block Donation date, the SP may have a need to retrieve a block they had previously donated to the pool.  Likely reasons could be errors in reported block contamination levels, assignments made after block protection, customer request, etc.   Via email with the PA, the SP may exchange its own blocks.  If this cannot be accommodated, then the SP must apply for the block via a Part 1A. In the case where the SP needs one of its own blocks back but cannot meet the MTE/utilization, the PA may agree to hold the block until requirements are met or the SP may seek appropriate regulatory intervention. 


If a pending LNP port exists for an unavailable TN(s) within a contaminated thousands-block that is being donated, the two SPs involved in the LNP port must work cooperatively to resolve the pending port.  This process could be accomplished by having the recipient SP of the LNP port, cancel the pending LNP port so that the donating SP can perform the intra-SP port for thousands-block donation purposes.  Afterwards, the recipient SP of the LNP port, would then re-establish the pending LNP port.  Another alternative would be to have the SPs involved attempt to advance the pending LNP port through contact with the NPAC. 


The quantity of pending LNP ports (not intra-SP ports) that must be addressed should be considered by the industry when establishing the overall schedule for thousands-block donation.  A large quantity of pending LNP ports may require a longer interval between the Block Donation Identification Date and Block Donation Date.  This information may not be available at the First Implementation Meeting. 


Failure to address all pending ports at the time of thousands-block donation will result in a rejection of the NPAC activation when that thousands-block is subsequently allocated to an SP following industry inventory pool establishment.  See Section 8.3.8


7.2.8   Pool Start/Allocation Date


The Pool Start/Allocation Date is the date that the PA may start allocating thousands-blocks from the industry inventory pool to SPs. This is also the start date for SPs to send requests for thousands-blocks to the PA. The Pool Start/Allocation Date may be as few as 5 business days following the Block Donation Date: two days are necessary to allow the NPAC download of intra-SP ports to occur and to allow the PA to compile the necessary data; the additional three days are for the initialization of the data in BIRRDS. The Pool Start/Allocation Date may also be established beyond 5 business days following the Block Donation Date, depending on local circumstances.  


7.2.9  Mandated Implementation Date


The date identified by the appropriate regulatory body by which thousands-block number pooling is to be implemented.


7.3
Ongoing Industry Inventory Pool Administration 



Should a rate area be altered (e.g., consolidated, boundary change) after a thousands-block number pooling environment has been established, the PA will select the necessary implementation milestones from those outlined in the Establishment of the Thousands-block number pooling Implementation Timeline (see Section 7.1) to effect the required change to the industry inventory pool.



The size of the industry inventory pool will be a 6-month supply for each rate area.  The SP’s inventory for each rate area may be up to a 6-month supply.



Examples:


· If an NPA Overlay conforms exactly to the existing NPAs geographic area, the existing industry inventory pools should not require that any additional thousands-block number pooling implementation milestones be identified by the PA, nor should it be treated as a separate industry inventory pool from the existing industry inventory pool.


· Rate Center Consolidation (RCC) may require that some milestones outlined in Section 7.1 be identified to re-size the industry inventory pool.  The necessary milestones for the PA to identify will be dependent on the specific characteristics of each thousands-block number pooling area and the requirements needed to modify the existing industry inventory pool.


7.4 
Replenishment of the Industry Inventory Pool


7.4.1  The PA shall monitor the supply of available thousands-blocks in the industry inventory pool for each of the rate areas being administered.  This includes, but is not limited to, anticipating the demand upon the industry inventory pool, replenishing the supply based on thousands-block forecasts, and meeting SP requests for thousands-blocks that cannot be filled from available thousands-blocks in the industry inventory pool.



SPs will not be required to donate contaminated thousands-blocks for ongoing replenishment of the industry inventory pool.


7.4.2
New NXX codes will be used to replenish the industry inventory pool after the initial industry inventory pool has been established.  Thousands-blocks reclaimed by the PA will also be used to replenish the industry inventory pool. SPs may also voluntarily return any resources to assist in the replenishment of the industry inventory pool, including any resources in SP’s inventory within thousands-block number pooling rate areas, from both embedded resources as well as thousands-blocks allocated to an SP by the PA. SPs should first return all uncontaminated thousands-blocks before returning any contaminated thousands-blocks for industry inventory pool replenishment.  For reclamation procedures, see Section 9.0.


7.4.3
Prior to requesting a new NXX code(s) from the CO Code Administrator to replenish the industry inventory pool, the PA could request SPs to voluntarily return any uncontaminated thousands-blocks or uncontaminated NXX Codes within their SP inventories which are not required based on their 6 month inventory forecast.



Prior to donating the thousands-block(s)/NXX code(s) to the industry inventory pool, SPs must confirm that:


a)  all unavailable TNs within contaminated thousands-block(s)/NXX(s) have   been intra-service provider ported; 


b)  the associated NPA/NXX is currently available for call routing and is flagged as LNP capable in the LERG Routing Guide and the NPAC, and the NPA-NXX query triggers are applied in all switches and reflected in the appropriate network databases (e.g., STP routing tables);


c)  the NXX-assigned switch is currently LNP-capable and will process terminating traffic appropriately; and


d)  interconnection facilities have been established between the NXX-assigned switch and other interconnecting networks. 


7.4.4  
The following steps provide the process flow and activation procedures for the addition of central office codes in order to provide additional thousands-blocks to the industry inventory pool to meet immediate or forecast demand:  



Step 1 - The PA utilizes SPs’ forecasts to determine that additional thousands-blocks are required to maintain a 6-month supply for the industry inventory pool for a specific rate area.  Additionally, the PA may require new NXX Codes to replenish the industry inventory pool to meet an SP’s request that cannot be filled from thousands-blocks available in the industry inventory pool.



Step 2 - The PA selects a LERG Assignee for growth codes to be added to the industry inventory pool from a list of SPs that have a forecasted need. The LERG Assignee receives a thousands-block(s) from the NXX assigned to ensure that responsibilities in 4.2.1 are maintained. However, once the responsibilities of the SP outlined in 4.2.1 of the TBPAG are fulfilled and the SP determines that the block is not needed, the SP does have the option of returning the block to the PA. If the LERG Assignee requires the assignment of an LRN, the LERG Assignee shall select the LRN from its assigned thousands-block(s).  If a request is for a customer dedicated NXX code, the requesting SP will be the LERG Assignee.   The PA will follow the order below to select a LERG Assignee:


1.  A SP requiring an LRN.


2. A SP volunteering to be the LERG Assignee who meets the MTE and utilization threshold requirements. 


3. Participating SPs with a forecasted need that also meet the MTE and utilization threshold requirements will be selected on a rotational basis.  An SP with a forecasted need cannot refuse to become a LERG Assignee, except for technical limitations, or if any SP is a LERG Assignee for greater than 50% of the pooled NXX Codes within that rate area. 


Step 3 - The LERG Assignee, designated in Step 2, is responsible for completing the Central Office Code (NXX) Assignment Request - Part 1 form and submitting it to the PA.  The PA will then forward that Part 1 to the CO Code Administrator.   The LERG Assignee is also responsible for submitting the Thousands-Block Application Forms – Part 1A to the PA for the thousands-block(s) retained. If the SP is retaining multiple blocks and the routing information is different for those blocks, then a Part 1B must be submitted.


Where the LERG Assignee has requested a dedicated NXX Code to meet a specific customer request, the LERG Assignee is responsible for completing the Thousands-Block Months to Exhaust and Utilization Certification Worksheet - TN Level (Appendix 3) and submitting it to the PA. In this instance, the LERG Assignee should not be required to submit Thousands-Blocks Forms Part 1A or Part 1B. 


The LERG Assignee shall also include the names of both the PA and the LERG Assignee on the Central Office Code (NXX) Assignment Request - Part 1 form  (Code Applicant section) so that the CO Code Administrator can provide a Part 3 response directly to both the PA and the LERG Assignee.  The LERG Assignee, or its designate, is also responsible for inputting the BIRRDSinformation for the NXX Code assigned. 


When the PA is unable to fill a SP thousands-block application, the PA will select a LERG Assignee per Step 2, request the LERG Assignee to fill out a Central Office Code (NXX) Assignment Request - Part 1 form and return it to the PA  who will forward it to the CO Code Administrator. The selected LERG assignee must complete the Central Office Code (NXX) Assignment Request - Part 1 form and return it to the PA within two business days.  The Central Office Code (NXX) Assignment Request - Part 1 form will include the selected LERG Assignee and  a proposed Code Effective Date that should allow for the industry standard activation interval of  66 calendar days. 


Step 4 - The CO Code Administrator reviews the Central Office Code (NXX) Assignment Request - Part 1 form and, within 14 calendar days, notifies the PA and the LERG Assignee of the NXX Code(s) assignment.


Step 5 - The CO Code Administrator inputs LERG Assignee information into the ACD record of BIRRDS, using Central Office Code (NXX) Assignment Request - Part 1 form data (NPA, NXX, OCN, and Effective Date.).


Step 6 - Within seven (7) calendar days upon receipt of the NXX Code assignment from the CO Code Administrator, the PA informs the LERG Assignee of the NXX Code and thousands-block(s) assigned using  the Thousands-Block Application Forms, Part 3 – Pooling Administrator’s Response/Confirmation.  During this step, the PA will also build the BCD record for thousands-block(s) being allocated to the LERG Assignee.  The information entered on the BCD record will include OCN of the Block Holder, AOCN for switch update, the thousands-block range, switch ID and thousands-block Effective Date.  The Effective Date for all thousands-block(s) assigned to the LERG Assignee will be the same as the Effective Date of the CO Code. All other thousands-blocks from the CO code used to replenish the industry inventory pool can not become effective until 1 business day after the Effective Date of the CO code. 


Step 7 - Within seven (7) calendar days of notification by the CO Code Administrator, the LERG Assignee, or its designee, inputs Part 2 information from the Central Office Code (NXX) Assignment Request into BIRRDS.


7.5
Pooling Administrator’s Responsibilities When Requesting CO Codes


7.5.1  The PA, when applying to the CO Code Administrator for additional NXX Codes for industry inventory pool growth, demonstrates that existing thousands-blocks for the rate area will exhaust within 6 months with the Months to Exhaust Certifications Worksheet-1000 Block Level (Appendix 4).
   The PA, when applying to the CO Code Administrator to meet a SP’s request for a specific thousands-block due to technical reasons, will provide supporting documentation as to the technical constraint as provided by the SP. 


7.5.2 The PA, when forwarding the LERG Assignee’s application to the CO Code Administrator for additional NXX Codes for the industry inventory pool, will complete and attach aggregated industry inventory pool data supporting the application in order to meet the Months to Exhaust Worksheet requirement for a CO Code assignment.  This data will be supplied on the Thousand Block Pooling Months To Exhaust Certification Worksheet - 1000 Block Level form (Appendix 4).  The aggregated data should include: 



· thousands-blocks available for assignment;



· growth history of thousands-blocks, or equivalent information, for the past 6 months; and


· projected demand for thousands-blocks in the next 12 months.


7.5.3  
The PA, when applying to the CO Code Administrator for an NXX Code to a) satisfy the needs of a SP’s single customer requiring 10,000 consecutive TNs or b) be assigned for LRN purposes, will forward the Thousands-Block Months to Exhaust and Utilization Certification Worksheet - TN Level (Appendix 3) that is supplied to the PA by the requesting SP and covers: 


a) TNs available for assignment;


b) incremental growth history of new TNs for the past 6 months (does not include ported-in TNs); and


c) projected incremental demand for TNs in the next 12 months.


The PA must forward this Thousands-Block Months to Exhaust and Utilization Certification Worksheet – TN Level (Appendix 3) information to the CO Code Administrator.  


The PA will forward the CO Code Part 4 form to the CO Code Administrator.  The SP to whom the NXX has been assigned is responsible for providing the CO Code Part 4 (Assignment Request and Confirmation of Code In Service) to the PA that confirms that the NXX obtained to meet a SP’s single customer request for a full NXX Code has been placed in service.


7.5.4
Before allocating blocks from a new NXX that was assigned for use in an industry pool, the PA must verify with the LERG Assignee that the code has been activated in the PSTN.  This step ensures that blocks allocated to other SPs will be viable.


8.0   
Allocation of Thousands-Blocks 


8.1 
Criteria for Thousands-Block Allocation



The following criteria shall be used by the PA in reviewing a thousands-block request from a SP:


a) requests for thousands-block assignments shall not be made more than 6 months prior to the requested Effective Date;


b) the applicant must be licensed or certified to operate in the rate area, if required, and must demonstrate that all applicable regulatory approvals required to provide the service for which the thousands-block is required have been obtained;
 



c) the applicant must be able to provide documented proof that they are or will be capable of providing service within 60 calendar days of the numbering resource activation date for initial codes.  Self certification will not be acceptable.
 



d) the applicant must demonstrate a need for a thousands-block(s);
  


e) multiple thousands-blocks may be requested on one Thousands-Block Applications Forms - Part 1A - General Application Information form. The Part 1A application form is structured per switch, per rate area;


f) a separate Thousands-Block Applications Form - Part 1B - NPAC Block Holder Data form must be submitted for each thousands-block requested;



g) the applicant should have requested their own contaminated thousands-block from the industry inventory pool;


h) the SP could have refused the assignment of a  thousands-block when it did not meet their technical limitations and/or administrative constraints;


i) thousands-blocks shall not be allocated to satisfy requests for vanity TNs; 


j) the applicant has provided the required semi-annual forecast and utilization information to the PA in order to be assigned a thousands-block (see Section 6.0);
 


k) the applicant must record the following categories of telephone numbers for reporting utilization: 1.administrative; 2. Aging; 3. Assigned;  4. Available; 5. Intermediate; and 6. Reserved, for purposes of the forecast and utilization reporting required above.
 


8.2
Application Process


8.2.1  The applicants for thousands-block assignments shall submit their requests to the PA using the electronic Thousands-Block Application Forms found on the PA Web site or via an interface by Electronic File Transfer (EFT) . No requests and/or form submission will be accepted via fax, paper, voice, or e-mail, except in extraordinary circumstances and/or previously agreed to by the PA.  Where the applicant requires the assignment of a full NXX code, the applicant should so indicate on the Thousands-Block Application Forms, Part 1A.  Electronic transfer or e-mail will be accepted as “official signature.”


8.2.2
The applicant should indicate on the Thousands-Block Application Forms – Part 1A – General Application Information form, if any thousands-block (i.e., 0-9) is acceptable or whether for technical limitations and/or administrative reasons, only certain thousands-blocks may be assigned to them.  Specific thousands-blocks may be requested on the application.  The applicant may also indicate a requirement, or a preference, for sequential numbering resources.


8.2.3  The PA receives the thousands-block request (Thousands-Block Application Forms, Parts 1A and 1B) from the SP and the Thousands-Block Months to Exhaust and Utilization Certification Worksheet – TN Level (Appendix 3).  Additional information and/or dialogue may be required by the PA with the applicant to facilitate application processing.  The PA is required to respond to the applicant within seven (7) calendar days of receipt of the request.  


8.2.4
Applicants requiring an Effective Date more than 28 calendar days after the date the PA receives the application should specify their desired Effective Date.  An application without an Effective Date will be assigned the standard PA-assigned minimum Effective Date of 19 calendar days after the Allocation Date.   The PA shall always assure a minimum of 19 calendar days between the Allocation Date and the Effective Date, unless requested otherwise through the expedite process (see Section 8.6). 


SPs must allow at least two calendar days beyond the Effective Date prior to activating TNs within the assigned thousands-block.  For example, if the Effective Date is October 28, XXXX, a SP can start assigning TNs on October 30, XXXX.  This is necessary in order to allow for NPAC processing and downloading to occur.


This 21 calendar day interval (i.e., from thousands-block allocation through completion of NPAC processing) is necessary because of some SP’s internal company notification processes, etc.   It should be noted that interconnection arrangements and facilities need to be in place prior to activation of a thousands-block.  Such arrangements are outside the scope of these guidelines.


8.2.5 A SP may exchange an assigned thousands-block with the PA only if the desired thousands-block and the assigned thousands-block are in the same rate area, are uncontaminated, and the desired thousands-block is available for assignment.  The request for the exchange must be made prior to the effective date of the assigned thousands-block being exchanged.  The PA will assign a new effective date to the desired block that still must be placed into service within six months of the original effective date provided on the Part 3 of the originally-assigned block. 


8.3 
Processes for Allocation of Thousands-Blocks


8.3.1  One process involves the initial allocation of thousands-block(s) to a SP without numbering resources in a rate area.



A SP entering an established industry inventory pool with no numbering resources within the rate area is required to provide the PA a thousands-block forecast prior to the allocation of a thousands-block(s) as detailed in Section 6.0. The PA will allocate the appropriate quantity of thousands-blocks to the new SP based on its request as detailed in Section 5.2 and Section 5.3.  The PA may review any application for reasonableness and request additional information from the applicant as necessary.


8.3.2  Another process involves the initial allocation of thousands-blocks from the industry inventory pool to a SP with numbering resources in a rate area



A SP entering an established industry inventory pool, who has numbering resources within the rate area will, prior to requesting numbering resources from the industry inventory pool:


a) provide a thousands-block forecast; and


b) donate thousands-blocks to the industry inventory pool as outlined in Section 7.0.


8.3.3 The need for an initial thousands-block assignment occurs only when a SP initiates service in a rate area. 


If the applicant is deploying a new switching entity/POI in that rate area which requires the assignment of an LRN, the Block Applicant will indicate on the Thousands-Block Application Forms - Part 1A - General Application Information form, the need for assignment of a new NXX Code.
  In this case, the requesting SP becomes the LERG Assignee.  In instances where the applicant does not designate a particular rate area for LRN assignment purposes, the PA should recommend and gain the SP's concurrence regarding which rate area should be used for assignment of an NXX Code and ensure efficient utilization of numbering resources.


8.3.4   For growth thousands-block allocations, the following applicable criteria shall be used by the PA in reviewing a thousands-block request from a SP:  


a) The applicants must demonstrate that existing numbering resources for the rate center will exhaust within 6 months.
 


b) The applicants must meet the following utilization thresholds 


c) Unless the applicant requests a specific thousands-block, the PA should select the thousands-block for assignment based upon the following order:


1) SP’s own donated contaminated thousands-blocks;


2) SP’s own donated, uncontaminated thousands-blocks (first attempting to use the 0,1,8 and 9 thousands-blocks);


3) uncontaminated thousands-blocks from other SPs (first attempting to use the 0,1,8 and 9 thousands-blocks); and


4) contaminated blocks from other SPs.


d)  When the applicant requests a specific thousands-block, the PA should assign the block if available in the industry inventory pool.  If not, the PA should follow the procedure outlined above. 


There is an exception for state commissions that are currently using a utilization threshold pursuant to delegated authority that exceeds 60%. These state commissions may continue to use their alternate utilization threshold in those rate areas as long as it does not exceed the FCC’s established ceiling of 75%;
 


The quantitative information required to meet the utilization threshold and Months To Exhaust (MTE) for a growth thousands-block(s) request is on the Thousands-Blocks Months to Exhaust and Utilization Certification Worksheet - TN Level (Appendix 3).  The thousands-block applicant should retain a copy in the event of an audit or regulatory initiative.  The SP will supply additional supporting information to the PA including: 


1) TNs available for assignment,


2) incremental growth history of new TNs for the past 6 months, 


3) projected incremental demand for new TNs in the next 12 months; and


4) utilization threshold. 


8.3.5 The PA is responsible for creating the BCD record in BIRRDS with the required thousands-block information. The BCD record must be created within seven (7) calendar days from receipt of the block application.  Required thousands-block information includes the following data elements: OCN of the Block Holder, AOCN for switch update, the thousands-block line range, switch ID and block Effective Date.  The BCD record will also display the rate area of the assigned NXX code as shown on the NXX ACD record.  The rate area information is for informational purposes only for the PA.  


As of November 8, 2002, the AOCN is responsible for entering its specified routing and rating information for the thousands-block with the issuance of the Part 3.
  The thousands-block assignment will not appear in the LERG Routing Guide until the AOCN has performed this task. If the AOCN does not enter the information in sufficient time to allow for a 19-day notification interval prior to the thousands-block effective date, the effective date will be automatically changed in the appropriate TRA databases to ensure a minimum 19-day notification interval.


8.3.6 
The PA issues the Part 3 - Pooling Administrator’s Response/Confirmation form to the SP and issues the Part 1B, NPAC Block Holder Data form, to the NPAC as confirmation of thousands-block allocation, except when the thousands-block is being allocated back to the LERG Assignee and is going back to the donating switch.  The NPAC will create the NPA-NXX-X Holder Information Table within seven (7) calendar days of notification for all thousands-blocks allocated to SPs, except when the thousands-block is being allocated back to the LERG Assignee and it is going back to the donating switch.


8.3.7 
When a contaminated thousands-block is allocated, the PA will notify the thousands-block applicant that the allocated thousands-block(s) is contaminated.  The thousands-block applicant is responsible for obtaining a list from the LNP data bases of unavailable TNs within the contaminated thousands-block that are not available for the thousands-block applicant's use. 


8.3.8
Should the NPAC experience any problem with the initial activation of an allocated thousands-block (e.g., if all pending ports have not been addressed), the NPAC will notify the PA before attempting to perform subsequent thousands-block creation.  In the event all pending ports have not been addressed and is the cause for rejection, the PA will contact the LERG Assignee (i.e., the Block Donor) to take steps to resolve any pending ports that were not addressed during thousands-block donation.  The LERG Assignee will resolve the issue and provide notification back to the PA within five (5) business days of being contacted by the PA.


8.3.9
In instances where a pooled unavailable TN is assigned to more than one customer served by different SPs (i.e., Block Holder and LERG Assignee) due to an error made by the LERG Assignee in the population of unavailable TNs in the LNP data base at the time of donation, the customer of the original SP (i.e., the customer to whom the TN was originally assigned) shall retain assignment of the TN.  The Block Holder shall assign their customer a new TN.


8.3.10 A thousands-block assigned to a SP should be placed in service by the applicable activation deadline, that is, six months after the original effective date returned on the Part 3 and entered on the BCD/BCR screen in BIRRDS. Confirmation that the block has been placed in service is mandatory.  If the PA does not receive the Part 4 – Confirmation of NXX-X Block In Service, the PA will start the reclamation process within 60 calendar days of the expiration of the applicable activation deadline by referring   instances of unactivated thousands-blocks to the relevant state commission (see Section 9.1.3) 
.  If the SP identifies that it will not meet the activation deadline, due to circumstances beyond its control, the SP may request an extension from the state commission. 


8.4
Thousands-Block Transfer Process



The criteria below will apply when the transfer of a thousands-block has been made from one SP to another SP, the full thousands-block is assigned and/or reserved to a single end user customer, or the thousands-block is being migrated from a Type 1 (wireless) interconnection arrangement.



All time intervals applicable to the assignment of a new thousands-block apply in the case of a thousands-block transfer.  These intervals do not address the time intervals needed to perform the network and other rearrangements associated with the thousands-block transfer.


8.4.1 
The following criteria will be used by the PA in reviewing a thousands-block transfer request:


a)
The applicant (SP receiving the thousands-block to be transferred) must submit a complete Thousands-Block Application Forms - Part 1A and Part 1B.  In addition, the applicant requesting the thousands-block transfer must also provide written confirmation that the current Block Holder agrees to the transfer.  The PA should ensure that the transfer is mutually acceptable. 


b)
Upon confirmation from both parties, the PA will modify the BCD record in BIRRDS for the thousands-block to be transferred to reflect the OCN, Effective Date and AOCN for switch update of the SP to which the thousands-block will be transferred.  To the extent necessary, the PA will coordinate the change with TRA. 


c)
The PA will notify the recipient SP when the BCD record has been successfully modified. It is the responsibility of the SP receiving the thousands-block to enter, or arrange for the entry of, any changes to BIRRDS data (e.g., switch ID) associated with transferring the thousands-block.


8.5 
Ongoing Administration of Allocated Thousands-Blocks and Notification of LERG Routing Guide Changes


8.5.1 The information associated with a thousands-block assignment or thousands-block(s) being retained may change over time.  The PA must be notified of an OCN or Block Effective Date change for thousand-blocks which have already been assigned.  Changes should be made as  submitted by SPs on the Thousands-Block Application Forms, Part 1A & Part 1B, to indicate the information to be updated.   For data integrity reasons, the PA must be informed of these types of changes to ensure that the record of the entity responsible for the thousands-block and the data associated with the thousands-block is accurate. 


8.5.2 SPs participating in number pooling must submit changes or disconnects for pooled NXXs to the PA.  Changes or disconnects for non-pooled NXXs in a pooling rate area should be sent to NANPA. 


8.5.3

After the PA has created the thousands-block record on the BCD screen, but prior to the thousands-block Effective Date, the PA, upon notification by the SP, as noted in 8.5.1, is responsible for making changes to any fields on the BCD screen, including Switch ID.  If changes are made to the Switch ID field after the thousands-block Effective Date, the Block Holder must update the Switch ID in the BIRRDS.


SPs are not able to update thousands-block number pooling data in BIRRDS until the BCD is created for the thousands-block and the Effective Date of the thousands-block has passed.  SPs are limited as to the information they can update on the BCD.  SPs can only update the Switch ID field; the PA can only update all other fields.


8.5.4  The resulting SP in a merger/acquisition must revise and provide a new, consolidated forecast for numbering resources.  The holder of a thousands-block assigned by the PA or acquired by other means such as transfer (e.g., by merger or acquisition), must use the thousands-block consistent with these guidelines.  Additionally, the new Block Holder must participate in an audit process as necessary.  


8.6
Expedite Process for Thousands-Block Allocation



A SP request for an expedited thousands-block allocation will occur on an exception basis.  The following procedures enable a SP to request an expedited allocation of a thousands-block(s).  The expedite procedures below do not eliminate the Block Holder and PA responsibilities described in Section 8.5.


a) A SP may send a request to the PA requesting an expedited allocation of a thousands-block(s).  


b) The requesting SP will indicate on the Thousands-Block Application Forms – Part 1A that this is an expedited request for an allocation with its desired Effective Date.  


c) The PA will process the application if the request meets the criteria for the allocation of the thousands-block(s) and will make every effort to process the application in fewer than the current maximum 7-calendar days. The PA will expedite such requests when it can do so without failing to meet its 7-calendar day allocation interval for other SPs. The PA will determine the minimum Effective Date for an expedited request based upon the following considerations:


1) If the thousands-block applicant is the LERG Assignee, the Effective Date must be at least nine calendar days after the Part 3 Allocation Date.  This allows for the PA and AOCN to update BIRRDS for LERG Routing Guide daily updates.  The AOCN must agree to perform the BIRRDS update in two calendar days rather than the standard five calendar days.
 


2) If the thousand block allocated requires NPAC notification, the Effective Date will be no earlier than eight business days after allocation:  three business days to build the thousand block ownership table and five business days for a potential first 'port' notification.


d) The SP will activate the thousands-block and can begin customer assignments as soon as all NPAC processing and notification has occurred.


NOTE:  SPs requesting an expedited assignment of thousands-block(s) should be aware that there are potential impacts to other SPs and customers. This may affect customer service to the extent that a SP is unable to identify the SP to whom a thousands-block has been assigned when responding to a customer trouble report.


9.0
Reclamation and Return of Thousands-Blocks


This section outlines the various responsibilities of the Block Holder and the PA with respect to the reclamation and return of thousands-blocks under a thousands-block number pooling arrangement.  In addition, the various circumstances under which reclamation and return of thousands-blocks can be initiated are enumerated in this section.


Reclamation refers to the process by which service providers are required to return numbering resources to the Pooling Administrator under the direction of state regulators. 
 


If a state commission declines to exercise the authority delegated to it, the entity designated by the FCC to serve as the PA shall exercise this authority with respect to NXX code reclamation. The PA shall consult with the Common Carrier Bureau prior to exercising the authority delegated to it in this provision and shall provide service providers an opportunity to explain the circumstances causing the delay in activating and commencing assignment of their numbering resources prior to initiating reclamation. This does not imply that the PA has the independent authority to grant block extensions


9.1
LERG Assignee/Block Holder Responsibility


9.1.1  If the LERG Assignee no longer provides service  in the rate area associated with the NXX code, they must notify the PA. SPs should not change routing information in appropriate databases until the PA has processed the application and responded with a Part 3. Appendix 7 outlines the process to be followed. 


9.1.2 The Block Holder to which a thousands-block(s) has been assigned from the industry inventory pool shall return the thousands-block(s) to the PA if:


a) it is no longer needed by the entity for the purpose for which it was originally assigned;


b) the service it was assigned for is disconnected; or


c) the thousands-block(s) was not placed in service within six months of the original block effective date


9.1.3   If the thousands-block(s) was not placed in service within six months of the block effective date, the assignee may apply to the appropriate State Commission point of contact
 for an extension date.  Such an extension request must include the reason for the delay and a new in service time commitment (i.e. applicable activation deadline).
  The assignee must apply to the appropriate FCC point of contact if the appropriate state commission has declined to exercise its delegated reclamation authority.  If an extension is approved, the regulator will notify the assignee and the PA of the new in service deadline and indicate to whom the Part 4 should be sent.   A list of appropriate state commission contacts and the FCC point of contact for those state commissions who decline to exercise their authority can be located at the PA website. 


9.2
Pooling Administrator Responsibility


9.2.1 
The PA as directed by the appropriate state commission point of contact, or by the FCC point of contact, will reclaim resources in the inventory of pool participants from both embedded resources as well as thousands-blocks allocated to a SP by the PA.


9.2.2 
The PA will contact any thousands-block assignee identified as not having returned to the administrator for reassignment any thousands-block(s) that were:


a) allocated, but no longer in use by the assignee(s);


b) allocated for a service no longer offered;


c)
allocated, but not placed in service within six months of the block effective date; 

d)
allocated, but not used in conformance with these guidelines.


9.2.3 If the PA has not received a Part 4 during the first five months following the block effective date, then the PA will send, via facsimile/electronic mail, a reminder notice to the block assignee.  The notice will be sent during the first ten calendar days of the sixth month, and will direct the assignee to do one of the following by the end of the sixth month after the block effective date:


· If the block is in service, submit a Part 4 to the PA.


· If the block is no longer needed or not in service, return the block by submitting a Part 1A.


· Or request an extension per Section 9.1.4.



During the first ten calendar days of each calendar month, the PA will prepare and forward a spreadsheet of all existing and newly identified delinquent blocks to the appropriate state commission.  Spreadsheets for those states that have declined to exercise their reclamation authority will be forwarded to the FCC. The PA must await further direction from the FCC or appropriate state commission for further action.  If the FCC or appropriate state commission directs the PA to reclaim the block, the PA will notify the block holder advising them of the effective date of the disconnect of the block. 


If a Part 4 is returned to the PA for a block appearing on the delinquent list and an extension has not been granted, the Part 4 will be returned to the SP and marked as “refused” or “denied” with a reminder for the block holder to return the Part 4 to the appropriate state commission or to the FCC.


9.2.4 
The PA must also notify and coordinate with the LERG Assignee in advance of the thousands-block return Effective Date to allow sufficient time for the LERG Assignee to update switch translations in order to provide blank number treatment for the returned thousands-block(s).  The thousands-block will be made available by the PA for re-assignment after 90 calendar days.


9.2.5 
Whether a thousands-block is reclaimed or voluntarily returned, the PA is responsible for entering a disconnect in the BIRRDS(BCD record).  This information includes the following data elements: OCN of the Block Holder, AOCN for switch update, the thousands-block line range, switch ID and thousands-block reclamation Effective Date.


9.2.6 
If the reclaimed or returned thousands-blocks have been entered into the NPAC, the PA must also notify the NPAC of those thousands-blocks by completing the NPAC Thousands-Block Reclamation form, Part 5, Sections A and B.  Notification should include the thousands-block range and the effective date of the return.  Upon completion of reclamation at the NPAC, the NPAC will notify the PA, LERG Assignee and Block Holder that the thousands-block has been removed from the NPAC by completing, Part 5, Section C of the NPAC Thousands-Block Reclamation form.


10.0 
Jeopardy Situations


10.1
NPA Jeopardy Situations



When it is determined by the CO Code Administrator(s) based on the NPA Code Relief Planning & Notification Guidelines (INC 97-0404-016) that an NPA is in jeopardy
, the PA will participate in the NPA jeopardy activities. The industry inventory pool participants are encouraged to also participate. 


The PA and SPs will follow the jeopardy procedures outlined in the CO Code Assignment Guidelines (INC 95-0407-008).  It is understood that the PA will continue to assign blocks on a first come, first served basis if pool inventory is available.  


10.2
Critical Industry Inventory Insufficiency 



A critical industry inventory insufficiency exists for a rate area when the available resources in the industry inventory pool for a particular rate area fall below the actual and/or forecasted demand for the next 66 calendar days. The PA:


a) will continue to assign thousands-blocks on a first come, first served basis;


b) should request that SPs voluntarily return thousands-block(s); and


c) should not reduce SP inventories to replenish the industry inventory pool.


11.0 Appeals and Safety Valve Process


11.1 
Appeals Process

Disagreements may arise between the PA and Block Holders/Applicants in the context of the administration of these guidelines.  In all cases, the PA and Block Holders/Applicants will make reasonable, good faith efforts to resolve such disagreements amongst themselves, consistent with these guidelines, prior to pursuing any appeal.  Appeals may include, but are not limited to, one or more of the following options:


a) The Block Holder/Applicant will have the opportunity to resubmit the matter to the PA for reconsideration with or without additional input.


b) Guidelines interpretation/clarification questions may be referred to the body responsible for maintenance of these guidelines, currently the INC.  Unless otherwise mutually agreed to by the parties, these questions will be submitted in a generic manner protecting the identity of the appellant. 


c) The PA and Block Holders/Applicant may pursue the disagreement with the appropriate regulatory authorities or their designate.


11.2 
Safety Valve Process


SPs disputing the NANPA/PA’s decision to withhold initial numbering resources upon a finding of noncompliance may appeal the NANPA/PA’s decision to the appropriate state commission for resolution. 


The state commission may affirm, or may overturn, the NANPA/PA’s decision to withhold numbering resources from the SP based on its determination that the SP has complied with the reporting and numbering resource application requirements.  


The state commission also may overturn the NANPA/PA’s decision to withhold numbering resources from the SP based on its determination that the SP has demonstrated a verifiable need for numbering resources and has exhausted all other available remedies. 


If a state does not reach a decision on a safety valve request within a reasonable timeframe, SPs may submit such requests to the FCC for resolution.  In addition, SPs may appeal to the FCC safety valve decisions made by states. 

12.0
Intra Service Provider Block Porting


Within the same rate center, Intra SP Porting can be used to port a thousands block of numbers from one switch to another using a port type of “pool”.  This can be used in an area where pooling has or has not been established. It should be noted that with NPAC release 2.0 a carrier must have two SPIDS because the code holder cannot equal the block holder.  A Service Provider has the option of selecting from two methods: Option 1 dealing with the PA, Option 2 dealing directly with the NPAC. 


· Option 1 is described in Section 12.1 below


· Since Option 2 does not have PA involvement, Option 2 is not described in these guidelines. Details on Option 2 can be found in the NPAC Methods and Procedures. 


12.1 
Option 1-PA


SP initiates intra SP block porting request (port type of "pool") by filling out the Part 1B form and submits request to the Pooling Administrator.


1. PA checks the form to make sure it has been filled out completely. In a pooling area for non-pooled NXXs when the pooling indicator is set to N, the PA will change the indicator to I.  In a non-pooling NPA, the PA will not be responsible for making any LERG changes. If requested, the PA updates the BCD screen with the switch ID. The PA checks to see whether the block has been donated to the pool.  If the block has been donated to the pool, the PA will deny the request.  The PA will update the tracking database if necessary. 


2. PA sends the Part 3 form to the SP. 


3. PA forwards the completed Part 1B form to the NPAC.


4. NPAC negotiates a different effective date if necessary with the PA.  This will be done if the NPAC cannot meet the effective date on the Part 1B.


5. NPAC builds block table for pooled and non-pooled NXXs.


6. On effective date NPAC downloads designated block with a port type of “pool”.


7. NPAC completes the Part 1B form reflecting completion.


8. NPAC forwards the completed Part 1B form to the SP and PA.


12.2 
Option 2-NPAC


Since Option 2 does not have PA involvement, Option 2 is not described in these guidelines. Details on Option 2 can be found in the NPAC Methods and Procedures.

13.0
Maintenance of These Guidelines 


These guidelines are periodically updated to reflect changes in industry practices or national regulatory directives.  When a national Pool Administrator is selected the contact information will be noted here.  Until then, questions regarding these guidelines may be directed to:



INC Moderator



c/o Alliance for Telecommunications Industry Solutions



1200 G Street NW, Suite 500



Washington DC 20005



202-628-6380



www.atis.org 


14.0    Glossary











Activation Deadline




Six months from the original effective date returned on the Part 3 and entered on the BCR/BCD screen in BIRRDS.  A Part 4 should be returned to the Pooling Administrator by this date. 






Active Block

A thousands-block assigned by the PA and implemented in the PSTN for specific routing requirements as of the block effective date.






Administrative Constraint/Reason

A limitation of the Point of Interconnection or Switching Entity where an existing block and/or TNs cannot be used for designated network routing and/or rating of PSTN calls.  An example of a constraint would be the limitation in the administration of a thousands-block across multiple switches in a rate area and would require a waiver from the FCC Commission.






Administrative Numbers

Administrative numbers are numbers used by telecommunications carriers to perform internal administrative or operational functions necessary to maintain reasonable quality of service standards.  FCC 00-104 §52.15 (f)(1) (i). 


Subcategories of administrative numbers are: test numbers, employee/official numbers, Location Routing Numbers, Temporary Local Directory Numbers (TLDN), soft dial tone numbers and wireless E911 emergency service routing digit/key (ESRD/ESRK) numbers. (FCC 00-104 ¶ 36).






Administrative Operating Company Number (AOCN)




A four character numeric or alphanumeric that identifies the administrator of one (or more) data record contained in (BIRRDS). AOCNs are determined by Operating Company Number (OCN) assignment. The AOCN further identifies the entity authorized by the Code Holder to input and maintain data into BIRRDS.






Affected Parties

Affected parties are a) those entities that have applied for and/or received thousands-block (NXX-X) assignments within the NXX code b) administrative entities involved in number administration, number portability or number pooling. 






Aging Numbers

Aging numbers are disconnected numbers that are not available for assignment to another end user or customer for a specified period of time. Numbers previously assigned to residential customers may be aged for no more than 90 calendar days.  Numbers previously assigned to business customers may be aged for no more than 365 calendar days. (FCC 00-104 §52.15 (f)(1) (ii) See Erratum in CC Docket 99-200, released July 11, 2000).


An aging interval includes any announcement treatment period, as well as the vacant telephone number intercept period.  A number is disconnected when it is no longer used to route calls to equipment owned or leased by the disconnecting subscriber of record.






Allocated/Assigned Block

A thousands-block is allocated/assigned to an SP when the block information has been entered into BIRRDS by the PA.






Allocation Date

The Allocation Date is the date established by the PA when the PA officially makes the block assignment to an SP.






Applicant

SPs who submit a block request to the PA for the purpose of being assigned a thousands-block for their use.






Assigned Numbers

Assigned numbers are numbers working in the PSTN under an agreement such as a contract or tariff at the request of specific end users or customers for their use, or numbers not yet working but having a customer service order pending.  Numbers that are not yet working and have a service order pending for more than five calendar days shall not be classified as assigned numbers. (FCC 00-104 §52.15 (f)(1) (iii))


Ported-out numbers should be included as a subcategory of assigned numbers. (FCC 00-104 ¶ 36).






Audit




The accumulation and evaluation of evidence about documented information of an auditee to determine and report on the degree of compliance with INC industry guidelines.






Auditee




The SP/NANPA/PA that is the subject of an audit.



Auditor




The FCC Common Carrier Bureau’s Audits Branch of the Accounting Safeguards Division or its other designated agents perform audits of US numbering resources. (FCC 00-429 ¶ 90). State Commissions also may conduct audits. (FCC 01-362 ¶101.






Authorized Representative of an Applicant

A person from an applicant's organization or its agent that has the legal authority to take action on behalf of the applicant.






Available Numbers

Available numbers are numbers that are available for assignment to subscriber access lines, or their equivalents, within a rate area and are not classified as assigned, intermediate, administrative, aging, or reserved.  Available numbers is a residual category that can be calculated by subtracting a sum of numbers in the assigned, reserved, intermediate, aged, and administrative primary categories from the total of numbers in the inventory of a code or block holder  (FCC 00-104 §52.15 (f)(1) (iv)).



Block Applicant

See “Applicant.”






Blocks Available for Assignment




Thousands-blocks (NXX-X) within the industry inventory pool rate area which are within an NPA/NXX that is flagged as LNP capable in the LERG Routing Guide and the NPAC, and which are available for assignment within the SP’s rate area.






Block Donation Date

The deadline for SPs to donate their thousands-block(s).






Block Donation Identification Date

The deadline for SPs to report their surplus of thousands-blocks to the PA.  This is also the date when SPs may begin to port all TNs in contaminated thousand blocks that they are donating to the pool. All blocks to be donated must be portable in the NPAC and LERG Routing Guide.






Block Exhaust

a) When used by the Block Holder in applying for additional thousands-blocks, a point in time at which the quantity of TN's within existing thousands-block(s) which have been assigned to the Block Holder equals zero for a rate area. 


b) When used by the PA in applying for additional NXX codes, block exhaust is defined as a point in time at which the quantity of thousands-blocks within the rate area which are “available for assignment” equals zero.  






Block Holder

The entity to which a thousands-block (NXX-X) has been assigned for use.






Block Protection Date

The deadline for SPs to donate their thousands-blocks. This is also the date by which all providers participating in thousands-block number pooling in the NPA must have all their Intra Service provider ports completed. Five business days later, Telcordia will update the LERG Routing Guide with thousands-blocks SPs are retaining.






BIRRDS

The Telcordia( Business Integrated Routing and Rating Database System contains data in the routing and rating of calls.  Contains a complete description of all Local Exchange Companies’ networks in the NANP Area and pertinent information relating to the networks of other code holders.  This provides information for, (1) message routing, (2) common channel signaling call setup routing, and (3) operator service access routing.  Data supports all CO Codes assigned through these Guidelines, as well as all CO Codes in place prior to the existence of these Guidelines, and covers all Numbering Plan Areas (NPAs) administered under the North American Numbering Plan (NANP).  






Central Office (CO) Code

The sub-NPA code in a TN, i.e., digits D-E-F of a 10-digit NANP Area address.  Central office codes are in the form "NXX", where N is a number from 2 to 9 and X is a number from 0 to 9.  Central office codes may also be referred to as "NXX codes" (47 C.F.R. § 52.7(c)).






Certify

 The authorization of a carrier by a regulator to provide a telecommunications service in the relevant geographic area.   FCC 00-104 § 52.15 (g) requires that applications for initial numbering resources include evidence that the applicant is authorized to provide service in the area for which numbering resources are being requested.






CLLI™

A CLLI Location Identification Code is an eleven-character alphanumeric descriptor used to identify switches, points of interconnection, and other categories of telephony network elements and their locations.  Companies that are licensees of Telcordia( COMMON LANGUAGE( Products can refer questions to their company's COMMON LANGUAGE Coordinator.  If you do not know if you are a licensee, do not know your Coordinator, or are a licensee with questions regarding CLLIs, call the COMMON LANGUAGE Hotline, 877-699-5577.  Alternatively, or if you are not a licensee, obtain further information at www.commonlanguage.com.  (COMMON LANGUAGE is a registered trademark and CLLI is a trademark of Telcordia Technologies, Inc.)





CO Code Administrator




Entity(ies) responsible for the administration of the NXX codes within an NPA.



Code Holder

An assignee of a full NXX code which was allocated by the CO Code Administrator.  Where the Code Holder is participating in thousands-block number pooling, the Code Holder becomes a LERG Assignee at the Block Donation Date.






Company Code




See “OCN” (Operating Company Number).






Conservation

Consideration given to the efficient and effective use of a finite numbering resource in order to minimize the cost and need to expand its availability in the introduction of new services, capabilities and features.






Contamination

Contamination occurs when at least one telephone number within a thousands-block of telephone numbers is not available for assignment to end users or customers. Blocks contaminated up to and including 10 percent are eligible for donation.  For purposes of this provision, a telephone number is “not available for assignment” if it is classified as administrative, aging, assigned, intermediate, or reserved as defined in FCC rules (FCC 00-104, §52.7 (h)).






Critical Industry Inventory Insufficiency

Critical industry inventory insufficiency exists for a rate area when the available resources in the industry inventory pool for a particular rate area fall below the actual and/or forecasted demand for the next 66 calendar days.






Dealer Numbering Pools

Numbers allocated by a service provider to a retail dealer for use in the sale and establishment of service on behalf of that service provider.  See the definition of “Intermediate Numbers” below. (FCC 00-104 ¶20)






Donation




The term “donation” refers to the process by which carriers are required to contribute telephone numbers to a thousands-block number pool (FCC 00-104, §52.7(i)).






Effective Date

The date by which routing and rating changes within the PSTN must be complete for the assigned thousands-block or the assigned CO Code.  Also, the date by which the thousands-block becomes an active block. (Also referred to as “the LERG Routing Guide effective date.”)






Employee/Official Number

A number assigned by a service provider for its own internal business purposes.  See “Administrative Numbers” definition.






Forecast Report Date

The deadline for SPs to report their forecasted thousands-block demand using the Thousands-Block Forecast Report (Appendix 1) to the PA. 






INC 




Industry Numbering Committee, a standing forum of the Carrier Liaison Committee (CLC) that provides an open forum to address and resolve industry-wide issues associated with the planning, administration, allocation, assignment and use of numbering resources and related dialing considerations for public telecommunications within the North American Numbering Plan (NANP) area.






Initial Block

or “footprint” block is the first NXX-X block assigned in a rate area to a Service Provider (FCC 00-104, ¶ 191, §52.50 (C) (2)).


QUESTION:  Is ¶ 191 the correct reference here?  191 covers contamination threshold and the ability to retain an initial block to keep your footprint.






In Service

A code or block for which local routing information has been input to the LERG Routing Guide and the carrier has begun to activate and assign numbers within the NXX code or NXX-X block to end users (FCC 00-104, ¶240). 






Intermediate Numbers

Intermediate numbers are numbers that are made available for use by another telecommunications carrier or non-carrier entity for the purpose of providing telecommunications service to an end user or customer.  Numbers ported for the purpose of transferring an established customer’s service to another service provider shall not be classified as intermediate numbers (FCC 00-104, §52.15 (f) (1) (v)).Numbers such as dealer number pools should be included as a subcategory of intermediate numbers. (FCC 00-104 ¶ 36).






Intra-service Provider Port

An intra-service provider port allows an SP to retain unavailable TNs in contaminated thousands-blocks that are being donated to an industry inventory pool.  Specifically, numbers assigned to customers from donated thousands-blocks that are contaminated will be ported back to the donating carrier to enable it to continue to provide service to those customers.  An intra-service provider port can also be used to move a TN(s) from one switch serving a rate area to another switch serving the same rate area where LRN-LNP technology is in use.  






Inventory

The term “inventory” refers to all telephone numbers distributed, assigned or allocated:


(1) To a service provider, or


(2) To a Pooling Administrator for the purpose of establishing or maintaining a thousands-block number pool (FCC 00-104, §52.7 (j)).






(Industry) Inventory Pool

Used in thousands-block number pooling to describe a reservoir of unallocated thousands-blocks administered by the PA for purposes of assignment to SPs participating in thousands-block number pooling.






Jeopardy 

A jeopardy condition exists when the forecasted and/or actual demand for NXX code resources will exceed the known supply during the planning/implementation interval for relief.  






LATA (Local Access and Transport Area)

Also referred to as service areas by some BOCs, a LATA serves two basic purposes:  to provide a method for delineating the area within which the BOCs may offer services and, to provide a basis for determining how the assets of the former Bell System were to be divided between the BOCs and AT&T at divestiture.






LERG( Routing Guide 

The Telcordia( LERG( Routing Guide contains information about the local routing data obtained from the BIRRDS.  This information reflects the current network configuration and scheduled network changes for all entities originating or terminating PSTN calls within the NANP.






LERG Assignee

The SP responsible for default routing functions associated with a pooled NXX code.  












LNP Port




The process of moving a TN from one SP to another SP using LRN-LNP technology.  See also “Intra-Service Provider Port” definition.






Location Routing Number (LRN)

The ten-digit (NPA-NXX-XXXX) number assigned to a switch/POI used for routing in a permanent local number portability environment.  See “Administrative Numbers” definition.






Mandated Implementation Date

The date identified by the appropriate regulatory body by which thousands-block number pooling is to be implemented.






Months to Exhaust

When used by SPs to document the need for an additional block:


=               TNs Available for Assignment


          ________________________________


                Average Monthly Growth Rate 


When used by the PA to document the need for an additional CO Code:


=                Blocks Available for Assignment


           _________________________________


                  Average Monthly Growth Rate






NANP (North American Numbering Plan)

A numbering architecture in which every station in the NANP Area is identified by a unique ten-digit address consisting of a three-digit NPA code, a three digit central office code of the form NXX, and a four-digit line number of the form XXXX.






NANPA (North American Numbering Plan Administration)

With divestiture, key responsibilities for coordination and administration of the North American Numbering/Dialing Plans were assigned to NANPA.  These central administration functions are exercised in an impartial manner toward all industry segments while balancing the utilization of a limited resource.






NANP Area

Consists of the United States, Canada and the Caribbean countries. (Anguilla, Antigua, Bahamas, Barbados, British Virgin Islands, Canada, Cayman Islands, Dominica, Dominican Republic, Grenada, Jamaica, Montserrat, St. Kitts & Nevis, St. Lucia, St. Vincent, Turks & Caicos Islands, Trinidad & Tobago, and the United States (including Puerto Rico, the U.S. Virgin Islands, Guam and the Commonwealth of the Northern Mariana Islands).  






North American Numbering Plan, Numbering Resource Utilization/Forecasting Report (NRUF Report)

The NANPA gathers forecast and utilization information to monitor and project exhaust in individual NPAs/area codes as well as in the NANP overall.   This semi-annual report includes number utilization information as well as a five year forecast of demand by year.  Pooling carriers report at the thousands-block level per rate center.  Non-pooling carriers report at the Central Office Code level per rate center.  For more detailed information, see the NRUF Report Guidelines.






NPA

Numbering Plan Area, also called area code.  An NPA is the 3-digit code that occupies the A, B, and C positions in the 10-digit NANP format that applies throughout the NANP Area.  NPAs are of the form NXX, where N represents the digits 2-9 and X represents any digit 0-9.  In the NANP, NPAs are classified as either geographic or non-geographic.


a) Geographic NPAs are NPAs which correspond to discrete geographic areas within the NANP Area.


b) Non-geographic NPAs are NPAs that do not correspond to discrete geographic areas, but which are instead assigned for services with attributes, functionalities, or requirements that transcend specific geographic boundaries.  The common examples are NPAs in the N00 format, e.g., 800.






NPAC SMS

The NPAC Service Management System is a database which contains all necessary routing information on ported TNs and facilitates the updating of the


routing databases of all subtending SPs in the portability area.






NPA Code Relief

NPA code relief refers to an activity that must be performed when an NPA nears exhaust of its 792 NXX capacity.   Options for relief are described in Section 6.0 of the NPA Code Relief Planning & Notification Guidelines.






NPA Relief Date

The date by which the NPA is introduced and routing of normal commercial traffic begins.






OCN (Operating Company Number)




An Operating Company Number (OCN) is a four place alphanumeric code that uniquely identifies providers of local telecommunications service. OCN assignments are required of all SPs in their submission of utilization and forecast data (FCC 00-104 ¶ 41 and Public Notice DA 00-1549).  Relative to CO Code assignments, NECA-assigned Company Codes may be used as OCNs.  Companies with no prior CO Code or Company Code assignments contact NECA (800 524-1020) to be assigned a Company Code(s).  Since multiple OCNs and/or Company Codes may be associated with a given company, companies with prior assignments should direct questions regarding appropriate OCN usage to Telcordia( Routing Administration TRA on 732-699-6700. 






Point of Interconnection (POI) 

The physical location where an SP's connecting circuits interconnect for the purpose of interchanging traffic on the PSTN.






Pooling Administrator


(PA)

The term Pooling Administrator refers to the entity or entities responsible for administering a thousands-block number pool (FCC 00-104, §52.7 (g)).






Pool Start/Allocation Date

The date the PA may start allocating thousands-blocks from the industry inventory pool to SPs.  This is also the start date for SPs to send requests for thousands-blocks to the PA.






Premature Exhaust

When referring to NANP:  Premature exhaust means the exhaust of NANP resources (i.e., requires expansion beyond the 10-digit format) much sooner than the best industry projections.  The NANP is expected to meet the numbering needs of the telecommunications industry well into the 21st century (i.e., a minimum of 25 years).


When referring to NPA:  Premature exhaust is when a specific date for NPA relief has been established and the NPA is projected to exhaust prior to that date.






Public Switched Telephone Network (PSTN)

Public Switched Telephone Network.  The PSTN is composed of all transmission and switching facilities and signal processors supplied and operated by all telecommunications common carriers for use by the public.  Every station on the PSTN is capable of being accessed from every other station on the PSTN via the use of NANP E.164 numbers.






Rate Area

Denotes the smallest geographic area used to distinguish rate boundaries.












Reassignment

The process of reestablishing the assignment of a thousands-block, which was previously assigned to another SP or to a new SP. 






Reporting Carrier

Refers to a telecommunications carrier that receives numbering resources from the NANPA, a Pooling Administrator or another telecommunications carrier.  





Reseller

An SP which purchases facilities and/or services from another SP for resale.  Also see “Intermediate Numbers” above.






Reserved Numbers




Reserved numbers are numbers that are held by service providers at the request of specific end users or customers for their future use.  Numbers held for specific end users or customers for more than 45 calendar days shall not be classified as reserved numbers (FCC 00-104, §52.15 (f) (1) (vi).






Service Provider (SP)




The term “service provider” refers to a telecommunications carrier or other entity that receives numbering resources from the NANPA, a Pooling Administrator or a telecommunications carrier for the purpose of providing or establishing telecommunications service (FCC 00-104, §52.5 (i)).






Service Provider Inventory




The inventory of all geographic NANP TNs allocated by the CO Code Administrator/PA to a Code/Block Holder.






Soft Dial Tone Numbers

Numbers that permit restricted dialing, such as calling emergency services and sometimes receive incoming calls (FCC 00-104 ¶33). See  “Administrative Numbers” definition.






Switching Entity




An electromechanical or electronic system for connecting lines to lines, lines to trunks, or trunks to trunks for the purpose of originating/terminating PSTN calls.  A single switching system may handle several central office codes.






Technical Requirement, Reason, Limitation or


Constraint




A limitation of the Point of Interconnection or Switching Entity where an existing thousands-block and/or TNs cannot be used for designated network routing and/or rating of PSTN calls.   Examples that constitute “technical constraint” include limitations on a switch, network element or planning constraint, CPE limitations or unique AIN Triggers.






Test Number

A TN(s) assigned for inter- and intra-network testing purposes.  See “Administrative Numbers” definition.






Temporary Local Directory Number (TLDN)

A number dynamically assigned on a per call basis by the serving wireless service provider to a roaming subscriber for the purpose of incoming call setup.  See “Administrative Numbers” definition.






Thousands-Block




A range of one thousand TNs within an NPA-NXX beginning with X000 and ending with X999, where X is a value from 0 to 9. 






Thousands-Block Number Pooling




Thousands-block number pooling is a process by which the 10,000 numbers in a central office code (NXX) are separated into ten sequential blocks of 1,000 numbers each (thousands-blocks), and allocated separately within a rate center (FCC 00-104, §52.20 (a)).






Type 1 Interconnection Service Provider




A wireless SP that utilizes Type 1 (trunk side with line treatment) interconnection with another SP’s end office switch.






Utilization Threshold

The Service Provider’s current numbering resource (Indigenous Telephone Numbers) utilization level for the rate center in which it is seeking growth numbering resources.


The numbering resource utilization level shall be calculated by dividing all assigned numbers by the total numbering resources in the applicant’s inventory and multiplying the result by 100.  Numbering resources activated in the LERG Routing Guide (within the preceding 90 days of reporting utilization levels may be excluded from the utilization threshold calculation.


All applicants for growth numbering resources shall achieve a 60% utilization threshold, calculated in accordance with FCC 00 429 § 52.15 (g)(3)(ii), for the rate center in which they are requesting growth numbering resources. 


The initial utilization threshold of 60% shall be effective May 2001.  The utilization threshold shall be increased by 5% on June 30, 2002, and annually thereafter until the utilization threshold reaches 75%. (FCC 00 429 § 52.15 (h))



Wireless E911 ESRD/ESRK Number




A 10-digit number used for the purpose of routing an E911 call to the appropriate Public Service Answering Point (PSAP) when that call is originating from wireless equipment.  The Emergency Services Routing Digit (ESRD) identifies the cell site and sector of the call origination in a wireless call scenario.  The Emergency Services Routing Key (ESRK) uniquely identifies the call in a given cell site/sector and correlates data that is provided to a PSAP by different paths, such as the voice path and the Automatic Location Identification (ALI) data path.  Both the ESRD and ESRK define a route to the proper PSAP.  The ESRK alone, or the ESRD and/or Mobile Identification Number (MIN), is signaled to the PSAP where it can be used to retrieve from the ALI database, the mobile caller’s call-back number, position and the emergency service agencies (e.g., police, fire, medical, etc.) associated with the caller’s location.  If a NANP TN is used as an ESRD or ESRK, this number cannot be assigned to a customer.  See “Administrative Numbers” definition.






15.0
Reference 


The following “rules” have been incorporated into this document.


a) FCC 00-104 - Report and Order and Further Notice of Proposed Rule Making, released March 31, 2000 are referenced by footnote in the format “FCC 00-104 …….”. 


b) FCC DA 00-1549 - Common Carrier Bureau Responses to Questions in the Numbering Resource Optimization Proceeding, released July 11, 2000 are referenced in the format “FCC DA 00-1549 ……”.


c) FCC 00-280 – Order, released July 31, 2000 are referenced by the footnote in the format “FCC 00-280 …….”.


d) FCC 204771 – Erratum, released August 3, 2000 are referenced by the footnote in the format “FCC 204771 …….”.


e) FCC 00-333 – Order, released August 31, 2000 are referenced by the footnote in the format “FCC 00-333 …….”.


f) FCC 00-429 –Second Report and Order, Order on Reconsideration in CC Docket No. 96-98 and CC Docket No. 99-200, and Second Further Notice of Proposed Rulemaking in Cc Docket No. 99-200, released December 29, 2000 are referenced by footnote in the format “FCC 00-429…….”. 


g) FCC 209297 – Errata, released January 24, 2001 are referenced by footnote in the format “FCC 209297…….”. 


� A profile for each authorized user will be contained in the industry database, as documented in Section 5.1.1.  Only those users with a valid profile will be permitted to submit applications or changes on behalf of a SP. (See Appendix 5)



� Telcordia and LERG Routing Guide are trademarks of Telcordia Technologies, Inc.



� FCC 00 104 ¶ 97, FCC 00 104, §52.15; (g), (2), (i)



� FCC 00 104 ¶ 97, §52.15; (g), (2), (ii)



� FCC 00 104, §52.15; (j), (1)



� FCC 00 104, §52.15; (j), (1)



7 Refer to NANC Meeting Record, August 1998.



� “Grandfathered” wireless NXXs exist in states where the regulatory agency has allowed wireless carriers to maintain their existing (old) NPA-NXXs in geographic areas (and rate centers) that were assigned a new NPA.  Equivalent circumstances occur in some states where the term “grandfathered” is not used, e.g., CO codes not in a correct geographic NPA.



� FCC 00-104, §52.7; (h)



� Single customer is defined as one customer requiring 10,000 consecutive TNs from one NXX.



� TPM Data Source is a trademark of Telcordia Technologies, Inc.



� LERG in the phrase LERG Assignee refers to the Telcordia( LERG( Routing Guide.



� FCC 00-104, ¶ 96



� FCC 00-104, ¶ 97



� FCC 00-104, ¶ 103



� FCC 00-104, ¶ 98



� FCC 01-362, ¶ 52.15 (g)(4)



� FCC 00-429, ¶ 10



� FCC 00-104, ¶ 96



� FCC 00-104, ¶ 97



� There may be additional or different criteria requested by state regulators.  See FCC 00-104 ¶ 98.



� Provision of business plans may not be sufficient proof of facilities readiness in some serving areas.



� 47 CFR, § 52.13 (c) (7)



� FCC 00-104, ¶ 73



� FCC 00-104, ¶ 42



� FCC 00-104, ¶ 40



� FCC 00-429 ¶ 118



� FCC 00-104, §52.15 (f)(6)



� FCC 00-104,¶ 189, §52.20



� FCC 00-104, ¶73, §52.15 (4)(i)  



� FCC 00-104, ¶ 189



� FCC 00-104, ¶161



� FCC 00-104 ¶191



� From this data, the identification of thousands-blocks that have been retained by the Code Holders can be determined.  TRA will then initialize the data for the retained thousands-blocks in BIRRDS resulting in creation of the BCD records.  Within this process, the LERG Assignee is the CO Code Holder donating the thousands-blocks. All appropriate data associated with the CO Code Holder will be used to build the BCD records for those thousands-blocks retained by the SP. The Effective Date for all thousands-block(s) retained by the LERG Assignee will be the same as the Block Donation Date.



� FCC 00-104, §52.15 (g) (3) (i) (A)



� FCC 00-104, ¶96



� FCC 00-104, ¶ 96-97 § 52.15 (g) (2) (ii)



� FCC 00-104, ¶ 104 & 105 §52.15 (g) (3) (ii)



� FCC 00-014, §52.15 (f)(6)(i) 



� Section 9.1 (i); FCC 00-014, ¶14, ¶16



� FCC 00 429 ¶ 33



� FCC 00 429 ¶ 29



� FCC 00 429 §52.15 (h)



� FCC 00 429 ¶ 23



� The interval for AOCN entry of this information will change to five calendar days when the FCC approves PA Change Order 17 that will result in INC Issue 335 being incorporated into these guidelines.



� FCC 00-104, § 52.15 (i)(6)



� The standard interval for the AOCN to update BIRRDS will be five calendar days when the FCC approves PA Change Order 17 that will result in the resolution of INC Issue 335 being incorporated into these guidelines.



� FCC 00-104, § 52.15 (i) (1). If state commissions do not make decisions on NXX-X reclamations the FCC can order the PA to be responsible for reclamation activities. In such instances, the  PA should consult with the FCC before conducting this activity: FCC 00-104, ¶ 237.



� FCC 00-104, § 52.15 (i) 2,4,5,& 6



� FCC 00-104, §52.15 (i) 6



�  A jeopardy NPA condition exists when the forecasted and/or actual demand for NXX resources will exceed the known supply during the planning/implementation interval for relief.  



�  FCC 01-362 §52.15 (g) (5)



�  NPAC M&P will not be available until release of NPAC 3.1 is implemented in March 2002. Until then, SPs should make inquiries directly with NPAC.
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Attachment A.........N-1 Call Scenarios


LOCAL NUMBER PORTABILITY OVERVIEW


On June 27, 1996, the FCC ordered the phased implementation of Local Number Portability (LNP).  A subsequent First Memorandum Opinion And Order On Reconsideration was adopted on March 6, 1997 and released on March 11, 1997.


LNP is defined in the Telecommunications Act of 1996 as “the ability of users of telecommunications services to retain, at the same location, existing telecommunications numbers without impairment of quality, reliability, or convenience when switching from one telecommunications carrier to another.”  The primary elements of the order are as follows:


All LECs are required to begin the implementation of a long term LNP solution in the 100 largest Metropolitan Statistical Areas (MSAs).  Implementation of a LNP trial will begin in the Chicago, Illinois MSA, with the implementation in remaining MSAs beginning October 1, 1997.  The FCC has mandated that implementation in the top 100 MSAs will be complete by December 31, 1998.


After December 31, 1998, each LEC must make long term number portability available in smaller MSAs within six months after a bona fide request by another telecommunications carrier.


All cellular, broadband PCS, and covered SMR (Specialized Mobile Radio) providers are required to have the capability of delivering calls to ported numbers anywhere in the country by December 31, 1998, and to offer number portability including support for roaming, throughout their networks by June 30, 1999.


1. SERVICE PROVIDER BUSINESS DOMAIN IMPACT


LNP touches every aspect of a Service Provider’s business domain.  Changes in business processes and their support systems are required to implement LNP.  Also, major changes in call processing are required in the network.  Figure 1 is a high level illustrative view of the business and network systems that are impacted.


This specification was developed primarily from a wireline number portability perspective.  Unique wireless number portability requirements have not yet been considered in the development of this document.  Modifications to this document may be required to support wireless number portability.


2. IXC BUSINESS DOMAIN IMPACT


The Interexchange Carriers (IXCs) will have many of the same change impacts that the Service Provider business entities have.  Impacts to call processing, their business processes and their support systems are required to implement LNP.


3. HIGH LEVEL LNP PROCESS VIEW (for Illustration)




                                                             Figure 1


4. LNP HISTORY


The Illinois Commerce Commission (ICC) took the lead in July, 1995 as the first state to address LNP.  Four different LNP architectures were being reviewed by the ICC LNP workshop.  The workshop selected AT&T’s LRN solution for LNP during September 1995.


In the main ICC LNP workshop on November 16, 1995, all switch vendors present indicated that they could provide LNP software capabilities based upon the Illinois specifications by 2Q97.  The switch vendors present were AT&T Network Systems (now Lucent), Nortel, Siemens, and Ericsson.  The issue of vendors being able to provide LNP was resolved and the planned date for LNP implementation in Chicago was established for 2Q97.  This date was changed by the FCC Order which called for LNP testing during 3Q97 leading to full implementation in 4Q97.


5. LNP PERFORMANCE CRITERIA


The FCC adopted in its original order the following minimum performance criteria.  Any long-term number portability method, including call processing scenarios or triggering, must:


support existing networking services, features, and capabilities;


efficiently use numbering resources;


not require end users to change their telecommunications numbers;


Deleted



not result in unreasonable degradation in service quality or network reliability when implemented;


not result in any degradation of service quality or network reliability when customers switch carriers;


not result in a carrier having a proprietary interest;


be able to accommodate location and service portability in the future; and


have no significant adverse impact outside the areas where number portability is deployed.


6. LNP ASSUMPTIONS (Wireline Only)


6.1 Service Provider Definition


In the context of LNP, a Service Provider is a facility (switched) based
 local telecommunications provider certified by the appropriate regulatory body or bodies.


6.2 LRN -- Location Routing Number


LRNs are 10 digit numbers that are assigned to the network switching elements (Central Office - Host and Remotes as required) for routing of calls in the network.  The first six digits of the LRN will be one of the assigned NPA NXX of the switching element.


The purpose and functionality of the last four digits of the LRN have not yet been defined, but are passed across the network to the terminating switch.

6.3 LNP Portability Boundary


If location portability is ordered by a state commission in the context of Phase I implementation of LRN, location portability is technically limited to rate center/rate district boundaries of the incumbent LEC due to rating/routing concerns.  Additional boundary limitations, such as the wire center boundaries of the incumbent LEC may be required due to E911 or NPA serving restrictions and/or regulatory decisions.


6.4 NPAC LNP Databases Content


The NPAC LNP database contains only ported numbers and the associated routing and service provider information.


6.5 Line Information Data Base (LIDB) And Custom Local Access Signaling Services (CLASS)


The new service provider has the responsibility to populate the appropriate LIDB and CLASS information associated with the ported telephone number.


6.6 Line Based Calling Cards


When a telephone number is ported the nonproprietary line based calling card number will be deactivated by the old service provider and may be activated by the new service provider if the new service provider offers a line based calling card service.  There are currently billing fraud and other technical concerns with nonproprietary line based credit cards which limit their provision to the new service provider.  If the new service provider does not offer a nonproprietary line based calling card, the customer is not precluded from obtaining a proprietary line based calling card from another service provider.


6.7 Porting of Reserved & Unassigned Numbers
 


6.7.1 Reserved Numbers


Telephone numbers that are reserved for a customer under a legally enforceable written agreement should be ported when the customer changes service providers.


1) Reserved numbers that have been ported must be treated as disconnected telephone numbers when the customer is disconnected or when the service is moved to another service provider and the reserved numbers are not ported to subsequent service providers;


2) Reserved numbers that are ported may not be used by another customer;


3)  Implementation of the capability to port reserved numbers may require modifications to operation support systems and may not be available initially.


6.7.2 Unassigned number/Unreserved


Service Providers will not port unassigned numbers unless and until there is an explicit authorization for such porting from a regulator with appropriate jurisdiction.

N-1 Call Routing


Each designated N-1 carrier is responsible for ensuring queries are performed on an N-1 basis where “N” is the entity terminating the call to the end user, or a network provider contracted by the entity to provide tandem access.  Examples of N-1 routing are found in Attachment A.


6.8 Disconnected Telephone Numbers (Snap-back)


When a ported number is disconnected, that telephone line number will be released (Snap-back), after appropriate aging, back to the original Service Provider assigned the NXX in the LERG.


6.9 Default Routing Overload and Failures


Unless specified in business arrangements, carriers may block default routed calls incoming to their network in order to protect against overload, congestion, or failure propagation that are caused by the defaulted calls.


6.10 Number Pooling


The FCC Order on LNP provided no explicit guidance on number pooling.  Various industry activities are underway addressing this issue and Number Pooling is outside the scope of this Task Force.


6.11 NPAC to LSMS Architectural Restrictions

All networks will rely on the NPAC database as the ultimate source of porting data.  Synchronization of networks to a single set of routing data is paramount to network operations.  Therefore appropriate restrictions must be placed upon how these network elements may interconnect from an architectural perspective.


Specifically, the NPAC shall download relevant porting data required by participating carriers or their agents for the specific subset of network nodes.  Consequently, the NPAC system shall be the source of all porting data for all carriers or agents of those carriers, thereby being the sole originator of all downloads.


As a result of these restrictions, the LSMS must operate as the intermediate database management system which receives downloads from the NPAC, and then further downloads directly to the appropriate SCP functionality in its associated network(s). 


Through this architecture, it is intended that if a systems provider is performing a service management functionality, then this systems provider is responsible for contributing its appropriate share of the economic support (as determined via regulatory actions on cost allocation) to the NPAC.  The local SMS architecture must not allow service providers to avoid their allocation of the shared NPAC costs.  Such architecture does not preclude the implementation of the LSMS functionality in a distributed manner in an individual service provider’s network.


High Volume Call In Numbers (Choke Network)(Further study req.)

An area of concern regarding LNP is High Volume Call In (HVCI) networks.  When a carrier determines that a customer regularly generates large volumes of terminating traffic, the customer may be moved over to an HVCI network. Examples of these types of customers could be radio stations that regularly hold contests that require many participants to call in a short period of time. An HVCI network allows all such customers to be assigned numbers in an NPA-NXX (e.g., 213-520) dedicated for HVCI.  This HVCI number is the number that is announced for any high call in event. Switches in the area can be designed to segregate traffic for HVCI numbers and route it via trunk groups that are dedicated to the network and do not overflow to other trunk groups. The dedicated trunks are engineered to handle limited traffic and, in this way traffic is throttled and cannot congest the network. Such networks has proven to be effective in limiting the effects of large call in events.


However, with LNP before route selection takes place a database query is performed on calls to portable NPA-NXXs.  If HVCI numbers are portable, they can generate large volumes of queries that can congest the signaling links and SCPs. Also if the HVCI number is ported and an LRN is returned in the database response, the call will not be routed via HVCI-dedicated trunks. This congestion can in turn effect other POTS type services which compromises the design of HVCI networks. One way to avoid this is to not perform queries on NPA-NXXs dedicated for HVCI networks.  Further study is required in order to determine the proper network arrangements.


LNP Call Scenarios - Local to Local View


Example LNP call scenarios on Service Provider Portability are shown in Figure 2.  See additional example scenarios in Attachment A for N-1 Call Routing.





                                                                  Figure 2


NPAC Regions


The following number of Number Portability Administration Center (NPAC) regions, their geographic coverage areas, and the NPAC assignment of Canada and the U.S. Caribbean are shown in Figure 3 and Chart 1:





                                                                   Figure 3


Factors considered in developing the NPAC regions were:


Economic efficiency and administrative simplicity -- On these factors, having multi-state NPACs is clearly superior to either an NPAC for each state or a single NPAC for the entire country.


Existing LLCs -- Each proposed region has an LLC which has chosen an NPAC vendor.  The work at the state level should be built upon rather than re-invented.


Uniform sizes -- The number of access lines in the proposed regions are roughly comparable.


Existing regulatory structures -- State PUCs have formed regional associations that correspond to the proposed NPAC regions.  These associations were formed to allow the PUCs to deal jointly with a Regional Bell Operating Company. 


National responsibilities -- The NANC Architecture Task Force recognizes that Canada intends to create its own NPAC to serve all of Canada.


GEOGRAPHIC COVERAGE CHART


RECOMMENDED NPAC REGIONS

SPECIFIC STATES per NPAC REGION






Region # 1:  WESTERN

Washington, Oregon, Montana, Wyoming, North Dakota, South Dakota, Minnesota, Iowa, Nebraska, Colorado, Utah, Arizona, New Mexico, Idaho, and Alaska



Region # 2:  WEST COAST

California, Nevada, and Hawaii



Region # 3:  MID-WEST

Illinois, Wisconsin, Indiana, Michigan, and Ohio



Region # 4:  SOUTHEAST

Florida, Georgia, North Carolina, South Carolina, Tennessee, Kentucky, Alabama, Mississippi,  and Louisiana



Region # 5:  MID-ATLANTIC

New Jersey, Pennsylvania, Delaware, Maryland, West Virginia, Virginia, and Washington, D.C.



Region # 6:  SOUTHWEST

Texas, Oklahoma, Kansas, Arkansas, and Missouri



Region # 7:  NORTHEAST

Vermont, New Hampshire, Maine, New York, Connecticut, Rhode Island, and Massachusetts



Region # 8:  CANADA





                                                                 Chart 1


The NANC Architecture Task Force recommends seven (7) NPACs to cover the 50 United States and the U.S. territories in the North American Numbering Plan Area (e.g. U.S. Virgin Islands and Puerto Rico).  Refer to the Chart 1 for specifics.


The NANC Architecture Task Force recommends that the U.S. territories choose from one of the seven (7) U.S. NPACs.


The NANC Architecture Task Force recognizes that Canada intends to create its own NPAC to serve all of Canada.


7. NPA NXX Assignments - Ported Numbers


The NPA NXX XXXX’s (Ten Digit Phone Numbers) for ported numbers are assigned to their respective NPAC regions.  Uploads and downloads via the SOA and LSMS interfaces, respectively, are transmitted to and from their assigned NPAC platforms.


8. Virtual NPACs


Virtual NPACs are not precluded.  If an NPAC vendor wins two or more regions, that vendor is not precluded from serving one or more of the regions on the same platform as long as the vendor meets all service requirements as specified in the contract or in End User Agreements.


8.1 NPAC SOA and LSMS Link(s)


Under the Virtual NPAC arrangement, Service Providers are not precluded from accessing the vendor’s one NPAC platform for SOA and LSMS functionality via one or more physical links.  Link capacity limitations such as reliability and performance requirements will determine the quantity of physical SOA and LSMS link(s).


The service provider is responsible for contributing its appropriate share of the economic support to the NPAC vendor for each region in which it operates.


8.2 Point of Presence (POP)


The NPAC vendor will provide the physical links (SOA/LSMS) from the NPAC platform to each respective POP (Physical Facility) as identified by each regional LLC.  Each service provider or its agent that directly connects to the NPAC shall be required to provide SOA and/or LSMS connectivity to the POP.


9. NPAC CERTIFICATION PROCESS


9.1 TECHNICAL REQUIREMENTS


9.1.1 IIS


The NPAC vendor(s) and any entity directly connecting to the NPAC platform are required to use the current NPAC SMS Interoperable Interface Specification (IIS) as adopted by NANC.


9.1.2 FRS


The NPAC vendor(s) and any entity directly connecting to the NPAC platform are required to use the current NPAC SMS Functional Requirement Specification (FRS) as adopted by NANC.


9.2 BUSINESS & ARCHITECTURE REQUIREMENTS


9.2.1 LLC (Limited Liability Company)


Each NPAC vendor has to be established under the Regional LLC.  At a minimum, each respective Regional LLC has to keep its respective vendor in compliance with the Architecture requirements identified by NANC.


The sole purpose of the formation of a Limited Liability Corporation (LLC) is to create an entity to select and manage a neutral third party number portability administrator.  Example activities of the LLC are the negotiation of the third party contract, prioritization of platform/software upgrades and on going direction of the third party’s activities as described in the master contract.  Membership of the LLC is not required for service providers to receive services from the neutral third party.


9.2.2 Competitively Neutral Pricing


The NPAC vendors have to be competitively neutral in pricing.  It is the responsibility of each respective Regional LLC to ensure that competitively neutral pricing is consistent with FCC and state regulatory mandates.


9.2.3 Competitive Neutral Service


The NPAC vendor shall provide non-discriminatory service to all users.

9.2.4 NPAC User Criteria


NPAC Users are required to be telecommunications Service Providers or facilities-based
 interexchange carriers that have been certified by the FCC or a State Public Utility Commission or are under contract to a Service Provider or facilities-based interexchange carrier to provide billing, routing, and/or rating for that respective Service Provider or interexchange carrier.  The above criteria limits NPAC access to those with an operational need for NPAC service in order to provide local number portability.  These limitations are necessary to protect security of information and to minimize NPAC costs.


9.3 NANC


9.3.1 Architectural Change Approval Process


All NPAC/SMS architecture changes will be approved by NANC.  Implementation of these changes will be managed via each respective Regional LLC with its respective NPAC vendor. If NANC is dissolved, an oversight body should be identified or established to support/approve NPAC/SMS architecture changes.


9.3.2 Conflict Resolution


Any conflicts between Service Providers in relation to NANC architecture will be escalated to NANC for conflict resolution.


9.4 LLC Merger Process


The merging of Regional LLC’s is not precluded.

9.5 NPAC Business Roles and Responsibilities


9.5.1 Neutral Third Party


The NPAC will be staffed by a neutral third party vendor.


9.5.2 NPAC Role


The primary role of the NPAC will be to assist users in obtaining access to the NPAC SMS.  To perform this duty, the NPAC must support the following functional areas:  administration, user support, and system support.


9.5.3 NPAC Administrative Functions


The administrative functions of the NPAC will include all management tasks required to run the NPAC.


The NPAC will work with the users to update data tables required to route calls for ported local numbers or required for administration.


The NPAC will be responsible for NPAC SMS logon administration, user access, data security, user notifications, and management.


The NPAC will be the primary contact for users that encounter problems with NPAC system features.


The user support function should also provide the users with a central point of contact for reporting and resolution of NPAC problems.


The system support function will provide coordination/resolution of problems associated with system availability, communications and related capabilities.  


The NPAC hours of operation will be 24 hours a day, seven days a week.


The NPACs must meet the service level requirements as established by their respective LLCs.


The NPAC will provide reports to regulatory bodies as required.


9.5.4 Transition Guidelines


The NPAC will provide the same level of quality service during the period of transition to a new NPAC.


Transition to a new NPAC will be transparent to users.


Sufficient time will need to be established to allow each user to operate in a dual mode during transition to allow for installation of new NPAC links, testing of new NPAC links, problem resolution, installation at disaster recovery site, and de-installation of access links from old NPAC.


REFERENCE DOCUMENTS


Illinois Commerce Commission Order 96-0089 dated March 13, 1996. 


FCC First Report and Order and Further Notice of Proposed Rulemaking; FCC 96-286;  CC Docket 95-116, RM 8535;   Adopted:  June 27, 1996;  Released:  July 2, 1996.


FCC First Memorandum Opinion And Order On Reconsideration; CC Docket No. 95-116, RM-8935;  Adopted:  March 6, 1997;  Released:  March 11, 1997.


Attachment A


EXAMPLE N-1 CALL SCENARIOS

Refer to Paragraph 7.8 of the main document for the definition of N-1 carrier.  Also refer to Section 8 of the main document for the local to local view of LNP call scenarios.  


Refer to the figure on the last page of this attachment to help understand the call processing and routing described in the following call scenarios.  


All Scenarios:


1. 816-724-2245 has changed service providers from LEC-1 to LEC-2.


2. NXX's 724 and 662 are considered ported NXX's.


WIRELINE LONG DISTANCE CALLS

SCENARIO A1 (Long Distance - LNP/LRN Capable IXC):

1. 507-863-2112 calls long distance to 816-724-2245 from outside the ported area.


2. LEC-3 routes the call to the caller's pre-subscribed carrier without any requirement to determine the LRN.


3. The pre-subscribed IXC (IXC-1) is the N-1 carrier, determines the LRN by performing a database dip, and routes the call to LEC-2.  If IXC-1 does not have a direct connection to LEC-2, calls may be terminated through tandem agreement with LEC-1.


SCENARIO A2 (Long Distance - IXC without LNP/LRN capability):

1. 507-863-2112 calls long distance to 816-724-2245 from outside the ported area.


2. LEC-3 routes the call to the caller's pre-subscribed carrier without any requirement to determine the LRN.


3. The pre-subscribed IXC (IXC-2) is the N-1 carrier. Because IXC-2 does not have LNP/LRN capability, IXC-2 should have an agreement with LEC​-1 (or LEC-2) to terminate default routed traffic, and LEC-1 (or LEC-2) becomes the carrier actually performing the LNP/LRN function to determine proper routing.


WIRELINE LOCAL CALLS FROM OUTSIDE THE PORTED AREA

SCENARIO A3 (Local call outside ported area - LNP/LRN Capable LEC):


1. 816-845-1221 makes a call within her local calling area, but from outside the ported area to 816-724-2245.


2. LEC-4 is the N-1 carrier and performs the database dip to determine the LRN and then routes the call to LEC-2.  If no direct connection exists between LEC-4 and LEC-2, calls may be terminated through tandem agreement with LEC-1.


SCENARIO A4 (Local call outside ported area - LEC without LNP/LRN capability):

1. 816-845-1221 makes a call within her local calling area, but from outside the MSA and ported area to 816-724-2245.


2. LEC-4 is the N-1 carrier and at some time may be required to perform the database dip to determine the LRN to route the call to LEC-2.  Until that time, LEC-4 should arrange with LEC-1 (or LEC-2) to terminate default routed calls.


Simplified Trunking  and SS7 Diagram for Connections to Ported Area





Figure A-1


� Item (4) was deleted in the First memorandum Opinion And Order On Reconsideration adopted March 6, 1997 and released on March 11, 1997.



�The term facility based is used in this document to describe carriers who own or lease switching equipment. 



�  It will be the responsibility of the service provider receiving the ported reserved telephone numbers to provision their switches so that appropriate treatment by the recipient switch is provided which suppresses cause code 26 release messages for the ported reserved telephone numbers only.







� The term facility based is used in this document to describe carriers who own or lease switching equipment.
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NANC – LNPA Working Group
                     
Problem/Issue Identification Document




LNP Problem/Issue Identification and Description Form


Submittal Date (mm/dd/yyyy):  01/02/04

PIM # 28


Company(s) Submitting Issue:  Sprint 


Contact(s):  Name    Rick Dressner



         Contact Number   913-859-3772 or 954-401-5454



         Email Address   rdress01@sprintspectrum.com


(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)

1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)


When porting between wireless and wireline there is an interface difference between WPRR (wireless) and FOC (wireline). FOC allows for a due date and time change on confirms. WPRR does not allow a due date and time change on confirms. When wireline send a FOC with DDT change on a confirm the wireless carrier’s  cannot process the change and does not allow port to complete.


2. Problem/Issue Description: (Provide detailed description of problem/issue.)


A. Examples & Impacts of Problem/Issue:  


Wireline providers are submitting a confirmed FOC with a due date and time change. Wireless providers have developed our process to interpret a confirmed response to mean that everything in the LSR sent is confirmed. When a wireline provider changes a field and still confirms the port, it creates confusion in our systems and prevents the SV create and activation on our networks from completing.


B. Frequency of Occurrence: 


Since 11/24/03 this company has had over 1000 of these transactions.


C. NPAC Regions Impacted: All


D. Rationale why existing process is deficient: There is a fundamental difference between wireless WICIS and wireline LSOG. 


E. Identify action taken in other committees / forums:  This issue should be submitted to the OBF wireless workshop as well and LSOP to come to an agreement on this issue. Which ever process is agreed to both industry group have to agree


F. Any other descriptive items:  The reason this issue is so impacting is that wireline providers a re disconnecting service based on the new DDT they input into FOC. However the wireless carrier was unable to recognize the change and was not able to do the activations systematically. Until a provider identifies the transaction and manually does their create and activate on the network the customer is taken out of service. There is an additional PIM being submitted concerning wireline disconnect process.


3. Suggested Resolution: 


LNPA WG: (only)


Item Number: 0028



Issue Resolution Referred to: _Ordering & Billing Forum________________________________

Why Issue Referred: __The LSR/FOC process is within the purview of the OBF.___________ ____________________________________________________________________________________________________________________________________________________________________________
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Recommendation on National Pooling Administration Change Order Proposal


Prepared by the Numbering Oversight Working Group (NOWG)


DATE: August 6, 2004

PA Change Order Identification


Change Order Proposal:
# 24


Proposal Name:
LNPA WG PIM #24 and INC CO/NXX Issue #364 – “Modification to Procedures for Code Holder/LERG Assignee Exit”


PA Proposal Date: 

August 26, 2003 and Via Letter to the FCC on July 2, 2004

NOWG Description:


This proposal is related to customer service disruptions associated with PA block assignments.  Disruptions occur when a service provider’s assigned block contains unrecorded customer assignments from the donating carrier.  They are caused when either (1) TN assignments are not identified by the donating/returning SP at time of block donation/return or (2) the donating/returning SP continues to assign TNs associated with a previously donated/returned block. Note that the TN assignments in question may not be shown in the NPAC as being ported. Therefore, the associated blocks mistakenly appear to be pristine or lightly contaminated at the time of block return/donation. Blocks containing unidentified TN assignments negatively impact both the receiving and donating/returning service provider.  


Analysis Checklist (If underlined “NO”, see Analysis and Comments Section)

Yes / No - The change order proposal meets the desired outcome, e.g., INC resolution.


Yes / No - The change order sufficiently describes the impact upon PA processes and systems.


Yes / No - The NOWG agrees that no known industry activities could impact this change order.


Yes / No - The NOWG has enough information in order to make a recommendation.


Yes / No - The NOWG can recommend approval of this change order without reservation.


Recommendation


The NOWG recommends that this change order should ____ be approved __X__ not be approved as written.  


CO #24 RESUBMISSION WITH UPDATED PROCESS AND COST DATA IS REQUIRED.


Background


On September 19, 2003, the NOWG recommended that the proposal identified in PA Change Order #24 not be approved until the completion of an investigation (trial) by the PA to determine the degree of discrepancy between the NPAC and PAS (unassigned/available blocks in the pool inventory) as a result of unrecorded TN customer assignments (contaminated blocks) from the donating carrier. Additionally, the NOWG recommended that the PA select one NPA from each U.S. NPAC region and perform an audit of embedded unassigned/available block inventory. By using the proposed NPAC report to ascertain the type and frequency of error within the PAS embedded base, the NOWG believed the PA could assess the problem and share the results with the NOWG to assist in determining if there is value in proceeding with a one-time scrub of the entire PAS embedded base for unassigned/available blocks in the pool inventory. 


At the time of recommendation, the NOWG also recommended that the PA implement the following two steps as soon as possible, namely, (1) create an informational bulletin on its web site reminding SPs of their obligations to (a) pre-port all working TNs and to (b) protect blocks from future assignment activity once the block has been donated/returned to the pool and (2) introduce a new issue at INC to add text to the TBPAG reminding SPs of their obligation to contact the PA immediately upon discovering that the original block contamination information provided to the PA was not accurate or has changed. 


As a result of the NOWG’s recommendation on Change Order #24, the PA prepared Change Order #26 to conduct the trial recommended by the NOWG in Change Order #24. On July 2, 2004, Ms. Amy Putnam of NeuStar Pooling Administration provided the PA’s trial findings to the FCC.  Ms. Putnam’s letter stated that the PA compared the information in PAS with the information in the NPAC report and that the PA found a discrepancy between the PAS data and the NPAC report, they contacted the carrier(s) to find out whether the SP needed to revise its PAS or NPAC information.  If the carrier did not respond to the PA’s inquiry and the NPAC showed that a block was contaminated but PAS did not, the PA modified PAS to conform to the NPAC data. The letter also stated that the percentage of blocks with errors ranges from 2% to 5% per NPA and that the PA’s inventory also contained 3 blocks that were more than 10% contaminated, forcing the PA to return the blocks to the SP.


The PA also found that some SPs failed to update the porting status of TNs within a block after they had donated the block and that in other instances, PAS contained blocks identified in PAS as non-contaminated that were determined by the PA to actually be contaminated, either because contamination occurred after donation or because the information input at the time of donation was incorrect.  


Finally, the PA recommended to the FCC in its July2, 2004 letter that even though only 2% to 5% of the blocks were misidentified, that the PA believes the FCC should approve CO #24 for the benefit of SPs and to protect end-users.  The PA did emphasis that contacting carriers and getting responses was a “major and time-consuming undertaking” and that doing a one time cleanup of the entire database will take a significant amount of time.  In addition, the PA recommended that (1) the PA receive a report and complete this exercise for all NPAs now, and repeat it annually and, (2) to protect end users on an on-going basis, the PA should also obtain reports for “returned blocks” and “donated blocks” at least weekly, preferably more frequently, to permit the PA to verify whether and to what extent there is contamination of blocks in pooled codes being transferred between carriers, where a carrier is proactively shutting down a network or service.


Analysis & Comments


The NOWG has reviewed the report published by the PA, its letter to the FCC and has reached several conclusions and recommendations. The NOWG agrees that although only 2% to 5% of the blocks were misidentified, there would a benefit to the industry and end-users for the PA to do a one-time reconciliation of the entire PAS database for unassigned/available blocks in the pool inventory.  


Upon review of the PA’s report, the NOWG was unable to determine whether the majority of the discrepancies were created when blocks were donated during pool establishment or if these errors identified by the PA were ones that were made more recently. If this information is available to the PA, it would be beneficial to understand the underlying causes by identifying this information on the report(s) used by the PA to perform the proposed one-time scrub. 


 


The NOWG agrees that the responsibility to correctly donate blocks and update the porting statues of TNs within PAS rests on each service provider.  Even so, the NOWG recommends that the PA engage in some additional steps to improve the process and recommends that:


· The PA provide an updated proposal with cost details for Change Order #24 to the FCC, for review by the NOWG, prior to the FCC authorizing a one-time scrub of PAS by the PA.


· Concurrent with this one-time scrub, the PA prepare and propose to the INC that a self-certification statement be added to the Appendix 2 donation form.  This proposed certification would require the SP to certify that (1) the information being provided has met certain designated stipulations and (2) the donating SP has properly marked/checked the appropriate items on the form prior to its submission, whether it be either an electronic or manual submission.


· Concurrent with this one-time scrub, the PA work with INC to review the TBPAG directions for donating SPs in an effort to ensure the verbiage and responsibilities arethorough and clear for both SPs and the PA.  


· During the one-time scrub, the PA seek the appropriate support and assistance from the FCC and/or state commissions in enforcing SP participation in the one-time reconciliation process in situations where the PA is unable to obtain sufficient cooperation from individual service providers, e.g., answer PA inquiries in a timely manner in order for the PA to complete the one-time scrub.


· Quarterly, the PA should distribute via their email exploder a “tip” describing SP obligations when donating blocks to a pool and to remind SPs to follow the INC guidelines as they relate to the underlying causes of mismatches between PAS and the NPAC. Also, the PA should include any one-time scrub related information that it believes will help SPs understand where their efforts are substandard and therefore contribute(s) to this mismatch in the past and/or in the present.


 


Finally, the NOWG recommends that one year after the first full reconciliation has been completed by the PA, the NOWG and PA should then seek input from the industry as to any increase or decrease in the frequency in which SPs encounter erroneous block contamination.  If the instances have increased, further action may be warranted, however, the NOWG does not recommend any further/additional activities other than those related to the “one-time scrub of the entire PAS database for unassigned/available blocks in the pool inventory” at this time.
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North American Numbering Council


Numbering Oversight Working Group


August 26, 2004

Mr. Sanford Williams


Designated Federal Officer – NANC


Federal Communications Commission


Telecommunications Access Policy Division


445 12th Street, SW, Room 6A-264


Washington, DC 20554


Mr. Mark Oakey


Contracting Officer


Office of Managing Director


Federal Communications Commission


445 12th Street, SW, Room 1-A522


Washington, DC 20554


RE: Pooling Administration Proposal Change Order #26

Dear Messrs. Williams and Oakey,


On August 26, 2003, the NANC’s NOWG was asked to review and provide input regarding a Pooling Administration Change Order Proposal #24 submitted by the National Pooling Administrator (PA). On September 19, 2003, the NOWG recommended that the PA first trial the procedures proposed in the Change Order by sampling an NPA from each NPAC Region to ascertain the value of a one-time scrub. In response, the PA proposed the trial details under PA Change Order #26, which was approved by the FCC on May 3, 2004. On July 2, 2004, just two months later, the PA completed the trial and provided its findings to the FCC.

The NOWG would like to thank the PA for its timely and effective evaluation and report authorized under Change Order #26. The NOWG recognizes and is sensitive to the fact that number administration resources should not be burdened with performing “trials” as a prerequisite to obtaining Change Order approval. The NOWG would like to emphasis that the PA’s efforts are greatly appreciated and that prior to making such a request, the NOWG carefully considers the impact the proposed activities may have upon SPs, regulators and number administrators, including the PA, prior to supporting a Change Order as well as when considering whether a trial is necessary. As a result of the PA’s successful efforts in performing the trial results for consideration by the NOWG, the NOWG is now satisfied that it has performed due diligence prior to supporting the use of the PA’s resources and the funds contributed by SPs, since it is the opinion of the NOWG that by doing so, it promotes the general goals and objectives of the FCC, namely, the effective and efficient use and administration of NANP numbering resources. 

Please feel free to contact anyone of the NOWG co-chairs shown below if you have any questions or require additional information.


Thank you,




Mr. Jim Castagna


Ms. Karen Mulberry




Verizon Communications

MCI



Phone:  212-395-5379 


Phone: 972-729-7914


Copy to:
Bob Atkinson




Debra Blue
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NANC – LNPA Working Group
                     
Problem/Issue Identification Document




LNP Problem/Issue Identification and Description Form


Submittal Date (mm/dd/yyyy):  12/31/2003


Company(s) Submitting Issue:  Verizon


Contact(s):  Name   Gary Sacra



         Contact Number   410-736-7756



         Email Address   gary.m.sacra@verizon.com


(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)


1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)


Customers have been taken out of service inadvertently in some cases when the New Service Provider continues with a port, that has been placed into Conflict by the Old Service Provider, after the 6 hour Conflict Resolution Timer has expired, instead of investigating why the port was placed into Conflict.                                                        


2. Problem/Issue Description: (Provide detailed description of problem/issue.)


A. Examples & Impacts of Problem/Issue: 


When Verizon receives a SOA notification from NPAC that another service provider has issued a CREATE message to NPAC in order to schedule a port-in of a Verizon customer, Verizon checks to see that a matching Local Service Request (LSR) has been received from that service provider regarding that specific TN.  If no matching LSR is found, Verizon places the port into Conflict status with a Cause Value set to “LSR Not Received” (Cause Value 50).  We are seeing an increasing rate of instances where the New Service Provider is waiting for the 6 hour Conflict Resolution New Service Provider Restriction Tunable Parameter timer to expire, and proceeding with porting the number.  This has led to Verizon customers being inadvertently ported and taken out of service from a terminating call perspective because the wrong TN was entered in the original CREATE message sent by the New Service Provider to NPAC. 


B. Frequency of Occurrence:


In the MA and NE Regions, approximately 20 customers are taken out of service per month on average as a result of this problem.  Some of these customers have multiple TNs taken out of service.


C. NPAC Regions Impacted:


 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     


 West Coast___  ALL_X_


D. Rationale why existing process is deficient: 


Section 1.2.4 of the FRS document states, “If Service Providers disagree on who will serve a particular line number, the NPAC SMS will place the request in the “conflict” state and notify both Service Providers of the conflict status and the Status Change Cause Code.  The Service Providers will determine who will serve the customer via internal processes.  When a resolution is reached, the NPAC will be notified and will 


remove the request from the “conflict” state by the new Service Provider.  The new Service Provider can cancel the Subscription Version.”  In addition, Section 2.4.2 of the FRS states that the New Service Provider coordinates conflict resolution activities, and further states, “The New and Old Service Providers use internal and inter-company processes to resolve the conflict.  If the conflict is resolved, the new Service Provider sets the Subscription Version status to pending.  If the conflict is not resolved with the tunable maximum number of days, the NPAC SMS cancels the Subscription Version, and sets the Cause Code for the Subscription Version.”


Clearly, the intent here is to resolve the conflict before the port takes place.  Allowing the New Service Provider to remove the Conflict status after the 6 hour Conflict Resolution Timer expires bypasses the need to resolve the conflict.


E. Identify action taken in other committees / forums: 


N/A


F. Any other descriptive items: __


__________________________________________________________________________________________________________________________________________________________________________


3. Suggested Resolution: 


The LNPA should revisit the philosophy that led to enabling the New Service Provider to remove a Subscription Version from Conflict status after a specified period of time without first resolving the original conflict with the Old Service Provider.  NPAC requirements and functionality should be modified such that only the Old Service Provider is able to remove Conflict status and move a Subscription Version to Pending status when the Conflict Cause Value is set to 50, which signifies that the Old Service Provider has not received a matching Local Service Request (LSR) or Wireless Porting Request (WPR) for the telephone number received in the New Service Provider CREATE notification from NPAC, or when the Conflict Cause Value is set to 51 (Firm Order Confirmation Not Issued).


Subscription Versions should only be placed into Conflict with a Cause Value set to 50 when the Old Service Provider cannot match an LSR or WPR with the New Service Provider CREATE notification and is reasonably confident that the wrong number is about to be ported.  Also, Subscription Versions should only be placed into Conflict with a Cause Value set to 51 when the Old Service Provider has a legitimate reason for withholding the Firm Order Confirmation.  A Cause Value of 50 or 51 should not be used in lieu of any other appropriate Conflict Cause Value in order to inappropriately prevent the New Service Provider’s ability to remove Conflict status.


LNPA WG: (only)


Item Number: 0022



Issue Resolution Referred to: _________________________________________________________

Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________


1

2

This contribution includes proposals which were prepared to assist the LNPA Working Group. This document is submitted for discussion only, and is not to be construed as binding on Verizon.  Subsequent study may lead to a revision of this document, both in numerical value and/or form, and, after continuing study and analysis, Verizon specifically reserves the right to change the contents of this contribution


* CONTACT: Gary Sacra; email: gary.m.sacra@verizon.com; Tel: 410-736-7756
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Re:
Change Order #26 regarding NPAC block contamination report


To:
Cheryl Callahan, Esq.


Sanford Williams, Esq.


Mark Oakey, CO


From:
Amy Putnam


Date:
July 2, 2004


Background


On May 3, 2004 the FCC approved Change Order #26 which allowed the PA to obtain, for each of the seven NPAC regions, a one-time NPAC report indicating whether an NPA-NXX is opened in the NPAC, and showing the contamination level of a donated thousands - block.  The purpose of the report was to address the issue of service providers’ inability to use blocks that have been assigned to them, either because the NPA-NXX has not been activated in the NPAC, the block's contamination level is greater than 10%, or the code holder failed to complete its intra-service provider ports prior to donating the block(s).  Additionally, it would help the PA assess the problem of blocks that are identified as non-contaminated, but actually have numbers assigned from them.

Process


The PA has completed the research generated by the Change Order #26 report, and we have attached a summary report of our findings.  We selected one NPA out of each NPAC region to perform the data analysis.  We compared the information in PAS with the information in the NPAC report.  Where we found a discrepancy between the PAS data and the NPAC report, we had to contact each carrier and find out whether the SP needed to revise its PAS or NPAC information.  We did not hear back from all SPs, and have listed those numbers in the report; we will need to continue to attempt contact with these carriers to make sure our database is kept accurate.  If a carrier did not respond, and the NPAC showed that a block was contaminated, we modified PAS to conform to the NPAC data.


The percentage of blocks with errors ranges from 2% to 5% per NPA.  Our inventory also contained 3 blocks that were more than 10% contaminated, and they had to be returned to the SP.


Our research reflects that some of these carriers failed to change the status of a donation after it moved from contaminated to non-contaminated. One carrier claimed that it does not check the contamination of blocks after it donates its blocks to the pool.  PAS contained blocks identified in the system as non-contaminated, but we determined that they are contaminated, either because contamination occurred after donation or because the information input at the time of donation was incorrect.  Most carriers did not explain why there was a discrepancy.  This mis-labeling of blocks is significant because carriers receiving a block identified as pristine believe and assume that they are getting a non-contaminated block.  They may subsequently assign numbers that are already assigned out of that block, and put end users out of service.  


Recommendation


Even though only 2% to 5% of the blocks were mis-identified, we consider this to have been a very beneficial exercise.  We believe that FCC approval of CO #24 would be beneficial to the SPs, and protective of end-users.  However, contacting carriers and getting responses was a major and time-consuming undertaking.  Based on the several weeks it took to complete the process for seven NPAs, we recognize that doing a one time cleanup of the entire database will take a significant amount of time.   


We nevertheless recommend that we receive a report for, and complete this exercise for all NPAs now, and repeat it annually.  To protect end users on an on-going basis, we should also obtain reports for returned blocks and donated blocks at least weekly, preferably more frequently.   Such a recurring report would also permit the PA to verify whether and to what extent there is contamination of blocks in pooled codes being transferred between carriers, where a carrier is proactively shutting down a network or service.



_1155397660.xls
Summary

		Region		State		NPA		# of blocks available in pool		# of blocks found to be contaminated in NPAC, but not contaminated in PAS		# of blocks found to be not contaminated in NPAC, but contaminated in PAS		# of blocks over 10% contaminated In NPAC		# of codes not built in NPAC		Percentage of blocks with errors

		SW		TX		903		1376		6		69		0		0		5%

		WC		CA		760		1587		32		20		1		0		3%

		MA		NJ		908		1706		20		53		1		0		4%

		MW		IL		217		1637		44		29		0		0		4%

		NE		NY		518		1572		11		32		0		0		3%

		SE		FL		863		811		2		14		1		0		2%

		WE		AZ		520		517		4		13		0		0		3%

		SW - Texas 903

		75		Total Blocks in error

		18		Should be noncontaminated in PAS

		5		Should be contaminated in PAS

		18		Updating NPAC to show contaminated

		34		Awaiting response from SP

		9		Service Providers involved

		WC - California 760

		53		Total blocks in error

		7		Should be noncontaminated in PAS

		21		Should be contaminated in PAS

		4		Updating NPAC to show contaminated

		5		Updating NPAC to show non-contaminated

		4		Carrier is claiming they don’t show anything ported in NPAC

		1		Block over 10%, removed block from pool and returned to SP

		11		Awaiting response from SP

		14		Service Providers involved

		MA- New Jersey 908

		74		Total blocks in error

		43		Should be noncontaminated in PAS

		10		Should be contaminated in PAS

		10		Updating NPAC to show contaminated

		8		Updating NPAC to show non-contaminated

		2		Block disconnected, NPAC updated

		1		Block over 10%, removed block from pool and returned to SP

		13		Service Providers

		MW- Illinois 217

		73		Total blocks in error

		28		Should be non contaminated in PAS

		44		Should be contaminated in PAS

		1		Updating NPAC to show contaminated

		3		Service Providers

		NE - New York 518

		43		Total blocks in error

		24		Should be non contaminated in PAS

		5		Should be contaminated in PAS

		1		Updating NPAC to show contaminated

		1		Updating NPAC to show non-contaminated

		1		SP claimining not ported (ported #'s appearing in NPAC)

		11		Awaiting response from SP

		7		Service Providers

		SE - Florida 863

		17		Total Blocks in error

		2		Should be non contaminated in PAS

		1		Should be contaminated in PAS

		2		Updating NPAC to show contaminated

		1		Block over 10%, removed block from pool and returned to SP

		11		Awaiting response from SP

		5		Service Providers

		WE - Arizona 520

		17		Total blocks in error

		7		Should be non contaminated in PAS

		2		Should be contaminated in PAS

		1		Updating NPAC to show contaminated

		1		Updating NPAC to show non-contaminated

		3		Block aged, is now non contaminated

		3		Awaiting response from SP

		7		Service Providers



&CPAS vs NPAC Discrepancy Summary Report
6/28/04
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DRAFT Change Order Submitted by Verizon to Address PIM 22 – Limiting Ability to  Remove Conflict Status with Certain Cause Values




Origination Date:  12/31/03


Originator:  Verizon


Change Order Number:  375

Description:  Limiting Ability to Remove Conflict Status with Certain Cause Values


Pure Backwards Compatible:  TBD


IMPACT/CHANGE ASSESSMENT


FRS

IIS

GDMO

ASN.1

NPAC

SOA

LSMS



TBD

TBD

TBD

TBD

TBD

TBD

TBD



Business Need:

Customers have been taken out of service inadvertently due to the New Service Provider continuing with a port that had been placed into Conflict by the Old Service Provider after the 6 hour timer had expired, instead of investigating why the port was placed into Conflict.


When the Old Service Provider receives a SOA notification from NPAC that another service provider has issued a CREATE message to NPAC in order to schedule a port-in of the Old Service Provider’s customer, the Old Service Provider should check to see that a matching Local Service Request (LSR) has been received from that service provider regarding that specific TN.  If no matching LSR is found, the Old Service Provider may place the port into Conflict status with a Cause Value set to “LSR Not Received” (Cause Value 50).  In some instances, the New Service Provider is waiting for the 6 hour Conflict Resolution New Service Provider Restriction Tunable Parameter timer to expire, and is proceeding with porting the number.  This has led to a number of customers being inadvertently ported and taken out of service from a terminating call perspective because the wrong TN was entered in the original CREATE message sent by the New Service Provider to NPAC.


This proposed Change Order, as did PIM 22 accepted by the LNPA, seeks to prevent instances where customers are taken out of service inadvertently after the New Service Provider continues with a port that had been placed into Conflict by the Old Service Provider.  In these cases, the port was placed into Conflict Status by the Old Service Provider because of indications that the New Service Provider may possibly be porting the wrong TNs.


Description of Change:


The current Cause Values indicating why the Old Service Provider has placed a port into Conflict are as follows:


50 - LSR Not Received


51 - FOC Not Issued


52 - Due Date Mismatch


53 - Vacant Number Port


54 – General Conflict


This Change Order proposes that the LNPA revisit the philosophy that led to enabling the New Service Provider to remove a Subscription Version from Conflict status after a specified period of time without first resolving the original conflict with the Old Service Provider.  NPAC requirements and functionality should be modified such that only the Old Service Provider is able to remove Conflict status and move a Subscription Version to Pending status when the Conflict Cause Value is set to 50, which signifies that the Old Service Provider has not received a matching Local Service Request (LSR) or Wireless Porting Request (WPR) for the telephone number received in the New Service Provider CREATE notification from NPAC, or when the Conflict Cause Value is set to 51 (Firm Order Confirmation Not Issued).


Subscription Versions should only be placed into Conflict with a Cause Value set to 50 when the Old Service Provider cannot match an LSR or WPR with the New Service Provider CREATE notification and is reasonably confident that the wrong number is about to be ported.  Also, Subscription Versions should only be placed into Conflict with a Cause Value set to 51 when the Old Service Provider has a legitimate reason for withholding the Firm Order Confirmation.  A Cause Value of 50 or 51 should not be used in lieu of any other appropriate Conflict Cause Value in order to inappropriately prevent the New Service Provider’s ability to remove Conflict status.
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This contribution includes proposals which were prepared to assist the LNPA Working Group. This document is submitted for discussion only, and is not to be construed as binding on Verizon.  Subsequent study may lead to a revision of this document, both in numerical value and/or form, and, after continuing study and analysis, Verizon specifically reserves the right to change the contents of this contribution


* CONTACT: Gary Sacra; email: gary.m.sacra@verizon.com; Tel: 410-736-7756




