MEETING MINUTES:

Tampa City Center 
Tampa, FL
Host: TSI

Wednesday, February 19, 2003 – 8:30 AM – 5:00 PM  

Attendance:
Name
Company
Name
Company

Beth Watkins
AT&T (phone)
Dave Garner 
Qwest (phone)

H.L. Gowda 
AT&T
Charles Ryburn
SBC 

Sean Hawkins
ATTWS 
Leah Luper
SBC 

Stephen A. Sanchez
ATTWS
Kathleen Tedrick
Sprint (phone)

Lee Hunter
BellSouth
Rick Dressner
Sprint PCS

Ron Steen
BellSouth (phone)
Colleen Collard
Tekelec 

Dave Cochran
BellSouth 
John P. Malyar 
Telcordia Technologies

Marian Hearn
Canadian LLC
Adam Newman
Telcordia Technologies

James Grasser
Cingular Wireless (phone)
Jean Anthony
Telecom Software (phone)

Monica Dahmen
Cox Communications (phone)
Jim Gray
T-Mobile

Dennis Robbins
Electric Lightwave (phone)
Rob Smith
TSI

Keagan O’Rourke
Evolving Systems
Glenn Mills
TSI

Rick Jones
NENA 
Darren Paffenroth
TSI

Gene Johnston
NeuStar
Bob Jones
US Cellular

Jim Rooks
NeuStar
Charlotte Holden
US Cellular (phone)

John Nakamura
NeuStar
Chuck Bohl
US Cellular

Rob Coffman
NeuStar (phone)
Maggie Lee
VeriSign 

Darius Irani
NeuStar (phone)
Gary Sacra
Verizon

Barry Bishop
NeuStar)
Sharon Bridges
Verizon

Marcel Champagne
NeuStar
Kevin Lewis
Verizon

Stephen Addicks
NeuStar (phone)
Julie Groeven
Verizon Wireless

Susan Ortega
Nextel (phone)
Jason Lee
WorldCom (phone)

Cheryl Haynes
Nuvox
Karen Mulberry
WorldCom

Attached are the Action Items assigned at the February, 2003 LNPA meeting.  Also included are the remaining open Action Items from previous meetings.
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NOTE:  ALL ACTION ITEMS REFERENCED IN THE MINUTES BELOW HAVE BEEN CAPTURED IN THE “FEBRUARY 2003 LNPA ACTION ITEMS” FILE ATTACHED ABOVE.

01/03 Minutes Review:
The following changes were made to the DRAFT January, 2003 LNPA Minutes during the February meeting and will be reflected in the FINAL January, 2003 version.

· At the end of the Change Management discussion, add a comment that there is currently no targeted date for the next NPAC release (beyond Release 3.2).

· It was mentioned that new NANC Change Order 321 addresses SBC’s concern documented in the New Business section of the 01/03 Minutes.  This concern related to NXX codes being opened up in the wrong Regional NPAC.   This will be reflected in the 02/03 Minutes.

· Add page numbers to Minutes.

Wireless Number Portability Operations (WNPO) Committee Report as reported by Maggie Lee, WNPO Co-Chairperson:
· Maggie Lee, VeriSign, is the newly elected WNPO Co-Chair, replacing Jim Grasser.  Many thanks to Jim for his dedicated service to the industry as the Chairperson of the WNPO.  The WNPO now has two Co-Chairs, VeriSign’s Maggie Lee, and AT&T Wireless’ Sean Hawkins.

· The WTSC is adding Inter-Carrier Communications (ICC) test cases to the test plan.  A liaison is to be sent to the OBF, LNPA, and CTIA urging participation in inter-species testing.

· Lonnie Keck, AT&T Wireless, is the new Co-Chair of the OBF Wireless Workshop.  He is also the Co-Chair of the WTSC’s Inter-species Testing Group.

· LIDB Database update discussion:  US Cellular determined that their NPA-NXXs were placed in the local LIDB database by error and not as a result of a State Regulatory mandate.  Issue is now closed.  VeriSign gave a presentation on LIDB and CNAM and how the databases are updated.  A recommendation will be added to the WNPO’s Decision and Recommendation Matrix advising service providers to consult with their LIDB database providers in order to understand the mechanics, timing, etc., on the database updates to ensure that the necessary updates during porting are completed in a timely manner.  The current version of the matrix is attached.
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· JIP/Billing issue:  The WNPO sent letter back to the OBF asking for additional clarification on the issue.  OBF is forming a committee among OBF, WNPO, and LNPA to address.  See attached OBF letter describing the issue and the WNPO response.
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· AT&T Wireless and the Pooling Administrator (PA) will submit a PIM to allow the PA to verify in NPAC that pooled blocks do not exceed the 10% contamination level.  The PIM will also address cases where blocks are donated but the donor has not opened the code in NPAC.  The PIM is to be submitted next month for discussion at the April meeting.

· The WNPO will attempt to close their meetings at 2:30pm on Tuesdays to allow participation at the Architecture Planning Team (APT) meetings, which start at 1pm on Tuesday of LNPA week.

· Porting of Type 1 Cellular numbers:  This issue relates to porting and pooling Type 1  numbers that have not yet been migrated to the serving wireless carrier.  A conference call has been scheduled for March 3rd to discuss this issue further.  SBC has proposed creation of a process flow for porting these numbers (attached).
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· The group further discussed  the wireless reseller flows and sent additional changes to NeuStar, who is coordinating the project to update the NANC LNP Provisioning Flows.

· NeuStar report:  There were 3 new Non-Disclosure Agreements (NDAs)/User Applications and Interconnect Plans from wireless service providers since the last WNPO (total is now 56 wireless providers).

· In preparation for the upcoming 11/24/03 wireless porting implementation date, the WNPO is in the process of identifying the wireless carriers licensed in the top 100 MSAs.  It was reported that the number appears to be close to 60 licensed carriers.

· The Wireless Pooling Task Force (WPTF) has been disbanded.  Wireless pooling issues will now be addressed in the WNPO.

· The Implementation Guideline and Narrative were both updated and are attached.
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Architecture Planning Team (APT) Report (Jim Rooks, NeuStar):
· The APT met for the second time on 2/18/03.  Attached is the meeting agenda.
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· NeuStar presented the attached team working document to serve as a framework for the APT’s continued discussions on the strategic direction of the LNP architecture. 
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· NeuStar reported an approximate 90% reduction of CMIP Invalid Departure Time aborts since raising the timer from 5 to 15 minutes.

· Discussion of Current Issues:

· Production Issues: NeuStar will add the impact of queries on production to the list of issues under discussion.

· Analysis of Provider Use and/or Efficiency of Past Change Orders:

The APT identified the following steps to be taken:

1. We need to identify past Change Orders and issues that are relevant to interface and system performance and identify the expected improvement if universally implemented or addressed.  Examples are:

· Impact of aborts on production (covers several Change Orders)

· Range notifications

· SOA Notification prioritization

· EDR vs. non-EDR

· Linked Replies

2. Prioritize the list of relevant Change Orders.

3. Identify service provider use of these Change Orders, e.g. identify those that are not maintaining their associations and determine if they have implemented these Change Orders and, if not, will their deployment improve their ability to maintain associations.

4. Identify what data can be collected to measure the benefit of these Change Orders.

Path forward: NeuStar will build a spreadsheet of relevant Change Orders, the problems they address, and the expected improvement if implemented.

· Discussion of Interface Requirements:

· Business Principals (we need to identify business drivers for originally choosing CMIP as the interface protocol and determine if these drivers are still valid).  Some possible drivers were identified during the discussion:

· Throughput requirements

· Security (e.g. Confirmed Mode, Digital Signatures as opposed to full encryption)

· Interactive, real-time interface as opposed to batch

· Private network

· Local database with network element provisioning

· 15 minute download response

· Recovery over the interface

· Based on TMN

· Backwards compatibility

· Any additional drivers identified by APT members should be sent to NeuStar.  It was suggested that the original NPAC Request For Proposal (RFP) should be researched to obtain the business principals that drove the selection of CMIP.

· Discussion of Interface Improvements:

· The APT discussed in detail the proposed Change Order for Outbound Flow Control (contained in the Working Document attached above).  This discussion will continue at the March APT meeting.

· Discussion of Performance Requirements:

· The APT began discussion on NPAC, SOA, and LSMS performance and availability requirements, and how to measure and possibly enforce compliance.  This will be further discussed and developed at subsequent APT meetings.

Reseller Flows:
· NeuStar walked the group through the latest draft of the incorporated LNP provisioning process flows.  A number of revisions were made.  The review will also continue at the March, 2003 LNPA meeting.
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· Relevant tunable parameters will continue to be referenced in the flows.  Their logical name (e.g., T1 Timer) will be referenced in the actual flow diagram, while their complete name (e.g. Subscription Version Old SP Concurrence Request Notification) and current values (wireline – 9 hours and wireless – 1 hour) will be included in the process flow narrative on the right-hand side of the appropriate process step.

· Figure 14 and the Alternative Main Flow in the attached file above will be modified by NeuStar to reflect this meeting’s revisions so the group can compare with  the current Main Flow and its revisions.  These flows have been proposed as a replacement to the current Main Flow in order to make the process more legible and easier to follow.  NeuStar took an action to provide this prior to the March meeting.  The LNPA took an action to decide on the use of the Alternate Main Flow and Figure 14 at the March meeting.

NANC 356 (Service Provider Name Field change) Rescheduling:
· NANC 356 will be implemented during the following Sunday maintenance windows for these regions:

· 3/23/03 for the Northeast, Southeast, and West Coast Regions 

· 3/30/03 for the Mid-Atlantic, Midwest, Southwest, and Western Regions

· An LNPA member reported seeing inconsistencies in data and format with some of the current name fields.  NeuStar stated that they are confident that any current names with /1, /2, or /3 are providers that have been added after the agreements on NANC 356 requirements were reached.  

· NeuStar stated that the data will be updated and the Bulk Data Download files will be created during the maintenance window.

· In response to a request for a possible listing of the updated Service Provider Name Fields to be included in the BDD, NeuStar stated that the generation of such a list for service provider validation prior to implementation could be done as an Ad Hoc Report.  No further action taken on this request.

· The LNPA recommended that NANC 356 be implemented as scheduled.

· NeuStar took an action to send notifications of NANC 356 (Service Provider 

Name Field Change) implementation in the 3/23 and 3/30 Sunday Maintenance Window notifications, with an advisory that service providers are encouraged to validate their name and correct any errors themselves or contact the Help Desk if assistance is required.

NANC Change Orders 191/291 Report Discussion:
· The NAPM/LLC chose not to pursue implementation of these reports due to the cost to generate.  Service providers are encouraged to check their own databases for errant SVs and make the necessary corrections.

PIMs:
· PIMs 14, 15, 20, and 21 – Adam Newman, Telcordia and the LNPA’s liaison to INC, reported that INC continues development of its guidelines, Procedures for Code Holder/LERG Assignee Exit, that describe the responsibilities of NANPA, service providers, and the Pool Administrator when a service provider is returning or abandoning codes/blocks that contain ported telephone numbers (INC Issue 364). INC had an interim call on 2/7 to discuss AT&T’s and the LNPA’s contributions.  INC will continue to work at their next meeting.  INC appears to have accepted AT&T’s suggestion to place a porting cutoff of 14 days prior to the LERG disconnect date on any code that does not contain ported numbers.  If accepted, INC will address any policy questions at NANC.  LNPA members are encouraged to contact their INC reps recommending that INC provide a final version of their guidelines for review by the LNPA prior to going to Final Closure.

CO Code (NXX) Re-allocation Process:  This document was accepted by the LNPA.  Attached is the final accepted version.
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NeuStar will send the CO Code Re-allocation Process to the Cross-Regional distribution, advising of its approval during the February LNPA meeting, after the LNPA distribution is notified.  The advisory will also state that the process became effective on 2/24 and will be uploaded to the national pooling website.  Service Providers are to review the attached DRAFT User M&P for the CO 

Code Reallocation Process, and provide any comments to the Project Executives, H. L. Gowda (hlgowda@att.com) and Gary Sacra (gary.m.sacra@verizon.com) by 3/10, for discussion at the next Project Executive meeting with NeuStar.
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· PIM 18 - Review of the Reseller Flows continues in the LNPA.

· PIM 22 - Verizon presented their revised Change Order for a proposed resolution to this PIM (see attached).
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As in previous versions, this revised Change Order proposed modifying the Conflict functionality in NPAC such that any of the Conflict Status Cause Values may be placed on a list of Cause Values requiring treatment by a new (additional) Conflict Resolution New Service Provider Restriction Tunable Parameter timer, separate and distinct from the existing timer.  This version of the proposed Change Order, however, suggested the timer be set at 12 business hours and run Monday through Saturday in order to address concerns that legitimate pending ports could be pushed beyond the due date.  Consensus could not be reached to move NANC 375 to approved status.  In addition, no consensus was reached to raise the current Wireline Conflict Timer from 6 business hours.    PIM 22 remains open.  Verizon requested that the LNPA continue to explore ways to satisfactorily resolve this issue.

· NEW PIM 23 - Adam Newman, Telcordia, reported on a new PIM submitted by the Common Interest Group on Rating and Routing (CIGRR), addressing inconsistencies between data in the LERG and NPAC.  This PIM is seeking data validation between the LERG and NPAC for LRN, NXX, NXX-X, effective date, and Service Provider ID data that is entered into the two databases.  This PIM will be formerly discussed at the March LNPA meeting.
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NPAC Release 3.2 Project Plan:
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· NeuStar reported that LSMS/SOA vendor inter-operability (ITP) testing is now successfully completed.

· 4 vendors did current platform software regression testing only.  3 vendors did regression testing and new 3.2 functionality testing.

· Of the 30 providers required to do turn-up testing with NPAC for 3.2, 16 have signed up.  Others are working with NeuStar to arrange slots.

· The Western Region database will be used for testing.

· The next version of the plan will reflect the region names in the appropriate production slots.

· NeuStar will develop a schedule for LNPA review of the attached DRAFT 

      Release 3.2 M&Ps.  
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THURSDAY , February 20, 2003

Attendance:
Name
Company
Name
Company

Beth Watkins
AT&T (phone)
Dave Garner 
Qwest (phone)

H.L. Gowda 
AT&T
Charles Ryburn
SBC 

Sean Hawkins
ATTWS 
Leah Luper
SBC 

Stephen A. Sanchez
ATTWS
Kathleen Tedrick
Sprint (phone)

Lee Hunter
BellSouth
Rick Dressner
Sprint PCS

Ron Steen
BellSouth (phone)
Colleen Collard
Tekelec 

Dave Cochran
BellSouth 
John P. Malyar 
Telcordia Technologies

Marian Hearn
Canadian LLC
Adam Newman
Telcordia Technologies

James Grasser
Cingular Wireless (phone)
Jean Anthony
Telecom Software (phone)

Monica Dahmen
Cox Communications (phone)
Jim Gray
T-Mobile

Dennis Robbins
Electric Lightwave (phone)
Rob Smith
TSI

Keagan O’Rourke
Evolving Systems
Glenn Mills
TSI

Rick Jones
NENA 
Darren Paffenroth
TSI

Gene Johnston
NeuStar
Bob Jones
US Cellular

Jim Rooks
NeuStar
Charlotte Holden
US Cellular (phone)

John Nakamura
NeuStar
Chuck Bohl
US Cellular

Rob Coffman
NeuStar (phone)
Maggie Lee
VeriSign 

Darius Irani
NeuStar (phone)
Gary Sacra
Verizon

Barry Bishop
NeuStar)
Sharon Bridges
Verizon

Marcel Champagne
NeuStar
Kevin Lewis
Verizon

Stephen Addicks
NeuStar (phone)
Julie Groeven
Verizon Wireless

Susan Ortega
Nextel (phone)
Jason Lee
WorldCom (phone)

Cheryl Haynes
Nuvox
Karen Mulberry
WorldCom

Change Management Discussion:
· NANC 363:  Not backwards compatible.  Could require SOA/LSMS systems to support both Lockheed and NeuStar enterprise numbers if all Regions are not flash cut at the same time.  NeuStar will investigate the feasibility of NPAC continuing support of the Lockheed number for a brief sunset period.

· NANC 370:  Query function to be added as a supported capability during the NPAC maintenance mode.  If NPAC database maintenance is taking place, queries may not be allowed.  NeuStar to document in a revised Change Order NANC 370.

· NANC 375:  Not approved.  See readout of PIM 22.

· NANC 368 – Outbound Flow Control:  Discussed in the APT meeting.  Red-lined changes will be discussed during March’s APT meeting.

· Discussion of APT process:  As Change Orders are accepted, the LNPA will decide whether to work its details and requirements in the full LNPA Change Management session on Wednesdays, or move the work into the APT on Tuesdays.  If moved into the APT, the Change Order will be developed there, including detailed requirements.  The APT readout to the full LNPA will contain a very high-level report on the Change Order as it develops.  The full LNPA will have an opportunity to provide any comments at that time, but the APT report will not contain a detailed readout of each Change Order requirement.

Members of the WTSC and WNPO are asked to provide input on this proposed process, specifically on the acceptability of working detailed requirements in the APT as opposed to having an opportunity for a detailed requirements review during the Change Management session in the full LNPA.
CNAM/LIDB Database Update Discussion:
· Maggie Lee, VeriSign, reviewed the attached presentation, given at the WNPO,  describing LIDB and CNAM and how the databases are updated.  She reiterated that carriers need to understand their database provider’s process for updating CNAM/LIDB -- the timing, accessing, routing, etc.
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· An additional issue was raised regarding a possible Texas PUC regulation restricting the deletion of numbers in LIDB.  NuVox took an action to submit the issue to Charles Ryburn, SBC and LNPA Co-Chair, for investigation.

NANC LRN Issue:
· Barry Bishop, Pooling Administrator, submitted and reviewed the attached letter describing the multiple LRN issue he raised at the January NANC meeting.
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· Service Providers were asked to provide contributions to Charles Ryburn, LNPA Co-Chair, by close of business 3/3, detailing their reasons for requiring these additional LRNs, and any suggested solutions to the issue.

· This issue will be allotted 2 hours on the March LNPA agenda.  At this time, the LNPA will keep this issue in-house while we address the carrier needs and possible solutions, and then decide, if appropriate, which industry groups to refer specific scenarios to.
Review of January Action Items:
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· Item 0103-01:  This item was completed by NeuStar and is Closed.

· Item 0103-02:  This item was completed by NeuStar and is Closed.

· Item 0103-03:  This item was completed by NeuStar.  The document was accepted by the LNPA.  The item is now Closed.

· Item 0103-04:  This item was completed by NeuStar and is Closed.

· Item 0103-05:  Item is Closed.  There were no objections received from SOA vendors.

· Item 0103-06:  Item Closed.  See attached.
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· Item 0103-07:  SBC had raised an issue where NXXs are created in the wrong region and the resultant implications in local systems.  NANC Change Order 321, which has been accepted, addresses this issue to SBC’s satisfaction.  Item is Closed.

· Item 0103-08:  Item is Closed.  See NEW PIM 23 submitted by CIGRR.

· Item 0103-09:  Item is Closed.  Charles Ryburn, SBC, reported there is no such regulatory requirement in Texas.

· Item 0103-10:  Item remains Open.  To be addressed at the March LNPA meeting.

· Item 0103-11:  Item remains Open.  Reference to NANC Change Order 375 will be removed.

· Item 0802-01:  Item is Closed.  See attached.
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· Item 0902-17:  The first draft of the SPID Migration M&P (NANC 323) is due out by NeuStar on 2/21.  The use of the OP:INFO message as a potential notification vehicle was investigated and can’t be used.  Item remains Open awaiting review and finalization of the M&P.

· Item 1102-04:  Item is Closed.  NeuStar reported that data captured for the October-January timeframe reflected a 90.71% reduction in CMIP Invalid Departure Time failure aborts as a result of raising the timer from 5 minutes to 15 minutes.

· Item 1202-05:  Item is Closed.  NeuStar has delivered the draft M&P for the CO Code Re-allocation Process.  See new Action Item 0203-09.  Comments on draft M&P are due from LNPA members to the Project Executives by 3/10.

· Item 1202-10:  Item remains Open, awaiting INC’s response.

· Item 1202-11:  Item is Closed.  The NAPM/LLC has decided not to pursue the NANC 191/291 edit failure report due to cost.

· Item 1202-15:  Item is Closed.  No consensus could be reached to increase the Wireline Conflict Timer from 6 to 24 business hours.

· Item 1202-16:  Item is Closed.  The LNPA decided that the relevant tunable parameters will continue to be referenced in the flows.  Their logical name (e.g., T1 Timer) will be referenced in the actual flow diagram, while their complete name (e.g. Subscription Version Old SP Concurrence Request Notification) and current values (wireline – 9 hours and wireless – 1 hour) will be included in the process flow narrative on the right-hand side of the appropriate process step.

· Item 1202-17:  Item remains Open.  NANC 363 will be discussed at the March LNPA meeting.

New Business:

· AT&T requested that the LNPA determine a specific production implementation date for NANC 323 (Mass Update of SPID). Service Providers are to come to the March LNPA meeting prepared to identify a specific date in 2Q04 when they will be ready to implement NANC 323 functionality in their production systems.  Based on the latest date provided, the LNPA will use the date of the next Sunday Maintenance Window as the scheduled production implementation date of NANC 323.  It was asked if support of NANC 323 could be made part of the minimum connectivity requirements.  This would have to be taken up with the LLC.

· Verizon raised an issue regarding certain providers donating 1K blocks to the 

industry pool, and not taking the necessary steps to make their donor switch LNP-capable in order to perform the query-of-last-resort.  Gary Sacra will submit a PIM addressing this issue.  If applicable, the PIM will suggest possible text for consideration in the INC Thousands Block Assignment Guidelines (TBAG).

· SBC asked if service providers are seeing a lot of modifies (mass updates) during business hours.  Verizon said yes.  This is impacting other service providers.  Verizon  said they contacted some of the service providers who responded they were doing asset transfers in some cases.  Charles Ryburn, SBC and LNPA Co-Chair, took an action to contact Randy Buffenbarger, NeuStar, to develop a process whereby service providers would notify NeuStar when they are scheduling large mass updates.  Similar to the current Large Port Notification, the industry would in turn be notified of this planned activity.

Remaining 2003 Meeting Schedule:

· Wireless will meet on Mondays and Tuesdays, the Architecture Planning Team will meet on Tuesdays from 1pm-5pm local time, and the LNPA will meet on Wednesdays and Thursdays.
· Mar.  Week of 3/10.  NANC meets on 3/19.  Hosted by SBC in San Antonio.
· Apr.  Week of 4/7.  No NANC meeting.  Hosted by NeuStar in Sterling, Va.
NOTE that for the April meeting, attendees should fly into Dulles Airport.   The NeuStar building is 5 miles north of Dulles Airport.
· May  Week of 5/5.  NANC meets on 5/13.  Hosted by Sprint in Kansas City.
· Jun.  Week of 6/9.  No NANC meeting.  Hosted by AT&T in New York.
· Jul.  Week of 7/7.  NANC meets on 7/15.  Hosted by Cingular in Chicago.
· Aug.  Week of 8/11.  No NANC meeting.  Hosted by AT&T Wireless in Seattle.
· Sep.  Week of 9/15.  NANC meets on 9/25.  Hosted by Verizon in Portland, Maine.
· Oct.  Week of 10/13.  No NANC meeting.  Hosted by Canadian Consortium in Banff, Alberta, Canada.
· Nov.  Week of 11/10.  NANC meets on 11/5.  Hosted by VeriSign in Overland Park, Kansas.
· Dec.  Week of 12/8.  No NANC meeting.  Hosted by Telcordia in San Diego.
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Problem/Issue Identification Document




LNP Problem/Issue Identification and Description Form


Submittal Date (mm/dd/yyyy):  02/11/2003



PIM # 23


Company(s) Submitting Issue:  1) Telcordia; 2) Sprint; 3) T-Mobile, 4) SBC


Contact(s):  Name   1) Adam Newman; 2)Barb Green; 3)Cathie Capita



         Contact Number   1) 732-758-4962; 2) 407-889-1330; 3) 425-653-4616



         Email Address   1) anewman@telcordia.com; 2) barbara.green@mail.sprint.com; 3) Cathie.Capita@voicestream.com


(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)


1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)


The LRNs,  NXX data, and NXX-X data and effective dates of the data in the NPAC are not always in synch with those in the Telcordia Business Integrated Routing and Rating Database System (BIRRDS).                                                          


2. Problem/Issue Description: (Provide detailed description of problem/issue.)


A. Examples & Impacts of Problem/Issue: 


It was brought to Telcordia’s and CIGRR’s attention that in at least one region (Western) that there were several hundred LRNs in the NPAC which were not in the LERG Routing Guide.


The LRN Assignment Practices require that SPs record their LRNs in the LERG Routing Guide.


Not having the LRN published in the Telcordia™ LERG Routing Guide makes trouble shooting of routing problems and administrative validations significantly more difficult to perform.  The LERG Routing Guide is used by many service providers to provision many of their back office systems.  Having accurate data in the LERG Routing Guide is important to the industry.


There are also likely differences between NXXs opened for portability between the two databases.  


Also there are certainly differences between NXX-Xs between the two databases due primarily to intra-SP porting of blocks.


In addition with all the activity surrounding returns of portable NXXs and NXX-Xs, there is a need to line up the processes the industry uses.  Comparing databases allows for determination of the extent of the problem and allows for root cause analysis and process improvement.


B. Frequency of Occurrence: 


Ongoing


C. NPAC Regions Impacted:


 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western_ _     


 West Coast___  ALL_X__


D. Rationale why existing process is deficient:


There is no current centralized process for synchronizing the LRNs, NXX, NXX-X, effective dates, and Service Provider ID data provisioned by service providers in the NPAC SMS and in the Telcordia Business Integrated Routing and Rating Database System (BIRRDS). Also, two separate entities may be responsible for entering the data into the two databases.  .  


E. Identify action taken in other committees / forums: 


Issue raised at Telcordia Common Interest Group on Rating and Routing.


F.   Any other descriptive items: __________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________


3. Suggested Resolution: 


The following actions are proposed to resolve this issue:


· Similar to the data exchange Telcordia Routing Administration performs with NECA, have a data file, in an agreed to format, sent from NPAC to Telcordia Routing Administration (TRA) with the relevant LRN, NXX, NXX-X, effective date and Service Provider ID data that is entered into the two databases.  This format should be able to be processed for data validations e.g., fixed ASCII format.  TRA will validate that all the relevant data is consistent.  When any data is inconsistent, TRA will provide a report on the inconsistencies to the AOCN of the company associated with the NXX, NXX-X, or LRN.  This information could be copied (by either TRA or the AOCN) to the LNP contact of the company on request to facilitate communication between the routing group and the portability group for any necessary correction to the data.


LNPA WG: (only)


Item Number: __ __ __ __



Issue Resolution Referred to: _________________________________________________________

Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________
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3.2 Functional Impacts to M&Ps.doc

NPAC R3.2 Functional Impacts Affecting Methods and Procedures






This document provides an overview by change order, and functional component of the procedural impacts for NPAC Release 3.2.



NANC 169: Delta Download File Creation by Time Range for SVs



Functional Component



· Bulk Data Download Processing



New functionality allows NPAC Personnel to create a BDD for a snapshot of the current SV database (Active-Like), or a delta of SV activity within a specified time range (Latest-View of Activity).



NANC 187: Linked Action Replies



Functional Component



· Mechanized Recovery



· New Service Provider Parameters



· New System Tunables



New functionality allows a Service Provider to receive linked replies during recovery.  Based on Service Provider Parameter setting of ‘NPAC Customer Local SMS Linked Replies Indicator’ – NPAC will issue either non-linked/normal replies or linked action replies during recovery.  If the Service Provider system supports linked action replies, NPAC issues linked action replies based on System tunables, ‘Linked Replies Blocking Factors’ for the specific data type requested, up to the ‘Maximum Linked Recovered Object’ tunable for the specific data type requested.  If the Service Provider system does not support linked action replies, NPAC issues normal replies based on the System tunable, ‘Maximum Download Duration’.



NANC 191: DPC/SSN Value Edits and NANC 291 SSN Edits in the NPAC SMS



Functional Component



· Subscription Version Create



· Modify and Activate Processing



· Number Pool Block Activate and Modify Processing



· Mass Update Processing



· Mass Update Exception Report



· New System Tunables



New functionality enforces additional DPC/SSN edits.  If a DPC value is supplied, then an SSN value must also be supplied and vice versa. If a DPC value is not supplied, then an SSN value may not be supplied either, and vice versa.



The new regional SSN Edit Flag indicator specifies whether or not additional DPC/SSN value edits are enforced for the following, DPC value must contain valid values (network 001-255, cluster 000-255, and member 000-255) and the corresponding SSN must contain a valid value of (000). If the “request” does not contain these valid values, then the “request” will be rejected.



NANC 192: NPA Split NPAC SMS Load File



Functional Component



· NPA Split Processing



· NPA Split Exception Report



New functionality allows LERG Routing Guide to be used to load NPA Split information into the NPAC SMS.  Upon processing the NPA Split file, only the Old NPA-NXX (and if applicable only the Old NPA-NXX-X) may exist.  NPAC SMS will automatically create the respective New NPA-NXX and other subtending Network Data (if applicable).  No other changes are made to existing NPA Split processing.



NANC 218: Conflict Timestamp Broadcast to SOA



Functional Component



· Subscription Version Processing



New functionality provides conflict timestamp.  When a subscription gets placed in conflict, the time that the subscription version was placed into conflict is now broadcast in the attribute value change notification to the SOA.



NANC 230: Donor SOA Port-to-Original of an Intra-Service Provider Port



Functional Component



· Subscription Version Processing



New functionality allows code holder Service Provider to perform an Intra-Service Provider, Port-to-Original Subscription Version.



NANC 249: Modification of Dates for a Disconnect Pending SV



Functional Component



· Subscription Version Modification/Disconnect Processing



New functionality allows the disconnect dates for a ‘disconnect-pending’ subscription version to be modified.



NANC 287: ASN.1 Change for Required Field in VersionNewNPA-NXX and VersionNewNPA-NXX Recovery Notification



Functional Component



· (Recompile only)



NO PROCEDURAL IMPACT.



NANC 297: Sending SV problem During Recovery



Functional Component



· Mechanized Recovery Processing



NO PROCEDURAL IMPACT.



NANC 316: Change to the NSAP Field Size Declaration in ASN.1 – ASN.1 Recompile



Functional Component–



· (Recompile Only)



NO PROCEDURAL IMPACT.



NANC 319: NPAC Edit to Ensure NPA-NXX of LRN is in Same LATA as NPA-NXX of Ported TN



Functional Component



· Subscription Version Create



· Modify and Activate Processing



· Number Pool Block Activate and Modify Processing



· Mass Update Processing



· Mass Update Exception Report



New functionality enforces additional SV and Number Pool Block edits.  The LATA ID of the NPA-NXX of the LRN must match the LATA ID of the NPA-NXX of the TNs associated with the “request”.



NANC 322: Clean Up of Failed SP List based on Service Provider BDD Response File



Functional Component



· Bulk Data Download Response File Processing



New functionality allows the NPAC SMS to process Service Provider Bulk Data Download Response File(s) based on original Bulk Data Download File(s) originally created by the NPAC SMS.  As a result of processing the Bulk Data Download Response File, NPAC SMS automatically cleans up the Failed SP Lists associated with Subscription Versions and Number Pool Blocks contained in the Bulk Data Download Response File.



NANC 323: Partial Migration of a SPID via Mass Update



Functional Component



· Service Provider ID (SPID) Migration Processing



New functionality whereby the NPAC SMS creates files to be used by NPAC and Service Provider personnel in order to update local system databases to reflect Service Provider LNP data Migration.



NANC 354: Delta Download File Creation by Time Range for Network Data



Functional Component



· Bulk Data Download Processing



New functionality allows NPAC Personnel to create a BDD for a snapshot of the current Network database (Active-Like for NPA-NXX, NPA-NXX-X, LRN), or a delta of network data activity within a specified time range (Latest-View of Activity).
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General Notes



This Methods and Procedures document is developed for the NPAC SMS Release 3.2 and contains information that pertains only to the fifteen change orders that are being implemented in that release.  



The following list of change orders include Methods and Procedures impacts:



· NANC 169: Delta Download File Creation by Time Range for SVs



· NANC 187: Linked Action Replies



· NANC 191: DPC/SSN Value Edits



· NANC 192: NPA Split NPAC SMS Load File



· NANC 230: Donor SOA Port-to-Original of an Intra-Service Provider Port



· NANC 291: SSN Edits in the NPAC SMS



· NANC 319: NPAC Edit to Ensure NPA-NXX of LRN is in Same LATA as NPA-NXX of Ported TN



· NANC 322: Clean Up of Failed SP List based on Service Provider BDD Response File



· NANC 323: Partial Migration of a SPID via Mass Update



· NANC 354: Delta Download File Creation by Time Range for Network Data



The following list of change orders DO NOT include Methods and Procedures impacts:



· NANC 218: Conflict Timestamp Broadcast to SOA



· NANC 249: Modification of Dates for a Disconnect Pending SV



· NANC 287: ASN.1 Change for Required Field in VersionNewNPA-NXX and VersionNewNPA-NXX Recovery Notification



· NANC 297: Sending SV Problem During Recovery



· NANC 316: Change the NSAP Field Size Declaration in ASN.1 – ASN.1 Recompile



Methods and Procedures developed related to the functionality of these change order shall be integrated into the master NPAC Methods and Procedures for Service Providers document.



1 M&Ps for NPAC SMS Release 3.2



1.1 Delta Download File Creation by Time Range for SVs (NANC 169)



The current section describing database downloads is 4.15 Initial Database Downloads.  Update this section as follows:


Database downloads tapes for initial loading of the Service Provider system must be requested.  The Service Providers prohibit downloading of database information from the NPAC SMS for initial database creation on agreement.  Once a Service Provider registers and before connection to the NPAC has been established, the Service Provider will need to request a Bulk Data Download from the NPAC.  NPAC database queries are not used for initial database creation.  A Bulk Data Download also should be requested if a Service Provider’s system experiences a large data loss.  Delta Bulk Data Downloads can be requested when data recovery for a limited time-interval is required.  To request a Bulk Data Download contact NPAC Personnel.  In the event of an error with a Service Provider’s systems causing large database losses, database downloads requests can and should be requested.  To request a download please contact NPAC personnel.  After a Service Provider registers and before connection to the NPAC, the Service Provider will need download their files via FTP or Tape.  A Service Provider cannot download to the live system.


Update Section 4.16 - “Resynchronizing of SMS Data/Network Data Downloads” as follows.


Rename the section to “Resynchronizing of SMS Data, Mechanized Recovery and Bulk Data Downloads”



It may be necessary to download network or subscription version data from the NPAC SMS database to files for the local SMSs.  The SMS downloads the data in bulk, (all at one time). The Service Provider accesses the data using a file transfer protocol (FTP), and enters the current NPAC SMS data into the local SMS.  Please note:  The SP and NPAC’s time must be within 5 minutes of each other.  The purpose of a bulk data download is to keep the Service Provider’s LSMS synchronized with the NPAC SMS. A bulk download consists of one or both of the following:



· Service Provider network data



· Subscription version data



If the time frame that the user needs to synchronize for is a time frame less than one-day then on-line synchronization can be done over the CMIP mechanized interface for both service provider network data and subscription data.



The following verbiage is inappropriate within 4.16; it’s an unrelated topic and would typically be found in section 4.13.13.  This verbiage should be deleted from here, refer to further suggestions related to section 4.13.13 below (section 2.2 of this document).  


To set/modify the “SOA/LSMS Network Data Download” parameter in a Service Provider Profile the following steps must be followed:



1. Service Provider Personnel will contact NPAC Personnel with a request to set/modify their “SOA/LSMS Network Data Download” parameter. Valid values for this parameter are “ON” or “OFF”. If the SOA/LSMS Network Data Download parameter is set to “ON” the Service Provider will receive data downloads from the NPAC SMS to their respective systems. Service Providers that have had their profile established prior to the implementation of this functionality will need to have the parameter set.  Service Providers that have established their profile since the implementation of this functionality will have the value set according to the instructions contained in their profile paperwork. If the Service Provider requests a parameter that falls outside the valid range, the request will be denied.



2. NPAC Personnel shall validate the caller’s name and authorization code against a list of authorized Service Provider Personnel. If the caller cannot be validated the request is denied. If the caller is validated the request is processed.



3. NPAC Personnel, using the NPAC Administrative Interface, shall navigate to the appropriate Service Provider Profile and set the SOA/LSMS Supports Timer Type functionality indicator to the value requested by the Service Provider. The NPAC SMS will generate a confirmation message to the screen indicating the change has been made successfully.


Replace the existing verbiage in section 4.16 with the following paragraphs/and additional subsection:


When a Service Provider system goes out of service, the local system(s) must be ‘synchronized’ with the NPAC SMS to ensure data reliability across all production LNP systems.  If the time frame that the local Service Provider system needs to recover information is less than one day, then mechanized recovery can be done over the CMIP mechanized interface for Service Provider Network Data, Notifications, Subscription Versions and Number Pool Blocks based on the capabilities of the local Service Provider system.



If the time frame for which the local Service Provider system needs to recover information is greater than one day, or if the Service Provider does not want to resynchronize over the interface (for whatever reason), the Service Provider may request a Bulk Data Download from the NPAC SMS in order to manually update their local system(s).  The NPAC SMS downloads requested data and places the files on the Service Provider’s file transfer protocol (FTP) site.  The Service Provider then accesses the Bulk Data Download at their FTP site, then uses it to update their local system(s) with the current NPAC SMS data.



4.16.1 Mechanized Recovery



Mechanized recovery allows a local Service Provider system (SOAs and LSMSs) to synchronize with the ‘live’ NPAC SMS without having to disassociate from the NPAC SMS.  The SOAs and LSMSs are able to request Network Data, Subscription Version, Number Pool Block, and Notification data that had been sent previously to the Service Provider.  The recovery request is sent from a SOA or LSMS across the CMIP interface.  The NPAC responds by sending the requested data back across the CMIP interface to the SOA or LSMS that made the request.



Prior to the implementation of NPAC Release 3.2.0, during mechanized recovery, the Service Provider local system recovered ‘normal’, non-linked replies from the NPAC SMS.  If there was a large volume of data for the recovery criteria specified in the request, then in some cases recovery was impeded because there may have been too many ‘objects’ to recover.  If a Service Provider’s local system supports receiving linked action replies with the implementation of NPAC Release 3.2.0, then recovery may be expedited because the NPAC can send fewer total messages over the interface by ‘grouping’ the messages based on certain NPAC SMS tunables.



The ‘NPAC Customer SOA Linked Replies Indicator’ is a Service Provider parameter that controls whether the Service Provider receives linked action replies or ‘normal’, non-linked replies to their SOA system from the NPAC during recovery.  If the parameter is set to TRUE, the Service Provider’s SOA will receive linked action replies in groups based on the requested data type blocking factor (NPAC tunables) during recovery.  If the parameter is set to FALSE, the Service Provider’s SOA will receive ‘normal’, non-linked action replies during recovery.  For more information about this Service Provider parameter please refer to section 4.13.13 Modifying the Parameters in a Service Provider Profile and/or Appendix U: Service Provider Tunable Parameters. (this is a recommendation to add this Appendix to the M&P document – see more information in section 2.2 below)


The NPAC Customer Local SMS Linked Replies Indicator’ is a Service Provider parameter that controls whether a Service Provider receives linked action replies or ‘normal’, non-linked replies to their LSMS system from the NPAC during recovery.  If the parameter is set to TRUE, the Service Provider’s LSMS will receive linked action replies in groups based on the requested data type blocking factor (NPAC tunables) during recovery. If the parameter is set to FALSE, the Service Provider’s LSMS will receive ‘normal’, non-linked action replies during recovery.  For more information about this Service Provider parameter please refer to section 4.13.13 Modifying the Parameters in a Service Provider Profile and/or Appendix U: Service Provider Tunable Parameters. (this is a recommendation to add this Appendix to the M&P document – see more information in section 2.2 below)


If the Service Provider does not support linked replies from the NPAC SMS during recovery, then the recovery request is limited by an NPAC tunable, ‘Maximum Download Duration’.  Thus, a request that exceeds the allowable timeframe defined by this tunable is rejected and the Service Provider’s system may request a smaller timeframe that does not exceed the tunable.



If the Service Provider does support linked replies from the NPAC SMS during recovery, then the recovery is limited by the NPAC tunables, ‘Maximum Linked Recovered Objects’.  There is a ‘Maximum Linked Recovered Objects’ tunable for each type of recoverable data;  Network Data, Subscription Versions, Number Pool Blocks and Notifications.  When the number of objects for the requested recovery data exceeds the respective tunable, then the request is rejected and the Service Provider’s system may request a smaller timeframe that results in a smaller volume of ‘objects’.   



4.16.2 Bulk Data Download



Bulk Data Download files may be requested from the NPAC by authorized Service Provider Personnel.  Service Providers may use these files for various purposes including initializing their local system prior to entry into the production LNP environment or to synchronize their local system database after a prolonged outage.  If a Service Provider system has been out of service for more than 24 hours, the Service Provider must request a Bulk Data Download to resynchronize with the NPAC SMS.  Mechanized recovery is not allowed for a timeframe greater than 24 hours.  Bulk Data Download files may include Subscription Versions, Network Data, and Number Pool Block information (or any combination of such data).  



To generate a Bulk Data Download File the following steps must be followed.



1. Service Provider Personnel will contact NPAC Personnel with a request to create a Bulk Data Download File.  Service Provider Personnel are responsible for specifying the data criteria to be included in the file:



· Data To Export



Subscription: Subscription Version Data (LISP and LSPP and POOL – for non-EDR LSMSs)



Network: Network Data



Number Pool Block: Number Pool Block Data 



NPAC Personnel have the ability to specify any combination of Subscription, Network and/or Number Pool Block data in a single request.



· View to Export



Active Like – 



In addition to Subscription data, includes only subscription versions with a status of Active, Disconnect Pending, Partial Failure or Sending that are being downloaded for either an activate or modify request.



In addition to Network, includes all Network Data.  If the Service Provider’s profile is set such that they support NPA-NXX-Xs, these objects will be included.



In addition to Number Pool Block, includes Number Pool Blocks with a status of Active, Partial Failure or Sending that are being downloaded for either an activate or modify request.



Latest View of Activity – when this is selected, the Broadcast Date/Time is required.



In addition to Subscription data, includes subscription versions regardless of status, in order to capture activation, modification and deletion requests, but only includes the latest instance of the TN when the TN has more than one activity within the specified time range.



In addition to Network, includes all Network Data to capture creation, modification (NPA-NXX-X only), and deletion requests, but only includes the latest instance of the network data when the network data has had more than one activity within the specified time range.



In addition to Number Pool Block, includes Number Pool Blocks regardless of their status in order to capture activation, modification and depool requests, but only includes the latest instance of the block for a given NPA-NXX-X when a block has more than one activity within the specified time range.



· Requesting Service Provider



· Subscription TN Range



· Block Range



· Broadcast Date/Time Range – this is required if the View to Export is ‘Latest View of Activity’.



NOTE: NPAC Personnel shall work with Service Provider personnel to accurately determine the required timeframe criteria.  When a Service Provider provides the timeframe, NPAC Personnel will ascertain whether the timeframe is in the context of the local Service Provider time zone and if it is, NPAC Personnel shall use the Time Conversion Chart found in Appendix O to convert the timeframe to local NPAC user time.  This will ensure that the Bulk Data Download file results meet the Service Provider’s precise needs.



2. NPAC Personnel shall validate the caller’s name and authorization code against a list of authorized Service Provider Personnel.  If the caller cannot be validated, the request is denied.  If the caller is validated the request is processed.



3. NPAC Personnel, using the NPAC Administrative Interface, and operating in the appropriate region for the service provider request, shall navigate to the Network Data, Bulk Data Download Window and specify the appropriate Bulk Data Download criteria based on Service Provider input (refer to step 1 above).  The NPAC SMS will generate a confirmation message to the screen indicating the BDD file is being/has been generated.  When this file is created it will automatically be placed in the correct directory for the Requesting Service Provider on the NPAC SMS server.  NPAC Personnel DO NOT have to take further action to FTP the file to the Service Provider’s directory.



4. NPAC Personnel will notify the Requesting Service Provider when the file is ready to be sent using FTP.



NOTE:  Bulk Data Download files are prepared based on the criteria provided by the Service Provider.  NPAC Personnel, using the NPAC Administrative Interface and based on the Service Provider parameter settings for the requesting Service Provider in their Service Provider profile, enter the criteria for generating the BDD file(s).  If a Service Provider’s profile indicates that certain types of data are not supported, and the Service Provider has requested a Bulk Data Download file that includes data the Service Provider is not configured to receive, the requested data will not be included in the Bulk Data Download file.  For example, if a Service Provider Profile indicates that their system does not support NPA-NXX-Xs (-X data), this information is not included in the Network Data Bulk Data Download file.  



NOTE:  If NPA-NXX filters are set for the Service Provider, then Bulk Data Download data will be ‘filtered’ in the same way.  For example, the network data, subscription version and number pool block files will only contain data based on the NPA-NXX filters (filters = excluded, no filter = included).



NOTE:  If a Service Provider’s profile indicates it is EDR-enabled, and if the Service Provider requests a Bulk Data Download for Subscription Version data, then the BDD file will contain only non-POOLed Subscription Versions.  To get Number Pool Block information, a Bulk Data Download file for Number Pool Blocks must be requested.  



1.2 Linked Action Replies (NANC 187)



Add the new subsection to 4.16 called 4.16.1 Mechanized Recovery which can be found in section 2.1 of this document for readability purposes. 


I recommend a change in approach to sections 4.13.13 and 4.14 in the M&P document.  Rather than having a unique procedure written for modifying each SP and/or System Tunable parameter, I recommend ‘generic’ procedures written for modifying Service Provider parameters and modifying System Tunables and documenting all of the Service Provider parameters in an appendix at the back.  The system tunables are currently defined in Appendix I.  The recommended verbiage changes are as follows: 



Modify Section 4.13.13 – Modifying the Parameters in a Service Provider Profile in the master NPAC Methods and Procedures for Service Providers document.


To modify any of the Service Provider Parameters the following steps must be followed:



1. Service Provider Personnel will contact NPAC Personnel with a request to modify one or more of their Service Provider parameter(s). A list of Service Provider parameters, valid and default values may be found in Appendix U: Service Provider Tunable Parameters of this document.  If the Service Provider requests a parameter value that falls outside the valid range, the request will be denied.



2. NPAC Personnel shall validate the caller’s name and authorization code against a list of authorized Service Provider Personnel. If the caller cannot be validated the request is denied. If the caller is validated the request is processed.



3. NPAC Personnel, using the NPAC Administrative Interface, shall navigate to the appropriate Service Provider Profile and set the requested Service Provider parameter to the value requested by the Service Provider. The NPAC SMS will generate a confirmation message to the screen indicating the change has been made successfully. 



Add an Appendix U: Service Provider Tunable Parameters.  :


			NPAC CUSTOMER DATA MODEL





			Attribute Name


			Type (Size) 


			Required


			Description





			NPAC Customer ID


			C (4)


			(


			An alphanumeric code which uniquely identifies an NPAC Customer.





			NPAC Customer Name


			C (40)


			(


			A unique NPAC Customer Name.





			NPAC Customer Allowable Functions


			M


			(


			Each bit in the mask represents a Boolean indicator for the following functional options:



· SOA Management



· SOA Network Data Management



· SOA Data Download



· LSMS Network Data Management



· LSMS Data Download



· LSMS Queries/Audits





			NPAC New Functionality Support


			B


			(


			Each value represents a Boolean indicator is set to true if a service provider supports the functionality defined below.  This Boolean is used to support backward compatibility.  All values default to FALSE.



· Timer Type – True if the SOA supports timer type over the interface.



· Business Hours – True if the SOA supports business days/hours over the interface.



· LSMS WSMSC DPC SSN Data – True if the LSMS system supports WSMSC DPC and SSN Data in subscription versions.



· SOA WSMSC DPC SSN Data – True if the SOA system supports WSMSC DPC and SSN Data in subscription versions.





			Port In Timer Type


			E


			(


			Timer type supported by the Service Provider for porting were they are the New Service Provider:



S – Short Timers  



L – Long Timers  





			Port Out Timer Type


			E


			(


			Timer type supported by the Service Provider for porting were they are the Old Service Provider:



S – Short Timers  



L – Long Timers  





			Business Hour/Days


			E


			(


			Business Hours supported by the Service Provider:



S – Short Business Hours



L – Long Business Hours





			NPAC Customer SOA NPA-NXX-X Indicator


			B


			(


			A Boolean that indicates whether the NPAC Customer accepts NPA-NXX-X downloads from the NPAC SMS to their SOA.  This would be used in conjunction with the SOA Data Download bit mask value.



The default value is False.





			NPAC Customer LSMS NPA-NXX-X Indicator


			B


			(


			A Boolean that indicates whether the NPAC Customer accepts NPA-NXX-X downloads from the NPAC SMS to their LSMS.  This would be used in conjunction with the LSMS Data Download bit mask value.



The default value is False.





			NPAC Customer LSMS EDR Indicator


			B


			(


			A Boolean that indicates whether the NPAC Customer utilizes Efficient Data Representation (EDR) on the LSMS.  This would be used in conjunction with the LSMS Data Download bit mask value.



The default value is False.





			TN Range Notification Indicator


			B


			(


			A Boolean that indicates whether or not the NPAC Customer supports receiving the range format for SOA Notifications.



The default value is False.





			No New SP Concurrence Notification Indicator


			B


			(


			A Boolean that indicates whether or not the NPAC Customer supports receiving the SOA Notification “No New SP Concurrence Notification.



The default value is False.





			SOA Notification Priority Tunable Parameters


			C


			(


			Allows a NPAC Customer to establish the priority to be used for transmitting the notifications listed in Appendix C, Table C-7 to his SOA.  Valid priority values for these notifications are HIGH, MEDIUM, LOW, and NONE.  A priority of NONE indicates that the NPAC Customer does NOT wish to receive that particular notification.



The default value is MEDIUM.





			NPAC Customer SOA Linked Replies Indicator


			B


			(


			A Boolean that indicates whether or not the NPAC Customer supports receiving Linked Reply recovery responses over the NPAC SMS to SOA interface.



The default value is FALSE.





			NPAC Customer Local SMS Linked Replies Indicator


			B


			(


			A Boolean that indicates whether or not the NPAC Customer supports receiving Linked Reply recovery responses over the NPAC SMS to Local SMS interface.



The default value is FALSE.








Add to Section 4.14 Tunable Administration in the master NPAC Methods and Procedures for Service Providers document.


To modify a System Tunable, the following steps must be followed:



5. The LLC/PE will contact NPAC Project Executives with a request to modify one or more System Tunables.  A list of System Tunables, valid and default values may be found in the table in Appendix (I): System Tunables of this document.  If the LLC/PE request a parameter value that falls outside the valid range, the request will be denied.



6. The NPAC Project Executives will disseminate the change to NPAC Personnel.



7. At the agreed upon time NPAC Personnel, using the NPAC Administrative Interface, shall navigate to the System Tunable Parameters, and set the tunable value as requested.  The NPAC SMS will generate a confirmation message to the screen indicating the change has been made successfully.



Update the Communications Tunables Table in Appendix I – add the following rows.


			Communciations Tunables





			Tunable Name


			Default Value


			Units


			Valid Range





			Network Data Linked Replies Blocking Factor


			50


			objects


			1-2000





			The maximum number of objects in a single network data recovery linked reply response.





			Subscription Data Linked Replies Blocking Factor


			50


			objects


			1-2000





			The maximum number of objects in a single subscription data recovery linked reply response.





			Notification Data Linked Replies Blocking Factor


			50


			notifications


			1-2000





			The maximum number of notifications in a single notifications recovery linked reply response.





			Number Pool Block Data Linked Replies Blocking Factor


			50


			Objects


			1-2000





			The maximum number of objects in a single number pool block data recovery linked reply response.





			Network Data Maximum Linked Recovered Objects


			10000


			objects


			1-10000





			The maximum number of objects sent in a network data recovery response, when the SOA/LSMS supports Linked Replies.





			Subscription Data Maximum Linked Recovered Objects


			10000


			objects


			1-10000





			The maximum number of objects sent in a subscription data recovery response, when the LSMS supports Linked Replies.





			Notification Data Maximum Linked Recovered Notifications


			2000


			notifications


			1-10000





			The maximum number of notifications sent in a notification recovery response, when the SOA/LSMS supports Linked Replies.





			Number Pool Block Data Maximum Linked Recovered Objects


			10000


			objects


			1-10000





			The maximum number of objects sent in a number pool block data recovery response, when the LSMS supports Linked Replies.








The following section should be moved to a subsection of 4.16.1 Mechanized Recovery.  The following updates should be made as indicated where strikethrough indicates deletions and underlined text indicates additions:


4.13.3 4.16.1.1 Notification Recovery 



SOA and LSMS systems are able to request recovery of all notifications sent to them during a time range limited by the ‘Maximum Download Duration’ tunable (for Service Provider systems that don’t support Linked Replies) or the ‘Maximum Linked Recovered Notifications’ tunable (for Service Provider systems that do support Linked Replies).  The request for notification recovery is sent across the CMIP interface in a Network Notification Recovery Action.  The response to the notification recovery request is sent across the CMIP interface in a Network Notification Recovery Reply, a non-linked response.  



Refer to the NANC IIS for a list of all notifications that are subject to notification recovery.  



Refer to section 4.16.1 Mechanized Recovery for more information on this process.



1.3 DPC/SSN Value Edits (NANC 191)



Perform the following updates indicated with strikethrough for deletes and underline for additions to section 9.2 Procedures of the 3.0 M&P Document.  :


To initiate a Mass Update for Subscription Versions, the following actions will be taken:



1. Service Provider personnel will contact NPAC Personnel with a request for a Mass Update to a set of Subscription Versions.  Service Provider Personnel must provide the appropriate selection criteria for the Mass Update to NPAC Personnel at the time of the request.  The following selection criteria is available:



· Single TN



· TN Range



· Service Provider ID 



· LNP Type



· LRN



· DPC Values



· SSN Values



· Billing ID



· End User Location Type



· End User Location Value



Note: The Service Provider ID is a mandatory field, which must be populated with the requestor’s Service Provider ID.



2. NPAC Personnel shall validate the caller’s’ names and authorization codes against a list of authorized Service Provider Personnel. If the caller cannot be validated the request is denied. If the caller is validated the request is processed.



3. Using the NPAC OP GUI, NPAC Personnel will navigate to the Mass Update window and enter the appropriate information as specified by the Service Provider.  The NPAC SMS will initiate a confirmation message to the NPAC Personnel indicating that the Mass Update was performed successfully.  



3.a. The NPAC SMS will initiate the change to all matching Subscription Version and Number Pool Block records except in the following situations which result in an entry to the Mass Update Exception report:


· Subscription versions that match the update criteria exist for those with a status of old, partial failure, disconnect-pending, sending or cancelled.  



· The mass update request specifies WSMS data however the Service Provider does not support WSMSC data.



· Subscription Versions and Number Pool Blocks that match the update criteria exist with invalid DPC/SSN data that is not corrected by the data specified in the update request.



· An LRN specified for update exists with a LATA ID that is different than the LATA ID of the NPA-NXX for the Subscription Versions and/or Number Pool Blocks specified to be updated. The NPAC SMS will initiate a confirmation message to the NPAC Personnel indicating that the Mass Update was performed successfully.


3.b. .  In this event, proceed to the M&P titled, ‘M&P for Mass Update Exception Processing’.



3. The NPAC SMS will reject the Mass Update request and issue an error message in the following scenarios: 



· The TN Range specified overlaps a portion of an existing 1K Block, other than Blocks with a status of old.  In this case, NPAC Personnel must contact the Mass Update Requesting Service Provider of the problem, and wait for their direction before attempting another Mass Update.



· The TN Range specified includes a Block that has a status other than ‘Active’ with an empty Failed SP-List.  In this case, NPAC Personnel should ‘monitor’ the block (Query) and when the Block reaches an ‘Active’ Status with an empty Failed SP-List, attempt the Mass Update again.  If the Block has a status of partial failure, or failed, or has at least one SPID in the Failed SP-List, NPAC Personnel will identify the discrepant Service Providers, and work with them to re-send whatever action caused the ‘failed’ status or entry to the Failed SP-List.  Once this is resolved, NPAC Personnel can then attempt the Mass Update again.



If there are matching Subscription Versions for the Mass Update that are currently in a status of sending, partial failure, disconnect-pending or cancelled, the NPAC SMS shall create a log entry.  In this event, proceed to the M&P titled, ‘M&P for Mass Update Exception’.


9.2.1 Mass Update Exception Processing



Assumption: A Mass Update was initiated/processed and some subscription versions and/or number pool blocks could not be updated due any of the bulleted reasons in step 3a of section 9.2 Procedures, above.  .in a state of sending, partial failure, disconnect-pending or cancelled existed.


To complete Mass Update Exception Processing the following steps must be followed:



1. NPAC Personnel, using the NPAC Administrative Interface, will navigate to the Mass Update Main Menu, select Reports, Network Management window and select the Mass Update Exception Report.  NPAC Personnel enter a time range that includes the log entry generated by the NPAC SMS indicating subscription version exceptions to the Mass Update.  This report can be scheduled just like any other report and includes the following information: 



· Subscription Version ID



· Telephone NumberCurrent 


· Service Provider ID



· Event ID of the Mass Update 



· Request CreationTimestamp of the Mass Update 



· ExceptionSubscription Version status at the time of exception Reason Code 


2. For Subscription Versions that were in a status of ‘sending’ upon Mass Update Processing, monitor these records subscription versions (Query) and when they reach an appropriate status, issue a modify request for those subscription versions.



3. For Subscription Versions that were in a status of ‘partial failure’ upon Mass Update Processing, working with the discrepant Service Provider(s), take the necessary steps to clear the ‘partial failure’ status.  When these subscription versions reach an appropriate status, issue the modify request for those subscription versions.



4. For Subscription Versions that were in a status of ‘disconnect-pending’ upon Mass Update Processing, monitor these subscription versions (Query) on a daily basis. If they reach a status of ‘Active’ issue a modify request for those subscription versions.  If they reach a status of ‘Old’, no further processing is required. In the case of Subscription Versions for ‘pooled’ TNs, with a status of ‘Old’ and no new ‘Active’ Subscription Version, the ‘snap-back’ feature associated with pooled numbers will take care of any updates that are necessary.



5. For Subscription Versions that were in a status of ‘cancelled’ upon Mass Update Processing no modifications are made and no further processing is required.  In the case of Subscription Versions for ‘pooled’ TNs, the ‘snap-back’ feature associated with pooled numbers will take care of any updates that are necessary.



6. For Subscription Versions and Number Pool Blocks that couldn’t be updated because the update request included WSMSC data and the Service Provider Profile is not configured indicating that they support WSMSC data, work with the Service Provider to see if the WSMSC data was provided incorrectly.  If it was provided incorrectly, modify the update information and attempt the Mass Update again.  If the data was given correctly and the Service Provider intends to support WSMSC data, modify the WSMSC DPC SSN Data parameter in the Service Provider’s profile and then attempt the Mass Update again.  See section 4.13.13 for further instruction on ‘Modifying the Parameters in a Service Provider Profile”.


7. For Subscription Versions and Number Pool Blocks that exist with invalid DPC and/or SSN data that are not corrected by the Mass Update information, work with the Service Provider to identify and correct these records with valid DPC and/or SSN data.  Identify the Subscription Versions and/or Number Pool Blocks on the Mass Update Exception Report, go over the records with the Service Provider and either modify the Subscription Versions and/or Number Pool Blocks or perform a Mass Update to update these objects so that all respective DPC and/or SSN data is valid.


8. For Subscription Versions and Number Pool Blocks that exist with an NPA-NXX having a LATA ID different from the LATA ID of the LRN specified for the Mass Update, work with the Service Provider to identify an appropriate LRN value for the Subscription Versions and/or Number Pool Blocks.  If necessary, perform the Mass Update to indicate a new LRN with a LATA ID the same as that of the NPA-NXXs of the Subscription Versions and/or Number Pool Blocks being updated.


---------------------------------



Consider adding the following Section to the current M&P Document–


4.13.14  DPC/SSN Data



NPAC SMS shall enforce DPC/SSN value edits to ensure that GTT data is formatted consistent with SS7 signaling standards and contains only non-final DPCs in accordance with recommendations documented in T1S1.6 standards for Local Number Portability.  DPC/SSN value edits are performed during Subscription Version creation, Subscription Version modification, Subscription Version activation, NPA-NXX-X creation, NPA-NXX-X modification, Number Pool Block creation, Number Pool Block activation, and Mass Update requests.  If a DPC value is supplied, then an SSN value must also be supplied and vice versa. If a DPC value is not supplied, then an SSN value may not be supplied either, and vice versa.



The regional SSN Edit Flag indicator specifies whether or not additional DPC/SSN value edits are enforced.  When the setting is ‘TRUE’ the DPC value must contain valid values (network 001-255, cluster 000-255, and member 000-255) and the corresponding SSN must contain a valid value of (000).  When the setting is ‘FALSE’ the DPC value must contain valid values (network 001-255, cluster 000-255, and member 000-255) and the corresponding SSN must contain a valid value of (000-255).  If the “request” does not contain these valid values, then the “request” will be rejected.  



----------------------------------------------



1.4 NPA Split NPAC SMS Load File (NANC 192)



The following changes should be made to the sections found within the 3.0 M&P Document.  Strikethrough indicates deletions and underline indicates additions.


7.1 NPA Splits



No changes to this section.


7.2 Notice of Split to NPAC


The NPAC will regularly process TelcordiaTM LERGTM Routing Guide
 files that contain industry information pertaining to NPA Splits (“NPA Split Load Files”).  These files will contain relevant NPA Split information such as Service Provider, Old NPA-NXX, New NPA-NXX and Permissive Dial Period Start and End dates.  Using this information the NPAC SMS will automatically be made aware of all NPA/NXXS that will be split by the Service Provider. NPAC requires 30 Days notice from the Service Provider for an up and coming split. The NPAC requires 30 days notice of the NPA that is Splitting, the actual NXX’s of that split can be sent to the NPAC two weeks prior to the start of the permissive dialing period.   PLEASE NOTE – if the official permissive dialing period is to start on a date that has already passed – i.e. NPAC cannot input a split that is to begin PDP on 7/1 on 7/14. The NPAC would need to use 7/15 as the start of PDP.  In this case NPAC and the Service Providers involved in that split would need to all agree on the date the NPAC will use for the Permissive dialing period and all involved in the split will need to enter in the same dates.   These situations will be discussed on the Cross Regional calls and agreed upon as an industry.  The NPAC will modify all of the Ssubscription Vversions and Number Pool Blocks associated with the NPA Split to associate the new TN NPA-NXX with the Subscription Versions and Number Pool Blocks to support the permissive dialing period.   It is up to the Service Provider to enter the data on their side as well as, clean up their network data and delete the old NPAs. 



This function of the NPAC interface is only available to NPAC Operations personnel. (A Service Provider cannot perform a Split without the help of NPAC personnel.).  No updates or information will be sent over the SOA interface or LSMS interface to indicate that a NPA Split is occurring.  NPA Split information will be accessible to Service Providers via the NPAC web site. 



The NPAC SMS requires the following data for entry of NPA split information into the NPAC:



· The old and new NPA



· The affected NXX(s)



· The start date of the permissive dialing period



· The end date of the permissive dialing period



· The agreed upon date to install the split into the systems



· The Service Provider ID



Split information input will not be allowed if there are any partially failed or sending subscription versions associated with the old NPA-NXXs.   All SVs must be in an active state or the split will not occur. 



The NPAC modifies all of the subscription versions associated with the split to associate the new TN with the subscription version to support the permissive dialing period.


7.2.1 NPAC Notice of Splits to Service Providers/Split Information



No changes to this section.


7.3 NPA Split Process



Through a regular, housekeeping process the NPAC SMS will process the “NPA Split Load Files”.  The NPAC SMS will verify that the Old NPA-NXX specified for an NPA Split exists on the NPAC SMS and is not involved in another NPA Split, and then automatically create the respective New NPA-NXX and broadcast this to all SOA and LSMS Service Providers in the region that are accepting downloads for the NPA-NXX.  If an Old NPA-NXX-X exists respective to the NPA Split specified in the “NPA Split Load File”, a New NPA-NXX-X will be created and broadcast to all SOA and LSMS Service Providers in the region that are accepting downloads for the NPA-NXX and support NPA-NXX-Xs.  The NPAC SMS will associate the New NPA-NXX with any Subscription Versions and/or Number Pool Blocks that are affected by an NPA Split at the start of the Permissive Dial Period.  There will not be any broadcasts over the interface to any SOA or LSMS systems updating Subscription Versions and/or Number Pool Blocks as a result of an NPA Split.



The NPAC SMS will inevitably process “NPA Split Load Files” that contain NPA Split information that has already been created on the NPAC SMS,  If a file contains ‘modified’ information for an NPA Split the NPAC SMS will perform the following steps:



· If it is prior to the original NPA Split Permissive Dial Period Start Date, and if the “NPA Split Load File” indicates a new Permissive Dial Period Start Date and no ‘Pending’ Subscription Versions exist for the New NPA-NXX, the NPAC SMS will automatically update the Effective Date of the New NPA-NXX and the Permissive Dial Period Start Date to the New modified date indicated.  This will results in a delete broadcast (for the previous New NPA-NXX) to all SOA and LSMSs that are accepting downloads for the NPA-NXX as well as a create broadcast to all SOA and LSMSs for the New NPA-NXX with the new Effective Date.



· If it is prior to the original NPA Split Permissive Dial Period Start Date, and if the “NPA Split Load File” indicates a new Permissive Dial Period Start Date and Subscription Versions with a status other than ‘Old’ or ‘Active’ exist for the New NPA-NXX, reject the NPA Split modify request, and log an error for the NPA Split Exception report.



· If it is after the original NPA Split Permissive Dial Period Start Date, in other words, if the NPA Split is currently in Permissive Dial Period, and the LERG file indicates a new Permissive Dial Period Start Date, the NPAC SMS will reject the NPA Split modify request.



· If it is prior to the Permissive Dial Period End Date and the “NPA Split Load File” indicates a new Permissive Dial Period End Date, the NPAC SMS will modify the Permissive Dial Period End Date accordingly. 



· If the LERG file indicates an NPA Split delete, the NPAC SMS will delete the respective NPA Split, New Network Data associated with the split and re-associate respective Subscription Versions and/or Number Pool Blocks with the Old NPA-NXX only.



· If the LERG File indicates additional NPA-NXXs for an NPA Split, and they meet NPA Split requirements, the NPAC SMS will automatically add the NPA-NXXs to the NPA Split and create and broadcast the ‘New’ Network Data (NPA-NXX and NPA-NXX-X – if applicable) to all SOAs and LSMSs in the region accepting downloads for the NPA-NXX.



Service Provider(s) responsible for the NPA split will call, email or fax the NPA split information into NPAC.   NPAC personnel will enter the split information into the GUI.  The NPA split will reflect Midnight Central Daylight savings time (Chicago Time) and will be loaded into the GUI as Greenwich Mean time (UTC Time).  Therefore, the Service Provider must convert the time from their time zone to Central Daylight savings time (Chicago Time), when speaking to NPAC.  



NOTE – Appendix O contains a time zone converter.



NPAC will verify that the new and the old NPA-NXX(s) involved in an NPA Split exist and are not currently involved in another NPA Split.  New NPA-NXX(s) will be opened via normal processing prior to the NPA Split.   NPAC will verify that the NPA Split has an effective date equal to the start date of permissive dialing.  



NPAC will post this information about “NPA Split Load Files” that have been processed by the NPAC SMS out on the web site.  The Service Providers are responsible for adding, changing and removing old NPA NXX’s from their networks upon reaching the Permissive Dial Period End Date.  If needed, a mass update will may be completed requested to update LRN information for a LSMS only not SOA.  NPAC SMS can leave filters for NPA-NXX(s) involved in an NPA split unchanged if the Service Provider wants - this is up to the SP.  Service Providers are responsible for setting NPA-NXX filters appropriately.



Please note-  NPAC SMS shall complete any needed NPA Split processing or activities by 00:01 CST on the start date of permissive dialing.



NPAC will reject a NPA Split if:



· Determining that the old NPA-NXX involved in an NPA Split does not exist when the split information is entered. 



· Determining that a new NPA-NXX involved in an NPA split has an effective date not equal to the start date of permissive dialing.



· Determining that a new NPA-NXX involved in an NPA split is currently involved in another NPA Split.



· Determining that there are Subscription Versions with a status other than pending, old, conflict, canceled, or cancel pending in the new NPA-NXX split.


7.4 Permissive Dialing Period


No changes to this section.


7.4.1 Creating an NPA-NXX-X during NPA Split, Permissive Dial Period
No changes to this section.


7.4.2 NPA Split Creation containing Pooled Block(s)



delete this section as the functionality is covered in section 7.3 above


A Service Provider (Code Holder) may contact NPAC Personnel and request the creation of an NPA Split on the NPAC SMS specifying an NPA-NXX that contains Number Pool Block(s).



In this case, if an NPA-NXX-X entry already exists for the ‘Old’ NPA-NXX, the NPAC SMS will automatically create an NPA-NXX-X entry for the ‘New’ NPA-NXX-X, and NPA Split processing will continue.



Note: At the end of the Permissive Dialing Period, the NPAC SMS will automatically delete the ‘Old’ NPA-NXX-X Value and clean up the respective Block and Pooled SVs to reflect only the ‘New’ NPA-NXX-X Value.


7.4.3 7.4.2  NPA Split Error Processing  (the subsection number is changing since the previous section will be deleted)


Upon NPAC SMS automated processing of the “NPA Split Load Files” certain processing errors may occur that result in an entry to the NPA Split Exception report.  Such processing errors may include:



· The Old NPA-NXX does not exist at the time of “NPA Split Load File” processing.



· NPA splits that cannot be added to the NPAC SMS because the new NPA-NXX already exists in the NPAC SMS at the time the “NPA Split Load File” is processed by the NPAC SMS, and that NPA-NXX is NOT already scheduled for an NPA Split in the NPAC SMS.



· An NPA-NXX-X exists for the New NPA-NXX at the time of the “NPA Split Load File” processing.



· NPA splits already scheduled in the NPAC SMS where the PDP start date is modified to a closer in date.



· NPA splits already scheduled in the NPAC SMS where the PDP start date is modified, and pending SVs exist in the new NPA-NXX.



Upon entry of the NPA Split, if the NPAC SMS determines an NPA-NXX-X entry already exists for the ‘New’ NPA-NXX, the NPAC SMS will reject the NPA Split request.  The NPAC SMS will generate an error message to NPAC Personnel indicating the NPA Split cannot be processed.  



When these processing errors occur, NPAC Personnel will perform the following steps to get to a resolution and be able to process the NPA Split request:



· If the Old NPA-NXX does not exist at the time of NPA Split LERG file processing, NPAC Personnel will work with the respective Service Provider to confirm that the NPA-NXX is supposed to be open for porting and if so, work with the Service Provider to get the Old NPA-NXX created.  Once the Old NPA-NXX has been created on the NPAC SMS, NPAC Personnel will ensure that the NPA Split request is re-processed.



· If the NPA Split request specifies a New NPA-NXX that already exists in the NPAC SMS at the time the NPA Split Load Flat File from the LERG Routing Guide is processed by the NPAC SMS, and that NPA-NXX is NOT already scheduled for an NPA Split in the NPAC SMS, NPAC Personnel will work with the respective Service Provider to delete the NPA-NXX.  Once the NPA-NXX has been successfully deleted, NPAC Personnel will ensure that the NPA Split request is re-processed.



· If an NPA-NXX-X exists for the New NPA-NXX specified in an NPA Split request, NPAC Personnel will NPAC Personnel will notify the Code Holder Service Provider that the NPA Split could not be processed because an Active Number Pool Block already exists within the ‘New’ NPA-NXX.  Furthermore, NPAC Personnel will contact the Pooling Administrator and Block Holder Personnel to notify them of the NPA-NXX-X that caused the error.  It is the joint responsibility of the Pooling Administrator, Block Holder and Code Holder to resolve the error. Once the issue has been addressed, NPAC Personnel will ensure that the NPA Split request is re-processed.  



· If the Permissive Dial Period Start date for an NPA Split is modified and pending subscription versions exist in the new NPA-NXX, NPAC Personnel will work with the respective Service Provider to cancel the subscription versions in question and then re-process the NPA Split request.



The following changes should be made to section 8.1.1.1 Approach, found within the 3.0 M&P Document.  Strikethrough indicates deletions and underline indicates additions.



36.  For NPA Split processing, the NPAC will reject the NPA Split request in the TelcordiaTM LERGTM Routing Guide files that contain industry information pertaining to NPA Splits (“NPA Split Load Files”), if the New NPA-NXX-X already exists at the time of “NPA Split Load File” processing. at the start of the Split, If an Old NPA-NXX-X exists respective to an NPA Split at the time the NPAC processes the “NPA Split Load File” the NPAC SMS will automatically create a respective, New NPA-NXX-X with an Effective Date equal to the later date of either the Permissive Dial Period Start Date or the Effective Date of the Old NPA-NXX-X. to correspond to the Old NPA-NXX-X, and will reject the NPA Split request if the New NPA-NXX-X already exists at the time of the NPA Split entry.  The NPAC SMS will remove the New NPA-NXX-X and convert the Block and SVs back to the Old NPA-NXX, if the New NPA-NXX is removed from the NPA Split, prior to the end of PDP.  When adding an NPA-NXX-X during an NPA Split, the NPAC SMS will automatically add a corresponding New/Old NPA-NXX-X for an NPA-NXX involved in a Split.  During PDP, the NPAC SMS will treat Block data similar to the treatment of SV data (i.e., either the Old or New NPA-NXX can be sent to the NPAC SMS, but the NPAC SMS will broadcast the New NPA-NXX).



The following changes should be made to section 9.3 Things to Remember – Mass Update after NPA SPLIT, found within the 3.0 M&P Document.  Strikethrough indicates deletions and underline indicates additions.


9.3 Things to Remember – Mass Update after a NPA SPLIT Split


At the end of the permissive dial period (PDP), the Old NPA-NXX is to be deleted by the Service Provider.  As such, the Service Provider should be taking steps during PDP to make appropriate changes to their LRNs and ported subscription version data so that at the end of PDP any LRNs using the Old NPA-NXX can be removed.  The Service Provider may request a Mass Update in order to modify the ported subscription versions and/or number pool blocks affected by an NPA Split to a different LRN.



The Service Provider should be adding a new LRN based on the NPA-NXX, and should be doing a Mass Update of all active SVs that currently have the old NPA to change to the new NPA, and in turn must delete the old LRN at the end of the permissive dialing period.   This will alleviate any potential problems with the old NPA-NXX when it eventually gets re-allocated to a new Service Provider.  



Note: For mass changes, please consult with the appropriate NPAC personnel with details and general questions.



The following changes should be made to section 11. Reports, found within the 3.0 M&P Document.  Strikethrough indicates deletions and underline indicates additions.  


Add the following table entries to section 11.2:


			Report Types


			Report Name


			Party who can access


			Function









			Service and Network Data


			System Tunables


			Service Provider 


			Allows the inspection of the tunable parameters in the NPAC SMS. The administrator can view the current values of all tunable parameters. Tunables are broken into five categories: subscriptions, communication, audits, logs and security.





			


			NPA Split Exception Report


			NPAC Only


			List information about NPA Split processing errors.





			


			Mass Update Exception Report


			NPAC Only


			List information about Mass Update processing errors.








11.5.10  NPA Split Exception Report 
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NPA Split Exception Report Overview



The NPA Split Exception Report allows the NPAC Personnel User to generate a report, that provides information regarding NPA Split Load File processing errors.


Date/Time Range



NPAC Personnel specify a Start Date/Time and End Date/Time for which NPA Split processing errors occurred. The date range is a filter to allow reports only on a specific range of dates. A message is generated if there is an error or warning condition that arises from the entered dates.



Destination



NPAC Personnel select an output destination. For any of the Destination fields, errors or warnings may occur (such as too many characters entered, invalid destination name or number, etc.). In the occurrence of an error or warning, an appropriate message displays.



Sample Report



Create actual report output here.
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11.5.11 Mass Update Exception Report 
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Mass Update Exception Report Overview



The Mass Update Exception Report allows the NPAC Personnel User to generate a report, that provides information regarding Mass Update processing errors.


Date/Time Range



NPAC Personnel specify a Start Date/Time and End Date/Time for which Mass Update processing errors occurred. The date range is a filter to allow reports only on a specific range of dates. A message is generated if there is an error or warning condition that arises from the entered dates.



Destination



NPAC Personnel select an output destination. For any of the Destination fields, errors or warnings may occur (such as too many characters entered, invalid destination name or number, etc.). In the occurrence of an error or warning, an appropriate message displays.



Sample Report



Create actual report output here.
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NPA Splits and Mass Updates 


NPA Splits are initiated through regular NPAC processing of TelcordiaTM LERGTM Routing Guide files that contain industry information pertaining to NPA Splits (“NPA Split Load Files”). At the end of the permissive dial period (PDP), the Old NPA-NXX is to be deleted by the Service Provider.  As such, the Service Provider should be taking steps during PDP to make appropriate changes to their LRNs and ported subscription version data so that at the end of PDP any LRNs using the Old NPA-NXX can be removed.  The Service Provider may request a Mass Update in order to modify the ported subscription versions and/or number pool blocks affected by an NPA Split to a different LRN.


and Mass Updates are coordinated by the Service Providers.  The Service Providers are responsible for informing the NPAC of an up and coming split 30 days in advance.  The Service Providers that are involved in the split must coordinate with NPAC personnel and NPA and NXX information involved with the split.  



Service Providers are responsible for adding, changing and removing old NPA NXX information from their networks. 



The NPAC becomes involved after receiving a request for a Mass Update notification of the mass change from a Service Provider.  The goal of the NPAC is to transform affected records in the NPAC SMS database to reflect the new information via a mass update.  Service Providers must supply the NPAC with the range for mass updates changes.   The Mass Updates Changes are intended for ranges only not one or two TNS.   The TNs must be in a range, NPAC does not accept single TNs for mass updates.



For more information on NPA Splits and Mass Update, please contact NPAC personnel at 888-NPAC-HEL(P).      Also, there is a full description of both NPA Splits and Mass changes in the M&P document.



Please note NPAC does not support Line-level splits (some NPA-NXX some NPAs change and some remain the same.)   There is a document posted to the secure web site regarding this.



1.5 Conflict Timestamp Broadcast to SOA (NANC 218) 



No change necessary.


1.6 Donor SOA Port-To-Original of an Intra-Service Provider Port (NANC 230)



Consider adding a new sub-section in Section 4.13.X Provisioning in the master NPAC Methods and Procedures for Service Providers document, Release 3.0.


4.13.X Port To Original Subscription Versions



Port to Original refers to a Subscription Version that is ported to the original switch within the original Service Provider’s network.  When the Subscription Version is going back to the original Service Provider’s switch and the current Service Provider is different than the original Service Provider, this is an Inter-Service Provider, Port to Original Subscription Version.  When the Subscription Version is going back to the original Service Provider’s switch and the current Service Provider is the same as the original Service Provider, this is an Intra-Service Provider, Port to Original Subscription Version.  In the case of the Intra-Service Provider, Port to Original Subscription Version, the telephone number has been previously ported away from the original switch.



1.7 Modification of Dates for a Disconnect Pending SV (NANC 249)



No changes necessary.


1.8 ASN.1 Change for Required Field in VersionNewNPA-NXX and VersionNewNPA-NXX Recovery Notification (NANC 287)



No changes necessary.


1.9 SSN Edits in the NPAC SMS (NANC 291)



Suggested changes are documented in section 2.3 DPC/SSN Value Edits above.


1.10 Sending SV Problem During Recovery (NANC 297)



No changes necessary.


1.11 Change the NSAP Field Size Declaration in ASN.1 – ASN.1 Recompile (NANC 316)



No changes necessary.


1.12 NPAC Edit to Ensure NPA-NXX of LRN is in Same LATA as NPA-NXX of Ported TN (NANC 319)



Consider adding the following Section to the current M&P Document–


4.13.X  LATA ID Validation



LNP Call Processing that occurs in the LNP network switches requires that the NPA-NXX of the ported telephone number must have the same LATA ID as the LRN associated with the ported telephone number.  Prior to the implementation of NPAC Release 3.2.0, there was no assurance these LATA IDs would match.  With the implementation of NPAC Release 3.2.0 and new LATA ID validation functionality, Subscription Version and Number Pool Block requests specifying a LRN with a different LATA ID than the respective NPA-NXX of the (TN or NPA-NXX-X of the Number Pool Block) are denied.  



Other changes to the Mass Update procedures are documented above in section 2.3 DPC/SSN Value Edits.


1.13 Clean Up of Failed SP List based on Service Provider BDD Response File (NANC 322)



Add the following subsection to 4.16.2 Bulk Data Download which is described above in section 2.1 Delta Download File Creation by Time Range for SVs (NANC 169) 



4.16.2.1 Bulk Data Download Response File Processing



Bulk Data Download Response Files may be generated by Service Provider Personnel and/or their local systems after they have successfully processed a Bulk Data Download file containing Subscription Version or Number Pool Block data to indicate to the NPAC SMS which objects they successfully processed.  When the NPAC SMS processes this Bulk Data Download Response File from the Service Provider, the Failed SP Lists for respective Subscription Versions and Number Pool Blocks are appropriately updated based on the Service Provider’s indication of successfully processing the partially failed or failed object.



To process a Bulk Data Download Response File the following steps must be followed:



4. Service Provider Personnel will contact NPAC Personnel with a request to process a Bulk Data Download File.  Service Provider Personnel are responsible for ensuring that the Bulk Data Download Response File follows the required naming convention and is located in the correct directory for the Requesting Service Provider on the NPAC SMS server.



5. NPAC Personnel shall validate the caller’s name and authorization code against a list of authorized Service Provider Personnel.  If the caller cannot be validated, the request is denied. If the caller is validated the request is processed.



6. NPAC Personnel, using the NPAC Administrative Interface, and operating in the appropriate region for the service provider request navigate to the Bulk Data Download Response Window, specify the Service Provider Name and/or ID for whom they are to process the file from, and Bulk Data Download Response file name.  The NPAC SMS will generate a confirmation message to the screen indicating the request was successful.



1.14 Partial Migration of a SPID via Mass Update (NANC 323)



Add the following sub-section in Section 9 Mass Updates and Changes in the master NPAC Methods and Procedures for Service Providers document, Release 3.0.


9.4 Service Provider ID (SPID) Migration



Situations arise that require a change to the Service Provider associated with LNP data such as NPA-NXXs, NPA-NXX-Xs, LRNs and respective sub-tending information (subscription versions and/or number pool blocks).  These situations may include service provider mergers, service area trading, data system consolidations, etc.



Service Provider’s may migrate all of their data to one Service Provider, or portions of their data to multiple Service Providers.  If a Service Provider’s data is being migrated to more than one Service Provider, NPAC Personnel will have to perform this process as many times as there are Service Providers that are receiving data.  For example, if Service Provider (A) is migrating their data to Service Providers (B), (C) and (D) – then NPAC Personnel will perform the SPID Migration process three times since there are three Service Providers receiving data.



When a Service Provider (ID) Migration is required, a coordinated effort is required of all Service Provider’s participating in the affected NPAC Region.  An agreed upon time whereby all systems are disassociated from the NPAC SMS will be determined.  At the scheduled time, NPAC Personnel will use the NPAC OPGui to specify the SPID Migration request which results in the creation of Selection Input Criteria SPID Mass Update Request Files (SIC-SMURF) which are used by NPAC Personnel and all Service Provider’s in the region to update their systems appropriately.  



The following steps must be performed to initiate the SPID Migration process:



1. All Service Provider systems in the affected region are disassociated from the NPAC SMS.



2. Service Provider personnel will contact NPAC Personnel with a request for SPID Migration.  Service Provider must provide the appropriate selection criteria for the data being migrated to the new Service Provider at the time of the request.  The following information must be provided:



· From Service Provider Name and ID



· To Service Provider Name and ID 



· LRN (list of or all in the case of a full migration)



· NPA-NXX (list of or all in the case of a full migration)



· NPA-NXX-X (list of or all in the case of a full migration)



3. NPAC Personnel shall validate the caller’s name and authorization code against a list of authorized Service Provider Personnel. If the caller cannot be validated the request is denied. If the caller is validated the request is processed.



4. Using the NPAC OP Gui, NPAC Personnel will navigate to the Service Provider Migration Management window and enter the appropriate information as specified by the Service Provider.  The NPAC SMS will initiate a confirmation message to the NPAC Personnel indicating that the request was successful. 



4.a If ‘Pending-Like, No Active’ Subscription Versions and/or Number Pool Blocks exist for the Service Provider who is requesting the SPID Migration, the request will not be successfully processed.  NPAC Personnel will have to work with the Service Provider to either activate or cancel these objects.



4.b NPAC Personnel will pull the “Pending-Like, No Active” Report and forward the report to the requesting Service Provider.  The Service Provider must have their own M&P outside of NPAC Personnel for cleaning up these Subscription Versions.



4.c NPAC Personnel will await notification from the requesting Service Provider prior to attempting to request the SPID Migration files again.



5. When the Service Provider Migration request is successfully entered in the NPAC OPGui, the NPAC SMS then generates files that are to be used by all Service Provider’s in the region and NPAC Personnel to implement the required updates in all local LNP systems.  NPAC Personnel will notify all Service Providers in the region when the SIC-SMURF files are available on the FTP site.



6. The (From) Service Provider who has requested the data migrated from them to one or more other Service Providers will verify the files generated by the NPAC SMS and authorize the migration.  



7. NPAC Personnel and Service Provider personnel perform their own migration process.



8. When all Service Providers in the region and NPAC Personnel have successfully updated their local systems for the SPID Migration, all local systems may re-associated with the NPAC SMS.  NPAC Personnel will initiate Audits to spot check Service Provider systems in the region to ensure all data is represented appropriately



NOTE:  If ‘Pending-Like’ Subscription Versions exist for the requesting Service Provider, the SPID Migration request will fail in the NPAC OPGui.  NPAC Personnel will work with the requesting Service Provider to either activate or cancel these objects before they generate the SIC-SMURF files for the SPID Migration.



1.15 Delta Download File Creation by Time Range for Network Data (NANC 354)



M&P for this functionality is included in section 2.1 – Delta Download File Creation by Time Range for SVs (NANC 169) above.


Appendix A:
Methods and Procedures Issues



Following are issues related to the NPAC Release 3.2 Methods and Procedures:



			#


			Date


			Issue


			Status





			1.


			


			


			





			2.
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116 S. Cumberland


Park Ridge, Illinois


60068


(847) 698-6167 (Office)


(847) 274-5125 (Cell)


March 4, 2003









Dear LNPA-WG members:

The PA has been receiving an increasing number of requests from Service Providers that are requiring multiple LRNs. The reasons for such requests have been varied and are legitimate requests per the INC guidelines, but are in many cases exacerbating the need to open new CO codes.  


Several examples have been forwarded to yourself and the LNPA-WG by Mr. Greg Pattenaude (NY-DPS), showing several situations that exist in large metropolitan areas where there are multiple tandems serving an area, and the tandem switches may not do inter-tandem routing. Further complicating this in some areas, the tandems may serve areas that cross LATA boundaries. In these situations a service provider wanting to serve an area may setup a “POI” (Point of Interconnection) in each serving tandem.  According to the INC guidelines it is permissible to assign an LRN to each POI. The examples cited are by no means the only instances where LRNs need to be assigned, nor is this issue only limited to large metropolitan areas.


Per the Thousands-Block Number (NXX-X) Pooling Administration Guidelines (TBPAG), an LRN is defined as “The ten-digit (NPA-NXX-XXXX) number assigned to a switch/POI used for routing in a permanent local number portability environment.”  


According to the INC LRN Assignment Practices, “A unique LRN may be assigned to every LNP equipped switch (and potentially to each CLLI listed in the LERG).  A service provider should select and assign one (1) LRN per LATA within their switch coverage area.  Any other LRN use would be for internal purposes.  Additional LRNs should not be used to identify US wireline rate centers.”  


Consequently, a new NXX would need to be opened for each LRN request for each “switch/POI”.  In some cases this causes a surplus of blocks in an industry inventory pool and can accelerate the exhaust of an NPA.


As a result, the PA brought an issue to INC 68 (attached) to revisit the LRN Assignment Practices to see if there are any possible alternatives to how LRNs may be assigned that would not require a new NXX to be opened.  Part of the suggested resolution was for the INC participants to go back to their companies and investigate possible alternatives for LRN assignments.  


Since this issue was not accepted at INC, the PA felt (and still feels) that this is still a valid issue that needs further investigation. The PA currently works with service providers and regulators in an attempt to minimize the opening of new codes, and where it is necessary to open codes to have the code assigned where 1K blocks may be utilized in the PA inventory. Unfortunately in many cases the PA inventory does not need additional blocks and in actuality may have enough blocks to last a substantial period of time before replenishment may be necessary. Opening codes in these situations just to provide an LRN strands numbers and is not an effective use of numbering resources.  


The PA is not advocating a position in this matter, nor suggesting that the INC guidelines be changed to prevent the legitimate use of LRNs. The PA is only requesting that the industry review how LRN assignments are made and what criteria may be used that designates an LRN. 


For example, an LRN is a 10 digit number, but does it have to be related to a NPA-NXX-XXXX or can it be any 10 digit number.  Does an LRN have to be assigned only from a NPA-NXX where the LRN assignee is the Code holder?


We look forward to discussion (and potential resolution) of this issue by the LNPA-WG.


Sincerely,

Barry W. Bishop


Senior Director Number Pooling Services


 Attachment 1 – NY DPS Email


-----Original Message-----
From: greg_pattenaude@dps.state.ny.us [mailto:greg_pattenaude@dps.state.ny.us]
Sent: Tuesday, February 04, 2003 4:08 PM
To: La Gattuta, Paul F, ALABS
Cc: christine_kelly@dps.state.ny.us
Subject: Re: LRN Action Item FW: NANC - Action Assignments


Paul - here is our experience.  The names have been deleted.   Our preference, and I'm sure most other states and carriers, too,  would be to minimize the number of new NXXs that have to be opened to support LRN requests.  And this assumes that the LRNs are truly needed.  If you have any questions, let either Christine or myself know. 

Greg 

-------------------------------------------------------------------------------------------------------------------------------------------- 
The typical situations in which carriers have requested more than one LRN per switch (under their control) within a LATA occur when there is more than one LEC tandem with which they interconnect.   There are differences between wireless and wireline carriers in these situations.   

Example 1-  NY Metro Lata 132  -  Verizon has multiple tandems to which the CLECs interconnect.   With only one LRN,  all of the CLEC's traffic is pointed to one tandem.  The CLEC may want the traffic at another tandem and POI,  so they have to incur costs to have the traffic hauled (or haul it itself) to the other tandem.  The use of multiple LRN's to remedy this situation has been denied under current NANPA guidelines (as wasteful of numbering resources) as it is using LRN routing in place of switch translations and transport services. 

Example 2-  NY Metro LATA 132 - A CLEC claimed it needed multiple LRNs as the number of service provider ports from the LEC would strain one tandem's resources and had the potential to  impair traffic flow.  The LEC was not able to substantiate this concern.  Again, the request was denied under the guidelines. 

Example 3-  845 NPA/LATA 133.  A wireless carrier intended to interconnect with 3 incumbents, each with their own tandem, in rate centers in the 845 NPA   The traffic was to be hauled to a switch outside the LATA.   Because the wireless carrier had Type 2 interconnection, it was determined that the wireless carrier needed an LRN per POI at each LEC's tandem.   The wireless carrier was able to obtain multiple LRNs.   Barry Bishop confirmed their need under this scenario. 

Christine Sealock Kelly
NY Department of Public Service
518-486-5619
fax 518-474-5616

Attachment 2 – Proposed INC Issue 


INDUSTRY NUMBERING COMMITTEE (INC) ISSUE IDENTIFICATION FORM


ISSUE TITLE:


Review LRN Assignment Practices 


_____________________________________________________________________________


ISSUE ORIGINATOR: Florence Weber
ISSUE #: 

COMPANY: NeuStar
DATE SUBMITTED: 1/7/03

TELEPHONE #: 925-363-8730
DATE ACCEPTED:

REQUESTED RESOLUTION DATE: ASAP
WORKSHOP ASSIGNED:


CURRENT STATUS:


RESOLUTION DATE:

1.
ISSUE STATEMENT: There are cases where SP’s are requiring multiple LRNs.  The INC needs to explore how LRNs can be established with out opening additional CO Codes.  

2.
SUGGESTED RESOLUTION OR OUTPUT/SERVICE DESIRED: INC particpants should take this issue back to their companies to see if  there are any possible solutions.    


3. OTHER IMPACTS (If any):


Committee T-1


4. CONTRIBUTIONS WORKED AGAINST ISSUE:


5. CURRENT ACTIVITY:


6. RESOLUTION:


UPDATED:


    Attachment 3 – Excerpt of INC 68 General Session Meeting Records


INC 68 General Session


Washington, DC


January 7, 2003


Proposed Issue #8 Review LRN Assignment Practices (NeuStar-PA)


Florence Weber, NeuStar-PA, reviewed the proposed new issue.


Points Noted:


1. It was asked if the LNP architecture was considered. The answer was no.


2. A participant noted that NANC made the decision to have one LRN per switch per LATA.


3. It was noted that if there is an existing LRN then the PA will deny the request.


4. It was noted that it is not under INC’s purview to modify NANC LNP architecture and Committee T1 technical requirements documents.


5. The Moderator asked if there were any objections to accepting the proposed issue “Review LRN Assignment Practices”.  There were several objections and there was no consensus to accept the issue.
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DATA BASE UPDATES (CNAM / LIDB / ALI)


Based on discussion at the January WNPO meeting regarding data base updates (subscriber, provider, and/or third party [e.g., CNAM, LIDB, ALI (wireline only), or others]), concerns were raised regarding the use and updating of data bases in relation to the porting of a telephone number.


A generic example of the issue is the following scenario:  Service Providers A and B both have an agreement with Service Provider C to populate end-user information in Service Provider C’s XYZ data base;  the process is started to port an end-user’s TN from Service Provider A to Service Provider B;  the day comes for the port to actually take place, but Service Provider B is not able to activate the port because Service Provider A has not sent a request to Service Provider C to delete the existing entry in XYZ data base;  Service Provider A rushes the request to Service Provider C to delete the entry, however, since updates are completed in “batch” mode at 10:00PM for requests that were received and processed by 6:00PM, the update will not be made until 


10:00PM of the following day because it is now 6:30PM.  The net effect of this is that the port is delayed up to three days due to misunderstandings and insufficient information regarding the data base updates. 


Again, I want to emphasize that this is a generic, hypothetical example, but does illustrate the issue.  I also apologize if the description got a little difficult to follow at the end.  A lot was happening in the last few sentences.


The WNPO would appreciate responses to the following questions for the February WNPO meeting.  The intent is not to change any existing processes within any company, but rather for wireless service providers to understand how these processes occur and their timing requirements.  Responses to these questions may require you to speak with vendors and/or data base providers in order to obtain this information.  It would also help greatly if anyone who is responding would also be available during the meeting – either in person or via conference bridge – to review their response and answer questions. 


Answers to these questions will help the WNPO understand how the porting process affects the use and updating of these data bases.  Also, please provide any additional information that you feel would be beneficial to the wireless service providers at WNPO that may further clarify answers to the following questions.


A) Which data bases are impacted by wireless – wireline porting?  NPAC, LIDB, CNAM, ALI, ???


B) What is the frequency of updates for these data bases?


C) What is the latest date/time relative to the update date/time that updates can be sent to the provider updating the DB  (daily updates, weekly updates, monthly updates) ?


D) What dependencies are involved in making updates?   Delete, add, and/or modify timing of updates ( (  ( e.g., deletes must be completed prior to adds being submitted, ACTIVATE cannot be sent to the NPAC until entry in ALI is deleted, etc.)?


E) Are there any impacts with third party vendors and implementations?


F) What did we forget?


Please provide written responses by February 10, 2003.


Thank you for your response and help.


Jim Grasser


Cingular Wireless


WNPO Co-chair
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Sent by:
lnpa-admin@lists.neustar.biz


To:
"'lnpa@lists.neustar.com'" <lnpa@lists.neustar.com>


cc:
 


Subject:
[lnpa] FW: Action Item


Please  see Jim Grasser's response to action item 0802-01.  We'll discuss this  during action item review in Tampa.


 


Thanks,


 


Charles Ryburn 


Area Manager - NPAC Inter-Industry Management  


Co-Chair LNPA Working Group 


-----Original Message-----


From: GRASSER, JAMES N  [mailto:james.n.grasser@mwmail.cingular.com]


Sent: Wednesday, February  05, 2003 10:15 AM


To: RYBURN, CHARLES S (SBC-MSI)


Subject:  RE: Action Item


Charles,


 


Thank you for the reminder.  I  apologize for the massive delay in my response.


Issue 0802-01:  Testing  issues possible impacting wireline carriers


 


Response:    issues  identified to date include:


        - updates to the 911  selective router for wireless codes when a wireless number is  ported


          to a wireline  number (on a larger scale, this also applies to pooling)


 


        - review and, where  appropriate, remove identification of wireline or wireless TNs based  on


          NPA-NXX in all back-office systems; this includes references  to industry data bases such


          as the LERG and the NPAC -- the fact that a wireless service  provider is identified as the


          code holder or block holder, no longer means that all  numbers in the code or block are


          wireless -- the converse is also true.


 


        -  review update procedures for all data bases to ensure that there  will be no conflict between


           data base updates and porting in  an "inter-species" port scenario (this issue is currently


           being  worked in WNPO)


 


    


 


That's it for now.  I'm sure that with additional testing, more  issues and concerns will arise.


 


Thank you, and again, I apologize for  the delay in getting this to you.


Jim Grasser


Cingular  Wireless


 


Phone:  (847) 765-8598


Pager:   (708)  661-4381


e-mail:   james.n.grasser@cingular.com


<mailto:james.n.grasser@cingular.com>


i-pager:  jgrasser1@imcingular.com <mailto:jgrasser1@imcingular.com>


-----Original Message-----


From: RYBURN, CHARLES  S (SBC-MSI) [mailto:cr1551@txmail.sbc.com]


Sent: Wednesday, February 05, 2003 9:50 AM


To: Jim Grasser  (E-mail)


Subject: Action Item


Are we going to put the following to  rest in Tampa?


Thanks,


0802-01:  Jim Grasser, WNPO Chair,  took an ACTION ITEM to provide a list of testing


issues possibly impacting  Wireline carriers.  Examples cited were the need for Wireless NXX codes to  be opened in the selective router for the 911 database, and the need for  Wireline back office systems, e.g. Billing, to accommodate Wireless numbers  pooled or ported into the Wireline network.


January meeting update:   Jim Grasser to send Charles a response before February LNPA  meeting.


Charles Ryburn


Area Manager - NPAC Inter-Industry  Management


Co-Chair LNPA Working  Group


_1108303200.doc
JANUARY, 2003 LNPA WG ACTION ITEMS ASSIGNED:


NOTE:  THE ACTION ITEM NUMBERING SCHEME IS AS FOLLOWS:


· FIRST TWO DIGITS DESIGNATE THE MONTH OF THE LNPA MEETING


· SECOND TWO DIGITS DESIGNATE THE YEAR OF THE LNPA MEETING


· LAST TWO DIGITS DESIGNATE THE ACTION ITEM NUMBER


NEUSTAR ACTION ITEMS:


0103-01:  NANC 356, Service Provider Name Field change, will be rescheduled for an 


upcoming Sunday Service Provider Maintenance Window when NPAC is also performing maintenance.  NeuStar will notify the industry via the NPAC maintenance notification process announcing for which maintenance window the Bulk Data Download (BDD) files will be created for NANC 356 implementation.


NOTE:  Subsequent to the January LNPA meeting, NeuStar stated that NANC 356 will be implemented during a March maintenance window.  Date to be finalized.  


0103-02:  Related to Action Item 0103-01, NeuStar will send an e-mail to Charles 


Ryburn, LNPA Co-Chair, identifying which Sunday maintenance window in March NANC 356 will be implemented. 


0103-03:  With regard to the flow on the first page of the attached CO Code (NXX) 


Re-Allocation Process, NeuStar explained that the left side of the flow, “non-pooling NXX,” means that the Pool Administrator has not been involved with that NXX.  It does not necessarily refer to a non-pooling area.  In both the non-pooling NXX and pooling NXX cases, the new codeholder does not have to take all 10 blocks.  For a non-pooling NXX, this is also applicable in both pooled areas and non-pooled areas.  NeuStar took the following action items:


1. clarify that the left side of the flow applies to non-pooling NXXs in both pooled areas and non-pooled areas.  This clarification will be added on the flow page.  


2. on page 3 of the document, change Note 1 to read, “In a pooled NXX the new LERG assignee must retain all blocks contaminated in excess of 10%.

3. an Addendum (see attached file “LNPA WG AI 1202.05.doc”) to the guidelines will have website contacts for NANPA and the Pool Administrator, and an e-mail alias for the NPAC point of contact in lieu of names and phone numbers.  The M&P will have detailed contacts – names, telephone numbers (see related Action Item 1202-05 below).
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0103-04:  NANC Change Order 343 will be reopened for discussion.  NeuStar will 


modify NANC 343 to reflect that the activation timestamp filter applies to pooled block objects.


0103-05:  NeuStar took an ACTION to send out a message to all SOA vendors asking if 


there is an impact with the attached recommendation regarding functionality related to the modification of Disconnect-Pending Subscription Versions .
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JIM GRASSER (WNPO CHAIR) ACTION ITEMS:

0103-06:  Jim Grasser will develop and distribute a description of the LIDB/CNAM 


database update issue encountered during wireless/wireline inter-carrier testing.  This description will include example problem scenarios and any relevant questions to be answered by LIDB and CNAM database providers. 


LEAH LUPER (SBC) ACTION ITEMS:

0103-07:  SBC raised an issue where NXXs are created in the wrong region and the 


implications in local systems.  Leah Luper, SBC, asked if a NANC Change Order could be developed to provide an edit to reject any attempt to create an NXX in the wrong region.  NeuStar stated this could possibly be done by mapping NPAs to their appropriate region.  Leah Luper will submit a business need for a proposed Change Order.  This business need will also reference if it is necessary to address the northern Kentucky situation, where an NPA crosses NPAC regional boundaries.


ADAM NEWMAN (TELCORDIA) ACTION ITEMS:

0103-08:  Adam Newman reported that a member of the Common Interest Group on 


Rating and Routing (CIGRR) requested that Telcordia investigate the possibility of validating selected LERG data with the NPAC.  Adam Newman took an ACTION to advise that CIGRR member to bring in a PIM to the LNPA on addressing validation of  the relevant data between the LERG and NPAC.


CHARLES RYBURN (SBC AND LNPA CO-CHAIR) ACTION ITEMS:

0103-09:  Related to Action Item 0103-06, Charles Ryburn will determine if there is any 


regulatory requirement in Texas to populate wireless telephone numbers in their LIDB database.


LNPA WORKING GROUP ACTION ITEMS:

0103-10:  The LNPA Working Group is to review Figure 14 of the draft NANC LNP 


Provisioning Flows, proposed to replace boxes 13 through 25 in the Figure 1 main flow, and come prepared to the February LNPA meeting to accept, modify, or reject the proposal.  See attached.
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SERVICE PROVIDER ACTION ITEMS:

0103-11:  Service Providers took an ACTION to investigate internally how often the 


scenario described in PIM 22/NANC 375 occurs for discussion at the February LNPA meeting.
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ACTION ITEMS REMAINING OPEN FROM PREVIOUS LNPA MEETINGS:

0802-01:  Jim Grasser, WNPO Chair, took an ACTION ITEM to provide a list of testing


issues possibly impacting Wireline carriers.  Examples cited were the need for Wireless NXX codes to be opened in the selective router for the 911 database, and the need for Wireline back office systems, e.g. Billing, to accommodate Wireless numbers pooled or ported into the Wireline network.


January meeting update:  Jim Grasser to send Charles a response before February LNPA meeting.


0902-17:  SPID Migration Notification:  OP:INFO can be used for NPAC to send


notifications to all users.  


ACTION ITEM: Question for all Service Providers as to what their systems will do with it and how they will react.  


ACTION ITEM: NeuStar  to address in M&P how the determination is made that all Service Providers successfully migrated, e.g. go-no go conference call.


January meeting update:  Development of M&P remains part of NeuStar’s 1Q03 work plan.


1102-04:  NeuStar will report out on the results of the CMIP Departure Time Validation


      Check change (changed from 5 minutes to 15 minutes), implemented during the 


      11/17 maintenance window, at the February LNPA using January data results.


       To be placed on the February, 2003 agenda.


1202-05:  Related to Action Item 0103-03, NeuStar will develop the necessary M&P for


review by the LNPA.  The M&P will address who the service provider should contact to address problem scenarios, e.g., for pooling areas contact the PA, for non-pooling.  The draft M&P is planned for review at the February, 2003 LNPA.


January meeting update:  The M&P will have detailed contacts – names, telephone numbers.


1202-10:  Adam Newman will request that INC provide a draft of their Procedures for


      Code Holder/LERG Assignee Exit to the LNPA for their review prior to going to


      initial closure.


January meeting update:  Adam Newman has made the request of INC.  This item remains open awaiting INC’s response.


1202-11:  Gary Sacra will follow up on the status of facilitating the creation of the


      NANC 191/291 edit failure report with the NAPM/LLC at their 12/18/02 meeting.


      January meeting update:  To be discussed at the January NAPM/LLC meeting.  This 


      item will be placed on the February LNPA agenda for further discussion.


1202-15:  Service Providers have an ACTION to come prepared at the January LNPA to


      discuss a possible recommendation to increase the wireline Conflict Timer from 6 to


      24 business hours.


      To be placed on the February, 2003 agenda.

1202-16:  Service Providers are to come prepared to the January LNPA meeting to vote


      on the following two options regarding how tunable values are to be addressed in the


      Process Flows and/or accompanying Narratives:


1) Refer to the tunable parameters by name only in the Process Flows and/or Narrative and create an Appendix to the Narrative that lists the current values of each referenced tunable.


2) Reference the current values of the tunable parameters in the Process Flow and/or the appropriate step of the Process Flow Narrative.


      In both cases, differences in the values of wireless and wireline versions of a tunable 


      will be identified.


      To be placed on the February, 2003 agenda.

1202-17:  SOA/LSMS Vendors are to assess the impact of NANC 363 and provide


      feedback at the January LNPA meeting.


      To be placed on the February, 2003 agenda.

0
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CO Code (NXX) Re-Allocation Process
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1. NANPA CO Code Administration and NeuStar Number Pool Administration will follow Appendix C & 7, Procedures for Code Holder/LERG Assignee Exit of the INC Guidelines for NXX/Thousands-Block Reallocation.



2. Non-pooling NXX Flow (Note: Last digit of paragraphs below correspond to numbers on flow chart)


2.1. The NANPA CO Code Administrator sends CO Code Part 3 to the new LERG assignee.



2.2. The new LERG Assignee completes the LNP NXX LERG Assignee Transfer form for those thousands-blocks that have ported numbers and any additional thousands-blocks they need to port.  Then forwards the form and CO Code Part 3 to the NPAC Administrator.



2.3. The NPAC Administrator receives the CO Code Part 3 and the LNP NXX LERG Assignee Transfer form from the new LERG assignee. 



2.4. If for some reason the thousands-blocks cannot be ported on the effective date, the NPAC Administrator will contact the new LERG assignee to negotiate a date to port the numbers. 



2.5. The NPAC Administrator builds the individual Block tables for the thousands-blocks indicated on the LNP NXX LERG Assignee Transfer form.



2.6. On the effective date (or the date negotiated with the new LERG Assignee), NPAC will download the thousands-blocks with a port type of “Pool”. 



2.7. Upon completion of the download, the NPAC administrator completes the LNP NXX LERG Assignee Transfer form and forwards a completed copy to the new LERG assignee.



2.8. The NPAC administrator shall update the NPAC tracking database.



2.8.1. The NPAC tracking database has been created to track LERG assignee changes to carriers who are not the original SPID holder in the NPAC database. This will facilitate corrections to the NPAC database once a SOW (Statement Of Work) has been developed and implemented which will allow the SPID (Service Provider ID) to be changed in the NPAC database. Until such time as a SOW has been developed and implemented, this database will track the current LERG assignee at the NPAC.



3. Pooling NXX Flow (Note: Last digit of paragraphs below correspond to numbers on flow chart)


3.1. The new LERG assignee completes the LNP NXX LERG Assignee Transfer form for those thousands-blocks that have not been assigned to another carrier and are being retained by the new LERG assignee.  The new LERG assignee submits the form to the Pooling Administrator.  



3.2. The Pooling Administrator forwards the LNP NXX LERG Assignee Transfer form to the NPAC Administrator and returns the PA Part 3 to the new LERG assignee.



3.3. The NPAC Administrator receives the LNP NXX LERG Assignee Transfer form from the Pooling Administrator.



3.4. If for some reason the thousands-blocks cannot be ported on the effective date, the NPAC Administrator will contact the new LERG assignee to negotiate a date to port the numbers.



3.5. The NPAC Administrator builds the individual Block tables for the thousands-blocks indicated on the LNP NXX LERG Assignee Transfer form.



3.6. On the effective date (or date negotiated with the new LERG Assignee), NPAC downloads the thousands-blocks with a port type of “Pool”.



3.7. Upon completion of the download, the NPAC administrator completes the LNP NXX LERG Assignee Transfer form and forwards a completed copy to the new LERG assignee and Pooling Administrator. 



3.8. The NPAC Administrator shall update the NPAC tracking database.



3.8.1. The NPAC tracking database has been created to track LERG assignee changes to carriers who are not the original SPID holder in the NPAC database. This will facilitate corrections to the NPAC database once a SOW (Statement Of Work) has been developed and implemented which will allow the SPID (Service Provider ID) to be changed in the NPAC database. Until such time as a SOW has been developed and implemented, this database will track the current LERG assignee at the NPAC.



Note: In a pooling area the new LERG assignee must retain all thousands-blocks contaminated in excess of 10%.
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Version 2 of DRAFT Change Order Submitted by Verizon to Address PIM 22 



Removal of Conflict Status






Origination Date: 01/03/03



Originator:  Verizon



Change Order Number: 375


Description:  New Conflict Timer for Removal of Conflict Status



Pure Backwards Compatible: TBD



IMPACT/CHANGE ASSESSMENT



FRS


IIS


GDMO


ASN.1


NPAC


SOA


LSMS





TBD


TBD


TBD


TBD


TBD


TBD


TBD





Business Need:


Customers have been taken out of service inadvertently due to the New Service Provider continuing with a port that had been placed into Conflict by the Old Service Provider after the 6 hour timer had expired, instead of investigating why the port was placed into Conflict.



When the Old Service Provider receives a SOA notification from NPAC that another service provider has issued a CREATE message to NPAC in order to schedule a port-in of the Old Service Provider’s customer, the Old Service Provider should check to see that a matching Local Service Request (LSR) has been received from that service provider regarding that specific TN.  If no matching LSR is found, the Old Service Provider may place the port into Conflict status with a Cause Code set to “LSR Not Received.”  In an increasing rate of instances, the New Service Provider is waiting for the 6 hour Conflict Resolution New Service Provider Restriction Tunable Parameter timer to expire, and is proceeding with porting the number.  This has led to a number of customers being inadvertently ported and taken out of service from a terminating call perspective because the wrong TN was entered in the original CREATE message sent by the New Service Provider to NPAC.



This proposed Change Order, as did PIM 22 accepted by the LNPA, seeks to prevent instances where customers are taken out of service inadvertently after the New Service Provider continues with a port that had been placed into Conflict by the Old Service Provider.  In these cases, the port was placed into Conflict Status by the Old Service Provider because of indications that the New Service Provider may possibly be porting the wrong TNs.



Description of Change:



The current Cause Values indicating why the Old Service Provider has placed a port into Conflict are as follows:



50 - LSR Not Received



51 - FOC Not Issued



52 - Due Date Mismatch



53 - Vacant Number Port



54 – General Conflict



This Change Order proposes modifying the Conflict functionality in NPAC such that any of these Conflict Status Cause Values may be placed on a list of Cause Values requiring treatment by a new (additional) Conflict Resolution New Service Provider Restriction Tunable Parameter timer, separate and distinct from the existing timer.



At a minimum, the list will contain Cause Value 50 – LSR Not Received, and will be set initially to 72 business hours.  The flexibility will be such that additional Cause Values may be added, and the timer's tunable setting changed, by agreement of the LNPA Working Group.



This contribution includes proposals which were prepared to assist the LNPA Working Group. This document is submitted for discussion only, and is not to be construed as binding on Verizon.  Subsequent study may lead to a revision of this document, both in numerical value and/or form, and, after continuing study and analysis, Verizon specifically reserves the right to change the contents of this contribution



* CONTACT: Gary Sacra; email: gary.m.sacra@verizon.com; Tel: 410-736-7756
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Sent by:
lnpa-admin@lists.neustar.biz



To:
"'lnpa@lists.neustar.biz'" <lnpa@lists.neustar.biz>



cc:
 



Subject:
[lnpa] Jan 2003 LNPAWG mtg, change management issue to discuss Thu, 1/16 /03



During ITP testing, conflicting documentation was discovered between the IIS



and some ITP Test Cases.  This is related to functionality for NANC 249,



Modification of Disconnect-Pending SVs.



Specifically, the new R3.2 IIS flow 5.2.7 (SubscriptionVersion Modify



Disconnect Pending Version Using M-ACTION by a Service Provider SOA)



indicates at the end of the flow that the process will follow either flow



5.4.1 (immediate disconnect), or 5.4.2 (future-dated disconnect).  The issue



is the reference to 5.4.2, as the disconnect request has already been



submitted by the current SOA, and therefore this reference is incorrect.



Our recommendation is to correct the text at the end of 5.2.7.  Here's the



old text and the proposed new text (changing the second sentence).



Old Text:



If the newly modified ERD is the current date or a previous date, the NPAC



will follow the "immediate disconnect" flow (B.5.4.1).  Otherwise, it will



follow the future dated ERD flow (B.5.4.2).



Proposed New Text:



If the newly modified ERD is the current date or a previous date, the NPAC



will follow the "immediate disconnect" flow (B.5.4.1).  Otherwise, the NPAC



waits for the subscriptionEffectiveReleaseDate date to arrive, at which



point it will follow the "immediate disconnect" flow.



Additionally, in the ITP TCs, 16.5.13 and 16.5.15, it shows an SAVC back to



the SOA for this modify of a disconnect-pending functionality.  This is the



discrepancy between the flow (5.2.7) and the TCs.



Upon analysis of other flows in the IIS, it appears that the flow is correct



and the TCs are incorrect.  SAVCs are only sent to SOAs when either the



status is changing, or the NPAC needs to update a SOA with a failed list or



a conflict cause code.  In the functionality tested in 16.5.13 and 16.5.15,



neither of these two cases are applicable.



So, our proposal is to correct the ITP TCs to NOT show this SAVC.



J-



<<...OLE_Obj...>>



John M. Nakamura



NeuStar, Inc.



46000 Center Oak Plaza



Sterling, VA 20166



Work: 571-434-5686



Mobile: 571-228-5076



Text Page: 5712285076@mobile.att.net or www.attws.com ("Send Messages" tab)



E-Mail: john.nakamura@neustar.biz



***************************************************************************



This e-mail was generated by the LNPA e-mail list.  Questions should be



sent to lnpa-admin@lists.neustar.biz.



***************************************************************************



TO UNSUBSCRIBE OR UPDATE YOUR E-MAIL ADDRESS



You have received this e-mail because you subscribed to the LNPA mail



list.  To unsubscribe or change the e-mail preferences in your profile,



please click on the link below:



http://lists.neustar.biz/mailman/listinfo.cgi/lnpa



***************************************************************************
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CO Code (NXX) Re-Allocation Process



(with active Ported Numbers)



NANPA, PA & NPAC



Point of Contacts






North American Numbering Plan Administration (NANPA)



For questions regarding non-pooling NXXs relating to the CO Code (NXX) Re-Allocation Process, contact the appropriate NANPA Code Administrator.  To view the list of NANPA Code Administrators by State, go to www.nanpa.com and select the Central Office Code Administrators link under the Frequently Visited Pages section.



NeuStar Number Pool Administration (PA) 



For questions regarding pooling NXXs relating to the CO Code (NXX) Re-Allocation Process, contact the appropriate Pooling Administrator.  To view the list of Pooling Administrators, go to www.nationalpooling.com and select the Contact Us link located at the bottom of the page.



Number Portability Administration Center  (NPAC)



For NPAC related questions regarding the CO Code (NXX) Re-Allocation Process, the primary contact is Paul Becker and secondary contact is Cindy Chavez.  Paul Becker can be reached at 571-434-5746 or by email at paul.becker@neustar.biz.  Cindy Chavez can be reached at 925-363-8702 or by email at cindy.chavez@neustar.biz.  
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Wireless Calling Name Storage

and

LIDB Database 

		



Maggie Lee

Sr. Technical Solutions Mgr.

Feb. 17, 2003 

913 .814.6229

malee@verisign.com







Wireless Calling Name Storage

		Carrier name or individual subscriber names may be stored in a Calling Name Database (CNAM) or Line Information DataBase (LIDB). 



		There are 3 pieces of the process 



Storage: Carriers may contract with VeriSign to store their customers names in database. 



Carriers typically have options:

Option One- populate Carrier’s name in the city/state database

Option Two- populate individual subscribers’ names in the name database (becomes mandatory when carrier begins pooling/porting)



Access: Carriers access VeriSign database to obtain those stored names for display. 



Routing: Carriers need to input data in Subscription Version for ported subscribers and carriers accessing data need to set up appropriate network routing and NPDB providers must data fill tables for ‘default’ routing if TN is not ported.







Wireless Calling Name Storage

		What is the LARG and what does it provide 





LIDB - “Line Information Data Base” – Database used to validate credit & calling cards, collect calls, 3rd party  billing etc.

“LIDB Access Routing Guide” – Telcordia coordinated database of NPANXXs used for LIDB

NPANXX entry will point to whatever entity  stores data and includes the OCN of the code holder

LIDB ID - Two character ID used in Telcordia databases to denote the holder of data for LIDB & CNAM records.  (e.g.,  IT=Illuminet, BA=BellAtlantic, etc.)



		What is the CNARG and what does it provide 





CNAM -“Calling Name” – Database of private-party (customer’s) names used for Caller ID

 “Calling Name Access Routing Guide” – (Similar to LARG)

Example – 913555 6274 IT



		What is the NPDB and what does it provide





Contains the Location Routing Number and Global Title routing information associated with vertical services (such as LIDB and CNAM) for the ported TN 

This info gets populated in downstream NPDBs via the Subscription Version sent to the NPAC 

If no TN entry is found database should provide some type of default routing entry



		SV Population - Done using SOA/NPAC interface when SV created. Populated with PC/SSN info for contracted company. Always alias PC data, never final. 

		









Wireless Calling Name Storage and Access



Companies accessing the VeriSign database obtains routing info from the CNARG or the LARG using the associated LIDB ID. In order to do that companies must have appropriate contracts in place, must build required routesets, gateway screening tables must be correctly populated  



For Companies storing data  NPANXX addition, modifications, deletions are distributed to carriers to update routing tables by Telcordia on the fifteenth of the month.



Customers making these additions, modifications, or deletions should provide data to your database provider or directly to Telcordia by the fifteenth of the previous month.depending on the arrangements you have 



Similar to the LERG, emergency notifications can be sent after the 15th but does not guarantee distribution to appropriate networks for routing updates to take place on time



Customer is responsible for database population with individual records or entire code with company name display is done either by the individual company through a variety of methods or internally by VeriSign 



. 







VeriSign Process 

If there are no pooled or ported TNs in your 10K block VeriSign will display just the carrier name AND VeriSign will claim your NPANXX in the CNARG. Once contracted with us we advise Telcordia to point BNG to us (IT) for each OCN



If you do not own the entire code VTS cannot claim it in the CNARG. We also validate ownership using the LERG.



We do not allow a ported or pooled number to be added to the database unless it has been activated at the NPAC. 

Our system validates with the LSMS that a TN has been ‘activated’

Process is run in several cycles but would take no longer then 24 hours. 



Due to the possibility of a ‘delayed’ activation at NPAC we suggest customers wait 24 hours before attempting to enter a line number or that customer validates activation has occurred before attempting to input line number into our system. 



If both the old and new service provider uses our database we use the LSMS-data to delete the old entry. 



During the ‘cycling’ process to LSMS when we see ownership change for the TN we delete the CNAM entry for that TN in our database. 
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Task Name


Duration


Start


Finish


Predecessors


1


NPAC Release 3.2 Implementation


284 days


Sat 6/1/02


Wed 6/18/03


2


Phase 1.0


217 days


Sat 6/1/02


Fri 3/28/03


3


Effective Start Date


0 days


Sat 6/1/02


Sat 6/1/02


4


Release Package to NAPM LLC


1 day


Sat 6/1/02


Mon 6/3/02


5


SOW Effective Date


0 days


Sun 6/30/02


Sun 6/30/02


6


Phase 1.1 Develop SOW Project Plan


35 days


Thu 8/1/02


Wed 9/18/02


7


Draft Project Plan delivered to LLC


1 day


Thu 8/1/02


Thu 8/1/02


8


Project Plan - Review


8 days


Thu 8/1/02


Mon 8/12/02


9


Project Plan Final Delivery


27 days


Tue 8/13/02


Wed 9/18/02


10


Phase 1.2 Design and Develop Enhancement


217 days


Mon 6/3/02


Fri 3/28/03


11


GDMO/ASN.1 Spec Completion


24 days


Wed 7/24/02


Mon 8/26/02


12


GDMO/ASN.1 Draft #1 published on web site


1 day


Wed 7/24/02


Wed 7/24/02


13


GDMO/ASN.1 Draft #1 review period by Industry


4 days


Thu 7/25/02


Tue 7/30/02


14


GDMO/ASN.1 Draft #2 published on web site


1 day


Thu 8/22/02


Thu 8/22/02


15


GDMO/ASN.1 Draft #2 review period by Industry


2 days


Fri 8/23/02


Mon 8/26/02


16


GDMO/ASN.1 Final Version distributed


1 day


Mon 8/26/02


Mon 8/26/02


17


FRS Integrated Document Completion


40 days


Fri 8/9/02


Thu 10/3/02


18


FRS Draft #1 Integrated Document distributed to Industry


1 day


Fri 8/9/02


Fri 8/9/02


19


FRS Draft #1 review period by Industry


5 days


Mon 8/12/02


Fri 8/16/02


20


FRS Draft #2 Integrated Document distributed to Industry


1 day


Tue 9/3/02


Tue 9/3/02


21


FRS Draft #2 review period by Industry


11 days


Wed 9/4/02


Wed 9/18/02


22


FRS Proposed Final Integrated Document


1 day


Mon 9/23/02


Mon 9/23/02


23


FRS Final Integrated Document (3.2.0a)


1 day


Thu 10/3/02


Thu 10/3/02


24


IIS Integrated Document Completion


33 days


Fri 9/6/02


Tue 10/22/02


25


IIS Draft #1 Integrated Document distributed to Industry


1 day


Fri 9/6/02


Fri 9/6/02


26


IIS Draft #1 review period by Industry


8 days


Mon 9/9/02


Wed 9/18/02


27


IIS Draft #2 Integrated Document distributed to Industry (3.2.0a)


1 day


Thu 10/3/02


Thu 10/3/02


28


IIS Draft #2 review period by Industry (3.2.0a)


9 days


Fri 10/4/02


Wed 10/16/02


29


IIS Final Integrated Document (3.2.0a)  Review produced no changes.


1 day


Tue 10/22/02


Tue 10/22/02


5/12


May
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Task Name


Duration


Start


Finish


Predecessors


30


M&P Development Completion


26 days


Fri 2/21/03


Fri 3/28/03


31


M&Ps Draft #1 distributed to Industry


1 day


Fri 2/21/03


Fri 2/21/03


32


M&Ps Draft #1 review period by Industry


5 days


Mon 2/24/03


Fri 2/28/03


33


M&Ps Draft #2 distributed to Industry


1 day


Thu 3/13/03


Thu 3/13/03


34


M&Ps Draft #2 review period by Industry


5 days


Fri 3/14/03


Thu 3/20/03


35


FINAL Publishing of M&Ps  (SLR 26)


1 day


Fri 3/28/03


Fri 3/28/03


36


Delta Change Order document completed


19 days


Mon 9/9/02


Thu 10/3/02


37


Release 3.2 Development Completed


162 days


Mon 6/3/02


Fri 1/10/03


38


Phase 1.3  IT&S Testing of the Enhancement


121 days


Mon 9/16/02


Mon 3/3/03


39


Develop Test Cases


65 days


Mon 9/16/02


Fri 12/13/02


40


Execute Internal testing


35 days


Mon 1/13/03


Fri 2/28/03


41


NeuStar Software Certification and install on Test bed


1 day


Mon 3/3/03


Mon 3/3/03


42


Notification of requirements to pass edits to 191, 291, and 319


1 day


Mon 1/13/03


Mon 1/13/03


43


Phase 1.4 Interoperability Testing


164 days


Mon 7/15/02


Thu 2/27/03


44


Interoperability and Test Cases Completion


80 days


Thu 8/8/02


Wed 11/27/02


45


ITP Test Case List Draft #1 distributed to Industry


1 day


Thu 8/8/02


Thu 8/8/02


46


ITP Test Case List Draft #1 review period by Industry


21 days


Fri 8/9/02


Fri 9/6/02


47


ITP Test Case List Draft #2 distributed to Industry


1 day


Thu 9/19/02


Thu 9/19/02


48


ITP Test Case List Draft #2 review period by Industry


10 days


Fri 9/20/02


Thu 10/3/02


49


ITP Test Cases - Draft #1 - distributed to Industry


1 day


Wed 10/16/02


Wed 10/16/02


50


ITP Test Cases - Draft #1 - review period by Industry


11 days


Thu 10/17/02


Thu 10/31/02


51


ITP Test Cases - Draft #2 - distributed to Industry


1 day


Tue 11/12/02


Tue 11/12/02


52


ITP Test Cases - Draft #2 review period by Industry


9 days


Wed 11/13/02


Mon 11/25/02


53


FINAL Publishing of ITP Test Case


1 day


Wed 11/27/02


Wed 11/27/02


54


ITP Simulator Upgrade


160 days


Mon 7/15/02


Fri 2/21/03


55


Analyze and Design changes to GDMO and ASN.1


25 days


Mon 7/15/02


Fri 8/16/02


56


Coding of changes


22 days


Fri 8/16/02


Mon 9/16/02


57


Testing Modified ITP


20 days


Mon 9/16/02


Fri 10/11/02


5/12


May
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58


Training to NeuStar


1 day


Fri 11/1/02


Fri 11/1/02


59


Interoperability Test Execution with Vendors


60 days


Mon 12/2/02


Fri 2/21/03


60


ITP Testing Communication Plan


61 days


Thu 12/5/02


Thu 2/27/03


61


Weekly SP/Vendor ITP Conference call


1 day


Thu 12/5/02


Thu 12/5/02


62


Weekly SP/Vendor ITP Conference Call


1 day


Thu 12/12/02


Thu 12/12/02


63


Weekly SP/Vendor ITP Conference call


1 day


Thu 12/19/02


Thu 12/19/02


64


Weekly SP/Vendor ITP Conference call


1 day


Thu 12/26/02


Thu 12/26/02


65


Weekly SP/Vendor ITP Conference call


1 day


Thu 1/2/03


Thu 1/2/03


66


Weekly SP/Vendor ITP Conference call


1 day


Thu 1/9/03


Thu 1/9/03


67


Weekly SP/Vendor ITP Conference Call


1 day


Thu 1/16/03


Thu 1/16/03


68


Weekly SP/Vendor ITP Conference Call


1 day


Thu 1/30/03


Thu 1/30/03


69


Weekly SP/Vendor ITP Conference Call


1 day


Thu 1/30/03


Thu 1/30/03


70


Weekly SP/Vendor ITP Conference Call


1 day


Thu 2/6/03


Thu 2/6/03


71


Weekly SP/Vendor ITP Conference Call


1 day


Thu 2/13/03


Thu 2/13/03


72


Weekly SP/Vendor ITP Conference Call


1 day


Thu 2/20/03


Thu 2/20/03


73


Weekly SP/Vendor ITP Conference Call


1 day


Thu 2/27/03


Thu 2/27/03


74


Phase 2.0 Turn Up Testing Of Enhancement


206 days


Fri 8/9/02


Fri 5/16/03


75


Phase 2.1 Turn Up Test Plan and Test Case Completion


147 days


Fri 8/9/02


Mon 3/3/03


76


Turn Up Test Case List Draft #1 distributed to Industry


1 day


Fri 8/9/02


Fri 8/9/02


77


Turn Up Test Case List review period by Industry


27 days


Tue 8/13/02


Wed 9/18/02


78


Turn Up Test Case List Draft #2 distributed to Industry


1 day


Tue 10/8/02


Tue 10/8/02


79


Turn Up Test Case List Draft #2 review period by Industry


10 days


Wed 10/9/02


Tue 10/22/02


80


Turn Up Test Cases - Draft #1 distributed to Industry


1 day


Fri 11/22/02


Fri 11/22/02


81


Turn Up Test Cases - Draft #1 review period by Industry


16 days


Mon 11/25/02


Mon 12/16/02


82


Turn UP Test Cases - Review Conf call


2 days


Tue 12/17/02


Wed 12/18/02


83


Turn Up Test Cases - Draft #2 distributed to Industry


1 day


Fri 1/17/03


Fri 1/17/03


84


Turn Up Test Cases - Draft #2 review period by Industry


15 days


Mon 1/20/03


Fri 2/7/03


85


FINAL Publishing of Turn Up Test Plan for R3.2


1 day


Fri 2/14/03


Fri 2/14/03


5/12


May
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86


SP Certification & Regression Test Plan with mods for R3.2, distributed to Industry


1 day


Tue 2/18/03


Tue 2/18/03


87


SP Certification & Regression Test Plan with mods for R3.2, review period by Industry


10 days


Tue 2/18/03


Mon 3/3/03


88


FINAL Publishing of Turn Up Test Plan, REGRESSION PORTION


1 day


Mon 3/3/03


Mon 3/3/03


89


Phase 2.2 Turn Up Test Execution


69 days


Tue 2/18/03


Fri 5/16/03


90


Sample BDD and SMURF files distributed for NANC 169, 354, and 323


1 day


Tue 2/18/03


Tue 2/18/03


91


Turn Up Testing Communication Plan


57 days


Wed 3/5/03


Thu 5/15/03


92


Daily TUT Status reports


40 days


Wed 3/5/03


Fri 4/25/03


93


Weekly SP TUT Conference call


1 day


Thu 3/6/03


Thu 3/6/03


94


Weekly SP TUT Conference call


1 day


Thu 3/13/03


Thu 3/13/03


95


Weekly SP TUT Conference call


1 day


Thu 3/20/03


Thu 3/20/03


96


Weekly SP TUT Conference call


1 day


Thu 3/27/03


Thu 3/27/03


97


Weekly SP TUT Conference call


1 day


Thu 4/3/03


Thu 4/3/03


98


Weekly SP  TUT Conference call


1 day


Thu 4/10/03


Thu 4/10/03


99


Weekly SP  TUT Conference call


1 day


Thu 4/17/03


Thu 4/17/03


100


Weekly SP TUT Conference call


1 day


Thu 4/24/03


Thu 4/24/03


101


Weekly SP TUT Conference call


1 day


Thu 5/1/03


Thu 5/1/03


102


Weekly SP TUT Conference call


1 day


Thu 5/8/03


Thu 5/8/03


103


Weekly SP TUT Conference call


1 day


Thu 5/15/03


Thu 5/15/03


104


SP Release  3.2 Testing


60 days


Mon 3/3/03


Fri 5/16/03


105


SP Individual Testing Session 


42 days


Mon 3/3/03


Fri 4/25/03


106


SP Group and Performance Testing


14 days


Mon 4/28/03


Wed 5/14/03


105


107


SP Failover Testing


2 days


Thu 5/15/03


Fri 5/16/03


108


Phase 3.0 Roll Out of Enhancement


128 days


Fri 1/3/03


Wed 6/18/03


109


EMW (Enhanced Maintenance Window) Blanket Request Completion


1 day


Fri 1/3/03


Fri 1/3/03


110


Notification of delivery to Industry (SLR 24)


1 day


Fri 3/7/03


Fri 3/7/03


111


LLC/PEs Identify sequence of region installation


1 day


Fri 3/21/03


Fri 3/21/03


112


Region 1  Install 3.2 Release


36 days


Fri 4/18/03


Fri 5/30/03


113


Provide 30 day notification


1 day


Fri 4/18/03


Fri 4/18/03


5/12


May
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114


Send out SP Profile Questionaire


1 day


Mon 4/28/03


Mon 4/28/03


115


Preliminary Go/No Go Decision


1 day


Fri 5/2/03


Fri 5/2/03


116


SPs profile information due to NeuStar


1 day


Mon 5/5/03


Mon 5/5/03


117


NPAC Taken down for H/w S/w install


1 day


Sun 5/18/03


Sun 5/18/03


118


Region 1 Final Go-NoGo decision


0 days


Sun 5/18/03


Sun 5/18/03


119


Install Rel 3.2 Production Software


1 day


Sun 5/18/03


Sun 5/18/03


120


Region 1 General Availability


0 days


Mon 5/19/03


Mon 5/19/03


121


Region 1 Contigency Plan conference call 


0 days


Mon 5/19/03


Mon 5/19/03


122


Region 1 Soak Period


11 days


Mon 5/19/03


Fri 5/30/03


123


124


Regions 2,3 and 4 Install 3.2 Release


35 days


Fri 5/2/03


Fri 6/13/03


125


Provide 30 day notification


1 day


Fri 5/2/03


Fri 5/2/03


126


Send out SP Profile Questionaire


1 day


Mon 5/12/03


Mon 5/12/03


127


Preliminary Go/No Go decision


1 day


Fri 5/16/03


Fri 5/16/03


128


SPs profile information due to NeuStar


1 day


Mon 5/19/03


Mon 5/19/03


129


NPAC Taken down for H/w S/w install


1 day


Sun 6/1/03


Sun 6/1/03


130


Regions 2,3 and 4  Final Go-NoGo decision


0 days


Sun 6/1/03


Sun 6/1/03


131


Install Rel 3.2 Production Software


0 days


Sun 6/1/03


Sun 6/1/03


132


Regions 2,3 and 4 General Availability


0 days


Mon 6/2/03


Mon 6/2/03


133


Regions 2,3 and 4 Contigency Plan conference call 


0 days


Mon 6/2/03


Mon 6/2/03


134


Regions 2,3 and 4 Soak Period


10 days


Mon 6/2/03


Fri 6/13/03


135


136


Regions 5,6 and 7 Install 3.2 Release


26 days


Fri 5/16/03


Mon 6/16/03


137


Provide 30 day notification


1 day


Fri 5/16/03


Fri 5/16/03


138


Send out SP Profile Questionaire


1 day


Mon 5/26/03


Mon 5/26/03


139


Preliminary Go/No Go decision


1 day


Fri 5/30/03


Fri 5/30/03


140


SPs profile information due to NeuStar


1 day


Mon 6/2/03


Mon 6/2/03


141


NPAC Taken down for H/w S/w install


1 day


Sun 6/15/03


Sun 6/15/03


5/12


May
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142


Regions 5,6 and 7 Final Go-NoGo decision


0 days


Sun 6/15/03


Sun 6/15/03


143


Install Rel 3.2 Production Software


1 day


Sun 6/15/03


Sun 6/15/03


144


Regions 5,6 and 7 General Availability


0 days


Mon 6/16/03


Mon 6/16/03


145


Regions 5,6 and 7 Contigency Plan conference call 


1 day


Mon 6/16/03


Mon 6/16/03


146


147


Send Notice to clean up DPC and LRN data in existing SVs 


1 day


Wed 6/18/03


Wed 6/18/03


148


149


SOW Close out


0 days


Mon 6/16/03


Mon 6/16/03


150


Issue letter to PEs Results of Installation


0 days


Mon 6/16/03


Mon 6/16/03


151


Post Mortem Conference Call


0 days


Mon 6/16/03


Mon 6/16/03


5/12


May
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CO Code Re-Allocation Process – User MP DRAFT 0-3

Purpose and Scope


The CO Code (NXX) Re-Allocation Process is a method to override NPAC CO Code (NXX) ownership data in order to reflect a new “LERG Assignee” event and to do so without impacting ported customers whose TN (or associated LRN) contains the NXX code.  This is done by converting the NXX code to ten pooled blocks and porting the blocks desired to the new LERG assignee.  This M&P provides a set of procedures for NPAC Users to use when they are becoming a new LERG Assignee for a portable NXX and where it is not feasible to use the conventional approach of deleting (and later re-creating) all of the SVs involving the NXX code.  

This document applies for both Non-Pooling NXXs and Pooling NXXs.  A “Non-Pooling NXX” is one that has not been acted upon by the Pool Administrator and thus is not marked in the LERG as a pooled NXX; this would include all NXXs in non-pooling areas and possibly some NXXs in pooling areas.  A “Pooling NXX” is one that has been acted upon by the Pool Administrator and thus is marked in the LERG as a pooled NXX.


Procedure Summary


1. CO Code (NXX) Re-Allocation Procedure

a. For Non-Pooling NXXs

b. For Pooling NXXs

2. CO Code Re-Allocation Process Points of Contact

a. North American Numbering Plan Administration (NANPA)

b. Number Pool Administration (PA)

c. Number Portability Administration Center (NPAC)

3. Flowchart

4. 

a. 

b. 

c. 

5. 

a. 

Procedure Detail


Note:  NANPA CO Code Administration and NeuStar Number Pool Administration will follow Appendix C & 7, Procedures for Code Holder/LERG Assignee Exit of the INC Guidelines for NXX / Thousands-Block Reallocation.

1.   Non-Pooling NXX Flow 

Note:  The NANPA CO Code Administrator sends CO Code Part 3 to the new LERG assignee.

1.1 The new LERG Assignee completes the LNP NXX LERG Assignee Transfer form (LERG Assignee Part 1B) for those thousands-blocks that have ported numbers and any other additional thousands-blocks they need to port.  Then forwards the form and CO Code Part 3 form to the NPAC Administrator.

1.2 The NPAC Administrator receives the CO Code Part 3 and the LNP NXX LERG Assignee Transfer forms from the new LERG assignee. 

1.3 If for some reason the thousands-blocks cannot be ported on the effective date, the NPAC Administrator will contact the new LERG assignee to negotiate a date to port the numbers. 

1.4 The NPAC Administrator builds the individual Block tables for the thousands-blocks indicated on the LNP NXX LERG Assignee Transfer form.

1.5 On the effective date (or the date negotiated with the new LERG Assignee), NPAC will download the thousands-blocks with a port type of “Pool”. 

1.6 Upon completion of the download, the NPAC administrator completes the LNP NXX LERG Assignee Transfer form and forwards a completed copy to the new LERG assignee.

1.7 The NPAC administrator shall update the NPAC tracking database.

Note:  The NPAC tracking database has been created to track LERG assignee changes to carriers who are not the original SPID holder in the NPAC database. This will facilitate changes to the NPAC’s network data once NANC change order 323 has been implemented at the NPAC and all NPAC Users are able to implement the corresponding changes in their systems. Until that time, this database will track the current LERG assignees at the NPAC.


2.   Pooling NXX Flow 

Note:  The new LERG assignee completes the LNP NXX LERG Assignee Transfer form for those thousands-blocks that have not been assigned to another carrier and are being retained by the new LERG assignee.  The new LERG assignee submits the form to the Pooling Administrator.  In a pooling NXX, the new LERG assignee must retain all thousands-blocks contaminated in excess of 10%. 

2.1 The Pooling Administrator forwards the LNP NXX LERG Assignee Transfer form (LERG Assignee Part 1B) to the NPAC Administrator and returns the PA Part 3 form to the new LERG assignee.  

2.2 The NPAC Administrator receives the LNP NXX LERG Assignee Transfer form from the Pooling Administrator.

2.3 If for some reason the thousands-blocks cannot be ported on the effective date, the NPAC Administrator will contact the new LERG assignee to negotiate a date to port the numbers.

2.4 The NPAC Administrator builds the individual Block tables for the thousands-blocks indicated on the LNP NXX LERG Assignee Transfer form.

2.5 On the effective date (or date negotiated with the new LERG Assignee), NPAC downloads the thousands-blocks with a port type of “Pool”.

2.6 Upon completion of the download, the NPAC administrator completes the LNP NXX LERG Assignee Transfer form and forwards a completed copy to the new LERG assignee and Pooling Administrator. 

2.7 The NPAC Administrator shall update the NPAC tracking database.

Note:  The NPAC tracking database has been created to track LERG assignee changes to carriers who are not the original SPID holder in the NPAC database. This will facilitate changes to the NPAC’s network data once NANC change order 323 has been implemented at the NPAC and all NPAC Users are able to implement the corresponding changes in their systems. Until that time, this database will track the current LERG assignees at the NPAC.

Points of Contact

North American Numbering Plan Administration (NANPA)

For questions regarding non-pooling NXXs relating to the CO Code (NXX) Re-Allocation Process, contact the appropriate NANPA Code Administrator.  To view the list of NANPA Code Administrators by State, go to www.nanpa.com and select the Central Office Code Administrators link under the Frequently Visited Pages section.

NeuStar Number Pool Administration (PA) 

For questions regarding pooling NXXs relating to the CO Code (NXX) Re-Allocation Process, contact the appropriate Pooling Administrator.  To view the list of Pooling Administrators, go to www.nationalpooling.com and select the “Contact Us” link located at the bottom of the page.

Number Portability Administration Center  (NPAC)

For NPAC related questions regarding the CO Code (NXX) Re-Allocation Process, the primary contact is cocodenpac@neustar.biz.
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Flowchart

CO Code (NXX) Re-Allocation Process (w/ Active Ported Numbers)

      Non-pooling NXX





            
      Pooling NXX1
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� A “Non-Pooling NXX” is one that has not been acted upon by the Pool Administrator and thus is not marked in the LERG as a pooled NXX; this would include all NXXs in non-pooling areas and possibly some NXXs in pooling areas.  A “Pooling NXX” is one that has been acted upon by the Pool Administrator and thus is marked in the LERG as a pooled NXX.  
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 NPAC receives the LNP NXX LERG Assignee Transfer form from the new LERG assignee to port thousands-blocks  from the old LERG assignee to the new LERG assignee. 
Or 
NPAC receives the LNP NXX LERG Assignee Transfer form from the PA  if the NXX is in Pooling. �


NPAC builds appropriate number of Block Tables for 1K blocks as indicated on the LNP NXX LERG Assignee Transfer form. �


3�


2�


1�


4�


On the LERG effective 
date NPAC downloads  blocks with a port type of Pool. �


5�


Upon completion of ports, NPAC completes and sends the LNP NXX LERG Assignee Transfer form to the new LERG assignee and PA if applicable. �


6�


PA follows Appendix C/7: Procedures for Code Holder/LERG Assignee Exit to find a new LERG assignee.  The new LERG assignee 
completes the LNP NXX LERG Assignee Transfer form  for  those  thousands-blocks  being retained by the new LERG assignee and submits it  to the PA.     �


7�


PA forwards the LNP NXX LERG Assignee Transfer form to NPAC and the PA Part 3 to the new LERG assignee.   �


Update NPAC
 tracking database�


NANPA follows Appendix C/7: Procedures for Code Holder/LERG Assignee Exit to find a new LERG assignee.  NANPA  sends CO Code Part 3 to the new LERG assignee.  �


New LERG assignee 
completes the LNP NXX LERG Assignee Transfer form for those thousands-blocks  that have ported numbers and any additional thousands-blocks they need to port.  Then forwards the form and CO Code Part 3 to NPAC. �
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NPAC negotiates 
port dates if necessary.�
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Version 3 of DRAFT Change Order Submitted by Verizon to Address PIM 22 


Removal of Conflict Status




Origination Date: 02/07/03


Originator:  Verizon


Change Order Number: 375

Description:  New Conflict Timer for Removal of Conflict Status


Pure Backwards Compatible: TBD


IMPACT/CHANGE ASSESSMENT


FRS

IIS

GDMO

ASN.1

NPAC

SOA

LSMS



TBD

TBD

TBD

TBD

TBD

TBD

TBD



Business Need:

Customers have been taken out of service inadvertently due to the New Service Provider continuing with a port that had been placed into Conflict by the Old Service Provider after the 6 hour timer had expired, instead of investigating why the port was placed into Conflict.


When the Old Service Provider receives a SOA notification from NPAC that another service provider has issued a CREATE message to NPAC in order to schedule a port-in of the Old Service Provider’s customer, the Old Service Provider should check to see that a matching Local Service Request (LSR) has been received from that service provider regarding that specific TN.  If no matching LSR is found, the Old Service Provider may place the port into Conflict status with a Cause Code set to “LSR Not Received.”  In an increasing rate of instances, the New Service Provider is waiting for the 6 hour Conflict Resolution New Service Provider Restriction Tunable Parameter timer to expire, and is proceeding with porting the number.  This has led to a number of customers being inadvertently ported and taken out of service from a terminating call perspective because the wrong TN was entered in the original CREATE message sent by the New Service Provider to NPAC.


This proposed Change Order, as did PIM 22 accepted by the LNPA, seeks to prevent instances where customers are taken out of service inadvertently after the New Service Provider continues with a port that had been placed into Conflict by the Old Service Provider.  In these cases, the port was placed into Conflict Status by the Old Service Provider because of indications that the New Service Provider may possibly be porting the wrong TNs.


Description of Change:


The current Cause Values indicating why the Old Service Provider has placed a port into Conflict are as follows:


50 - LSR Not Received


51 - FOC Not Issued


52 - Due Date Mismatch


53 - Vacant Number Port


54 – General Conflict


This Change Order proposes modifying the Conflict functionality in NPAC such that any of these Conflict Status Cause Values may be placed on a list of Cause Values requiring treatment by a new (additional) Conflict Resolution New Service Provider Restriction Tunable Parameter timer, separate and distinct from the existing timer.


At a minimum, the list will initially contain Cause Value 50 – LSR Not Received, and will be set initially to 12 business hours.  The new timer will run from 7am-7pm Central Time, as does the current timer, but the applicable Business Days will be Monday through Saturday in order to prevent missing the due date of legitimate ports.  The flexibility will be such that additional Cause Values may be added, and the timer's tunable setting changed, by agreement of the LNPA Working Group.


This contribution includes proposals which were prepared to assist the LNPA Working Group. This document is submitted for discussion only, and is not to be construed as binding on Verizon.  Subsequent study may lead to a revision of this document, both in numerical value and/or form, and, after continuing study and analysis, Verizon specifically reserves the right to change the contents of this contribution


* CONTACT: Gary Sacra; email: gary.m.sacra@verizon.com; Tel: 410-736-7756
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CO Code (NXX) Re-Allocation Process


 (with active Ported Numbers) 


      Non-pooling NXX1




            

Pooling NXX2
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1. NANPA CO Code Administration and NeuStar Number Pool Administration will follow Appendix C & 7, Procedures for Code Holder/LERG Assignee Exit of the INC Guidelines for NXX/Thousands-Block Reallocation.


2. Non-pooling NXX Flow (Note: Last digit of paragraphs below correspond to numbers on flow chart)

2.1. The NANPA CO Code Administrator sends CO Code Part 3 to the new LERG assignee.


2.2. The new LERG Assignee completes the LNP NXX LERG Assignee Transfer form for those thousands-blocks that have ported numbers and any additional thousands-blocks they need to port.  Then forwards the form and CO Code Part 3 to the NPAC Administrator.


2.3. The NPAC Administrator receives the CO Code Part 3 and the LNP NXX LERG Assignee Transfer form from the new LERG assignee. 


2.4. If for some reason the thousands-blocks cannot be ported on the effective date, the NPAC Administrator will contact the new LERG assignee to negotiate a date to port the numbers. 


2.5. The NPAC Administrator builds the individual Block tables for the thousands-blocks indicated on the LNP NXX LERG Assignee Transfer form.


2.6. On the effective date (or the date negotiated with the new LERG Assignee), NPAC will download the thousands-blocks with a port type of “Pool”. 


2.7. Upon completion of the download, the NPAC administrator completes the LNP NXX LERG Assignee Transfer form and forwards a completed copy to the new LERG assignee.


2.8. The NPAC administrator shall update the NPAC tracking database.


2.8.1. The NPAC tracking database has been created to track LERG assignee changes to carriers who are not the original SPID holder in the NPAC database. This will facilitate corrections to the NPAC database once a SOW (Statement Of Work) has been developed and implemented which will allow the SPID (Service Provider ID) to be changed in the NPAC database. Until such time as a SOW has been developed and implemented, this database will track the current LERG assignee at the NPAC.


3. Pooling NXX Flow (Note: Last digit of paragraphs below correspond to numbers on flow chart)

3.1. The new LERG assignee completes the LNP NXX LERG Assignee Transfer form for those thousands-blocks that have not been assigned to another carrier and are being retained by the new LERG assignee.  The new LERG assignee submits the form to the Pooling Administrator.  


3.2. The Pooling Administrator forwards the LNP NXX LERG Assignee Transfer form to the NPAC Administrator and returns the PA Part 3 to the new LERG assignee.


3.3. The NPAC Administrator receives the LNP NXX LERG Assignee Transfer form from the Pooling Administrator.


3.4. If for some reason the thousands-blocks cannot be ported on the effective date, the NPAC Administrator will contact the new LERG assignee to negotiate a date to port the numbers.


3.5. The NPAC Administrator builds the individual Block tables for the thousands-blocks indicated on the LNP NXX LERG Assignee Transfer form.


3.6. On the effective date (or date negotiated with the new LERG Assignee), NPAC downloads the thousands-blocks with a port type of “Pool”.


3.7. Upon completion of the download, the NPAC administrator completes the LNP NXX LERG Assignee Transfer form and forwards a completed copy to the new LERG assignee and Pooling Administrator. 


3.8. The NPAC Administrator shall update the NPAC tracking database.


3.8.1. The NPAC tracking database has been created to track LERG assignee changes to carriers who are not the original SPID holder in the NPAC database. This will facilitate corrections to the NPAC database once a SOW (Statement Of Work) has been developed and implemented which will allow the SPID (Service Provider ID) to be changed in the NPAC database. Until such time as a SOW has been developed and implemented, this database will track the current LERG assignee at the NPAC.


Note: For a Pooling NXX, the new LERG assignee must retain all thousands-blocks contaminated in excess of 10%.


CO Code (NXX) Re-Allocation Process


 (with active Ported Numbers) 


NANPA, PA & NPAC


Point of Contacts


North American Numbering Plan Administration (NANPA)


For questions regarding non-pooling NXXs relating to the CO Code (NXX) Re-Allocation Process, contact the appropriate NANPA Code Administrator.  To view the list of NANPA Code Administrators by State, go to www.nanpa.com and select the Central Office Code Administrators link under the Frequently Visited Pages section.


NeuStar Number Pool Administration (PA) 


For questions regarding pooling NXXs relating to the CO Code (NXX) Re-Allocation Process, contact the appropriate Pooling Administrator.  To view the list of Pooling Administrators, go to www.nationalpooling.com and select the Contact Us link located at the bottom of the page.


Number Portability Administration Center  (NPAC)


For NPAC related questions regarding the CO Code (NXX) Re-Allocation Process, send an email to cocodenpac@neustar.biz.


1 A "Non-pooling NXX" is one that has not been acted upon by the Pool Administrator and thus is not marked in the LERG as a pooled NXX; this would include all NXXs in non-pooling areas and possibly some NXXs in pooling areas.  



2 A "Pooling NXX" is one that has been acted upon by the Pool Administrator and thus is marked in the LERG as a pooled NXX.
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 NPAC receives the LNP NXX LERG Assignee Transfer form from the new LERG assignee to port thousands-blocks  from the old LERG assignee to the new LERG assignee. 
Or 
NPAC receives the LNP NXX LERG Assignee Transfer form from the PA  if the NXX is in Pooling. �
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Upon completion of ports, NPAC completes and sends the LNP NXX LERG Assignee Transfer form to the new LERG assignee and PA if applicable. �
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PA follows Appendix C/7: Procedures for Code Holder/LERG Assignee Exit to find a new LERG assignee.  The new LERG assignee 
completes the LNP NXX LERG Assignee Transfer form  for  those  thousands-blocks  being retained by the new LERG assignee and submits it  to the PA.     �
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PA forwards the LNP NXX LERG Assignee Transfer form to NPAC and the PA Part 3 to the new LERG assignee.   �
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NANPA follows Appendix C/7: Procedures for Code Holder/LERG Assignee Exit to find a new LERG assignee.  NANPA  sends CO Code Part 3 to the new LERG assignee.  �


New LERG assignee 
completes the LNP NXX LERG Assignee Transfer form for those thousands-blocks  that have ported numbers and any additional thousands-blocks they need to port.  Then forwards the form and CO Code Part 3 to NPAC. �
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Mission Statement


To assess Number Portability industry production technical issues within the purview of the LNPA Working Group and develop recommendations for the strategic direction of the Number Portability architecture.


I. Discussion Topic Categories for February 2003 Meeting


(items highlighted in yellow are considered higher priority and will be discussed):


Current Issues (45 minutes discussion during each meeting)


· Making EDR required for pooling


· Production issues

· Enforcing a sunset policy, removing SP flags, performance impacts


· Non-critical LSMSs and avoiding partial failures (receive only LSMSs, not used for routing)


· Third party product issues


· NPAC Maintenance Mode – allowed requests? (NANC 370)


· Analysis of provider use and/or efficiency of past NPAC changes

Interface Requirements (30 minutes discussion during each meeting) 


· Defining base assumptions


· Business principals

· Protocol alternatives (NANC 372).  Sub-tasks still need to be prioritized.  Dave Cochran to discuss business drivers.


· Interface OID changes


Interface Improvements (2 hours discussion during each meeting)


· Outbound flow control

· Recovery changes

· 15/60 minute abort changes

· Round-Robin Broadcasts (ILL 5, NANC 353)


· Batch processing for LSMS/SOA Requests and Notifications


· Enhanced Error Messaging, e.g., application level errors (NANC 130)


· NPAC and SOA/LSMS data integrity, syncing up all SPs and their DBs (why seeing lots of audits)


Performance Requirements (30 minutes discussion during each meeting)


· NPAC/SOA/LSMS performance/availability requirements, measurements (testing), enforcement (compliance)

· Efficient Data Gathering (e.g., vendor metrics, LLC requests) (NANC 362)


II. Outbound Flow Control (NANC 368)


A. Business Need:


During the Oct ’02 LNPAWG meeting, a discussion took place surrounding outbound flow control, and the merits of changing the flow control of messages from the receiving end to the sending end.  The current implementation of flow control between the NPAC and SOA/LSMS systems is completely determined by the receiving end of the CMIP connection.  This approach works, but it allows the large buffers between the sender and the receiver to act as a queue when the receiver can’t keep up with the sender.  These buffers allow for, in some cases, hundreds of messages to be backed up between the sender and the receiver before the sender gets a congestion indication.  In some cases, the queue that builds up cannot be processed in 5 minutes, thereby causing departure times to expire and the association to be aborted.


Another negative impact of the current flow control approach is the lack of ability to correctly prioritize outbound messages.   In the LNP systems, the sender, not the OSI stack, manages the priority that is assigned to a message.  Once a large backlog of low priority messages is built up, any subsequent high priority message must wait for all those messages ahead of it in the queue.  If the sender carefully manages the outbound queue, then high priority messages won’t have to wait as long to be sent to the receiving system.


B. Description of Change:


By implementing outbound flow control on the sender system, the various buffers in the OSI stack would not fill up as done currently.  It would be the sender’s responsibility to detect that (n) number of messages have been sent without receiving a response.  In this case, the sender should stop sending until the number of non-responsive messages drops below a threshold (t).  If implemented on both ends (NPAC and SP), outbound flow control would prevent congestion because neither side would fill the buffers between the two systems.


As stated by Jim Rooks during the Oct ’02 LNPAWG meeting, outbound flow control could be implemented at the NPAC without impacting Service Provider systems.  Service Providers are not required to implement this feature concurrently with NPAC.


Nov ‘02, Outbound Flow Control would be set up for every connection to the NPAC.  Message processing speed and message prioritization for each SP is independent of other SPs (just like today, where one slow SP doesn't mean others are directly affected), regardless of each SP's setting.


C. Major points/processing flow/high-level requirements:


1) Flow Control will be implemented on the NPAC side of the CMIP interface, no action or modification is required by the SOA/LSMS.


2) Flow Control activity and behavior only applies to normal mode, not recovery mode.


3) Flow Control activity is applicable for the following types of data:  SP, network, NPB, SV, notification.


4) No reports are required for Flow Control.


5) NPAC tunables for Flow Control include:


a) Flow Control Upper Threshold Tunable, unit = messages, range = 50-500, default = 100, definition = Number of non-responsive messages sent to a SOA/LSMS before Flow Control is invoked.


b) Flow Control Lower Threshold Tunable, unit = messages, range = 1-500, default = 10, definition = Number of non-responsive messages sent to a SOA/LSMS that is in a Flow Control state before normal processing is resumed.


6) The NPAC sends messages to the associated SOA/LSMS.


a) Under normal conditions where the SOA/LSMS is able to keep up with the NPAC, Flow Control is not encountered.


b) Under some load conditions, the SOA/LSMS is not able to keep up with the messages sent from the NPAC.  In this situation, Flow Control is encountered.


i) NPAC implements a real-time flag indicating whether a SOA/LSMS is in a Flow Control state.


ii) When getting ready to send a message to a SOA/LSMS, NPAC checks this flag to determine if it’s OK to send this message.


(1) If the flag is false, the message is sent.


(2) If the flag is true, the message is held.


7) For a SOA/LSMS that is currently in a normal state (not in Flow Control), the NPAC monitors the number of outstanding non-responsive messages sent to that SOA/LSMS.


a) If the number of outstanding non-responsive messages is greater than or equal to the Flow Control Upper Threshold, the NPAC sends the current message it is handling, and sets the Flow Control flag to true.


b) If the number of outstanding non-responsive messages is less than the Flow Control Upper Threshold, NPAC sends the current message it is handling, and continues with normal processing.


8) For a SOA/LSMS that is currently in a Flow Control state, the NPAC monitors the number of outstanding non-responsive messages sent to that SOA/LSMS.


a) If the number of outstanding non-responsive messages is greater than the Flow Control Lower Threshold, no action is taken.


b) If the number of outstanding non-responsive messages is less than or equal to the Flow Control Lower Threshold, the NPAC resumes sending messages (whether queued or normal).


9) A SOA/LSMS that is in a Flow Control state will have outstanding non-responsive messages.


a) For all outstanding non-responsive messages that were sent, NPAC response timers and abort behavior will apply.


b) For all messages not sent but held because the Flow Control flag is set to true, NPAC response timers and abort behavior will NOT apply.


10) An audit to an LSMS that is in a Flow Control state will behave as it currently does for a non-responsive LSMS (i.e., the audit would be initiated, queries would be generated, and the message would timeout after 15 minutes).


III. Recovery Changes – “Send What I Missed” recovery message (NANC 351)


D. Business Need:


The NPAC SMS and Service Provider SOA/LSMS exchange messages and a response is required for each message.  The current NPAC architecture requires a response to every message within a 15-minute window, or the requestor will abort the association.


If a Service Provider fails to respond to an NPAC message, the NPAC aborts that specific association and the Service Provider must re-associate in recovery mode, request a “best guess” time range of missed messages from the NPAC, receive and process all missed messages, then start processing in normal mode until they are totally caught up with the backlog of messages.


One problem of the current “best guess” approach is the trial-and-error recovery processing that a Service Provider must perform in certain circumstances (e.g., when there is too much data to send in a response to a single request).  This can create unnecessary workload on both the NPAC and the Service Provider.


A better method is to implement the “Send What I Missed” approach (SWIM).  Service Providers can optionally use this new message to perform the recovery function.  This improves the efficiency of recovery processing for the NPAC and Service Providers because guesswork is eliminated.


E. Description of Change:


Create a new process that incorporates the ability for a Service Provider to request that the NPAC send missed messages.  In order to accomplish this, the NPAC will need to keep track of messages that were not sent.


For the “Send What I Missed” message (SWIM) initiated by a SOA/LSMS, the NPAC would send back a confirmation that the message was received, then begin the process of returning the missed messages.  This would be accomplished through a new NPAC message “Sending Updates Needed” (SUN).  The NPAC behavior using SUN would be different than the current recovery process for the maximum amount of time (e.g., 60 minutes) and data (e.g., TNs).  With SUN, the NPAC would use Blocking Factor tunables (similar to 187-Linked Replies) and send data to the SOA/LSMS in “chunks”.  This alleviates the problems associated with single, large messages.  This also allows incremental roll-up activity to occur if needed within the NPAC.  The data in SUN would be sent by type of data (e.g., no mixing of network data with SV data).  The SOA/LSMS will “respond” in one of three ways: confirm, deny/error, non-response.


F. Major points/processing flow/high-level requirements:


1) This recovery enhancement will implement two new recovery ACTION messages.  Both of these are optional functionality, but are co-requisites of each other.


a) Add a new Send What I Missed message (SWIM).  This message is initiated by a recovering SOA/LSMS, and allows for the recovery of network, subscription, number pool block, and notification data.  SWIM will be sent by the recovering SOA/LSMS as part of their association bind request.  The NPAC will return a confirmation message back to the originating SOA/LSMS.


b) Add a new Sending Updates Needed message (SUN).  This message is initiated by the NPAC.  It is sent, along with applicable data, after receiving and confirming a SWIM message from a recovering SOA/LSMS.


2) No reports are required for this recovery enhancement.


3) NPAC regional tunables are TBD for this recovery enhancement.  (re-use 187 Blocking Factor tunables)


4) A new SP profile flag is added to define whether or not an SP supports the SWIM/SUN message set.  Once the flag is set to TRUE, history data will be stored that allows for the implementation of SWIM/SUN.

5) Service Providers can continue to use the existing recovery mechanism/messages (lnpDownload, lnpNotificationRecovery) to recover missed data between the SOA/LSMS and the NPAC.


6) SWIM can be used by both 187-Service Providers (linked replies will be sent), and non-187-Service Providers (regular non-linked reply will be sent).


7) The NPAC will keep track of messages destined for a SOA/LSMS that were NOT successfully responded to by the SOA/LSMS.


8) SOA/LSMS associates to the NPAC and uses SWIM.  The NPAC:


a) Determines the messages missed by the requesting SOA/LSMS


b) Uses SP Profile flags for ranges, notification types, EDR, linked replies


c) Applies appropriate NPA-NXX filters


d) Packages up and sends the maximum data given the different variables and tunable settings (NPAC initiated SUN message).  The recovering SOA/LSMS confirms each SUN message (separate messages by type of data, and possibly multiple messages for any given type of data).  This process continues until all missed data has been sent to the requesting SOA/LSMS.


e) Updates status/failed SP list, and sends notifications to SOAs


9) Upon completion of recovery, NPAC sends an empty SUN message indicating the end of the missed data.  At this point in time, processing between SOA/LSMS and NPAC continues in normal mode.


IV. Recovery Changes – Recovery of SPID (NANC 352)


G. Business Need:


The NPAC SMS allows for the recovery of missed messages for network data, block data, and SV data.  However, the NPAC functionality based on current requirements does not allow recovery of customer information (SPIDs).  So, if customer information is downloaded, and the Service Provider misses it, it is not recoverable.


This new functionality would improve the recovery process by adding customer (i.e., header data) to the list of recoverable messages, so that subordinate network/block/SV data does not cause rejects or errors.


H. Description of Change:


Implement a new optional recovery request that allows the Service Provider to recover customer information (SPIDs).  This new optional feature would send missed customer adds, modifies, or deletes to the Service Provider during the recovery process.


A Service Provider could implement this optional feature at any time, and would send this request during the recovery process similar to the requests sent for network, block, and SV data today.


I. Major points/processing flow/high-level requirements:


1) This recovery of SPID enhancement will implement a new recovery request type.  This will be used with the lnpDownload message.  This is optional functionality.


2) This recovery of SPID enhancement only applies to recovery mode, not normal mode.


3) No reports are required for this recovery enhancement.


4) The data representation would include, SPID, SP name, and download reason.


5) NPAC regional tunables will be added for 187-Linked Replies capable Service Providers (maximum recoverable data, Blocking Factor).


6) No NPAC SPIDables are required for this recovery enhancement.


7) This new request type can be used by both 187-Service Providers (linked replies will be sent), and non-187-Service Providers (regular non-linked reply will be sent).


8) SOA/LSMS associates to the NPAC and uses the new request type with the lnpDownload message.  The NPAC:


a) Validates the message by the requesting SOA/LSMS


b) Validates maximum recovery size (if over the max size, an error message is returned)


c) Uses SP Profile flags for linked replies


d) Skips checks for SP Profile flags for ranges, notification types, EDR, and skips check for NPA-NXX filters


e) Packages up and sends the maximum data given the different variables and tunable settings.  This process continues until all requested recoverable data has been sent to the requesting SOA/LSMS.


9) Upon completion of recovery, SOA/LSMS sends existing recovery complete message (lnpRecoveryComplete), and processing between SOA/LSMS and NPAC continues in normal mode.


V. Recovery Changes – BDD for Notifications (NANC 348)


J. Business Need:


Service Providers use Bulk Data Download (BDD) files to recover customer, network, block, and subscription data in file format.  This occurs when automated recovery functionality is either not available or not practical (e.g., too large of time range) for the data that needs to be recovered.


The current requirements do not address BDD files for notifications.  In order to provide more complete functionality for a Service Provider to “replay” messages sent by the NPAC, the ability for the NPAC to generate a BDD file for a time range of notifications would potentially reduce operational issues and the work effort required for a Service Provider to get back in sync with the NPAC, by providing the Service Provider with all information that they would have received had they been associated with the NPAC.  Additionally, this would be needed for LTI users transitioning to a SOA, or SOA users that need to recover notifications for more than the industry-recommended timeframe of 24 hours.


With this change order, the NPAC would have the capability to generate a BDD file of notifications for a Service Provider within a certain date and time range.


K. Description of Change:


The NPAC would provide the functionality for NPAC Help Desk personnel to generate a BDD file of notifications for a requesting Service Provider.


Selection criteria would be any single SPID, date and time range (notification attempt timestamp), and include all types of notifications.  The sort criteria will be chronologically by date and time.  The file name will contain an indication that this is a notification file, along with the requested date and time range.  The output file would be placed in that Service Provider’s ftp site directory.


L. Major points/processing flow/high-level requirements:


1) The request for a BDD is originated by an SP, and follows M&P steps on contacting NPAC personnel, and providing required information.

2) The GUI allows:

a) NPAC personnel to generate a BDD for notifications for a requesting Service Provider.


b) Time-based delta BDD files to be generated.


3) Selection criteria include requesting Service Provider, time range based on notification attempt timestamp (available data based on retention/aging interval).


4) The BDD file:


a) Contains results based on the selection criteria.


b) Sorted in date/time/notification type order.


c) Uses SP Profile flags for ranges, and notification types (at the time the notification was created).


d) Uses NPA-NXX filters (at the time the notification was created).


e) File name indicates notification file and requested date and time.


5) The results file is put in the requesting Service Provider’s FTP sub-directory.

6) The amount of historical data available for the results file will be based on housekeeping processes, and the notification purge tunable value.

VI. 15/60 Minute Abort Changes (NANC 347/350)


M. Business Need:


Note:  During the Nov ‘02 LNPAWG meeting, it was decided by the industry to consolidate NANC 347 and 350 into a single change order that would capture abort behavior.  All parties will also consider how these changes relate to the elimination of aborts (all aborts or just time-related aborts) and outbound flow control.  The expectation is that Service Providers would implement similar abort processes/procedures on their systems, such that “sender” and “receiver” can be used to indicate either NPAC or SOA/LSMS for abort behavior.


15 minute abort behavior


The NPAC SMS and Service Provider SOA/LSMS exchange messages and a response is required for each message.  The current NPAC architecture requires a response to every message within a 15-minute window, or the requestor will abort the association.  This is based on the “X by Y” formula of retry attempts multiplied by retry interval.


If a Service Provider fails to respond to an NPAC message, the NPAC aborts that specific association and the Service Provider must re-associate in recovery mode, request, receive and process all missed messages, then start processing in normal mode until they are totally caught up with any backlog of messages.  During the recovery timeframe, the NPAC must “hold” all messages destined for that Service Provider, and only send them once the Service Provider has completed the recovery process.  This only further delays the desired processing of messages by both the NPAC and the Service Provider.  Additionally, any SV operations except range activate will remain in a sending status until the Service Provider has competed recovery.


With the NPAC implementation, especially during periods of high demand with large porting activity, as defined by the current requirements a Service Provider that falls more than 15 minutes behind will get aborted by the NPAC, thus exacerbating the problem of timely processing of messages.  This occurs even though that Service Provider is still processing messages from the NPAC, albeit more than 15 minutes later.


With this change order, the audit behavior in the 15-minute window of the NPAC would not adversely impact a Service Provider that falls behind, but is still processing messages.


The business need for efficient transmission of messages will only increase as porting volumes increase.


60 minute abort behavior


With the changes described above, the audit behavior in the 60 minute window of the NPAC would allow a Service Provider to fall behind, but put a cap on how far behind (i.e., 60 minutes).  This enhancement could assist a Service Provider in the area of timeliness of updating network data due to a lessening of aborts, customer service, and fewer audits for troubleshooting purposes.


N. Description of Change:


15 minute abort behavior


Change the 15-minute abort timer (tunable by region, currently set to 1 by 15 minutes) to “credit” the Service Provider for responding to some traffic, even if they don’t respond to a specific message within the 15-minute window.


1. This would allow Service Providers that have fallen behind to keep processing the backlog, instead of getting aborted and having to re-associate to the NPAC in recovery mode, which in turn increases workload for both the NPAC and the Service Provider.


2. If the Service Provider fails to respond to ANY of the outstanding message during that 15-minute window, the NPAC would abort the association as is currently done (i.e., at the end of the 15 minute window).


3. If the SP is responding to messages at a slower pace, the NPAC using new timers, would “roll-up” the downloaded data (e.g., SV activate to LSMS with a slow SP) at the end of 15 minutes (tunable by region, defaulted to 15 minutes), to obtain closure on this porting activity.  In this example, the SV would be in partial-failure status, and a notification would be sent to both the activating SOA and old SOA.  The new timer allows the NPAC to separate association abort/monitoring and event completion.

This 15-minute abort behavior change applies to a single SV broadcast.  The flow for SV ranges is a response to the range event (M-EVENT-REPORT response) within 60 minutes (same as today).


60 minute abort behavior


Create a new “60” minute window (tunable by region, defaulted to 60 minutes).  Use this new window the same way that the 15-minute window is used in Release 3.1 (i.e., abort the association for a lack of a response to an individual message from the NPAC).


1. This would allow Service Providers that have fallen behind to keep processing the backlog, instead of getting aborted and having to re-associate to the NPAC in recovery mode, but would put a limit on the amount of time allotted for slower Service Providers.


2. If the Service Provider fails to respond to a given outstanding message during that new 60-minute window, the NPAC would abort the association.  So with this change the Service Provider gets an additional 45 minutes to respond beyond the current 15-minute window.


This change applies to both single and range SV broadcasts.  The SP will have 60 minutes to respond to the LSMS download message from NPAC, and in the case of an ACTION, the response to the event (M-EVENT-REPORT response) as well, or rollup at the NPAC will occur.  This new timer will separate the activities, but they will both be defaulted to 60 minutes.  This would allow changes to the either the roll-up activity or the abort behavior independent of the tunable value of each.


O. Major points/processing flow/high-level requirements:


1) The NPAC exchanges messages with the SOA/LSMS.  For every request from the NPAC, a response is required from the SOA/LSMS.


2) A SOA/LSMS that fails to respond to a message is subject to Abort Processing Behavior (APB).


3) A new Roll-Up Activity Timer (RAT) allows for the separation between the completion of events and association abort/monitoring.  There will be separate timers for single SV broadcasts versus range broadcasts.


4) APB applies to normal mode, not recovery mode.


5) RAT applies to both normal mode and recovery mode.


6) APB is applicable for the following types of data: SP, network, NPB, SV, notification.


7) No reports are required for APB.


8) NPAC tunables for APB allow for the separation between the completion of events and association abort/monitoring.  Separate timers apply to singles versus ranges.


a) RAT tunable for SV singles, unit = minutes, range = 5-60, default = 15, definition = Number of minutes before roll-up activity is initiated for an event involving a single SV.


b) RAT tunable for SV ranges, unit = minutes, range = 5-60, default = 60, definition = Number of minutes before roll-up activity is initiated for an event involving a range of SVs.


c) APB Upper Threshold Tunable, unit = minutes, range = 10-1440, default = 60, definition = Number of minutes before an NPAC abort will occur for a SOA/LSMS that has at least one outstanding message with a delta between the origination time and the current time that is equal to or greater than the tunable window, regardless of whether the SOA/LSMS has incurred any other activity (request or response).


9) No SP specific tunables are required for APB or RAT.


10) SV broadcast information from NPAC to LSMS.


a) For a single SV broadcast:


i) The existing retry functionality applies.  This is designed to perform existing retry behavior, and to provide the initial check for invoking an association abort of the LSMS.  At the completion of the “X by Y” window, a failure to either initiate a request, or respond to any outstanding messages, results in an abort.


ii) The single SV RAT Tunable applies.  This is designed to capture roll-up activity.


iii) The Upper Threshold Tunable applies.  This will provide the secondary check for invoking an association abort of the LSMS.


b) For a range SV broadcast:


i) The existing retry functionality applies.  This is designed to perform existing retry behavior, as abort processing does NOT apply because the LSMS has 60 minutes to respond to the LSMS download message from the NPAC, and in the case of an ACTION, the response to the event (M-EVENT-REPORT response) within 60 minutes as well.  Therefore, range activate broadcasts will only perform abort behavior checks based on the Upper Threshold window. The response to the download message (confirmed mode) from the NPAC will still be required.


ii) The range SV RAT Tunable applies.  This is designed to capture roll-up activity.


iii) The Upper Threshold Tunable applies.  This new timer will separate the activities, but it is defaulted to 60 minutes, same as the current response window for the event.  The response to the download message (confirmed mode) from the NPAC, will still be required.


11) The NPAC sends messages to the associated SOA/LSMS.  For every message sent, abort behavior is initiated, and a RAT (response timer or event timer) is started.  The initial abort timer is based on the existing retry functionality.  The RAT uses either the single SV RAT tunable value or range SV RAT tunable value based on 10a and 10b above.  The secondary abort timer is a new timer and it uses the Upper Threshold tunable window.  The NPAC allows a SOA/LSMS to fall behind in processing messages.  However, the limit is defined by this new abort timer.  The response from the SOA/LSMS is one or more of the options below, based on the tunable settings:


a) All SOAs/LSMSs responds before the end of the retry window and RAT window.


i) The NPAC expires the RAT for that event.


ii) With a successful response, the NPAC considers the responding SOA/LSMS as “successful” to the request (i.e., not on failed SP list).


b) All SOAs/LSMSs do NOT respond before the end of the retry window (i.e., end of the “X by Y” window).


i) The retry timer has expired based on the applicable retry value.


ii) If the event was for a single SV, NPAC determines if any messages/responses were received from this SOA/LSMS during the retry window.  The NPAC allows a SOA/LSMS to fall behind in processing messages.  Only in the case, where NO activity is registered during the retry window, will abort processing be invoked.


(1) If at least one message/response received, processing continues.


(2) If no message/response received, the SOA/LSMS association is aborted.


iii) If the event was for a range of SVs, NPAC does NOT take any action.


c) All SOAs/LSMSs do NOT respond before the end of the RAT window.


i) The RAT has expired based on the applicable value (either single or range).


ii) The NPAC performs “roll-up” activities for all messages sent to SOAs/LSMSs on this event (status is set, notifications to SOAs).


d) SOA/LSMS responds to request AFTER the expiration of the RAT window.


i) The NPAC updates status/failed SP list, and sends notifications to SOAs.


e) SOA/LSMS does NOT respond before the end of the secondary abort window.


i) The NPAC aborts the association to the SOA/LSMS.


ii) SOA/LSMS must re-associate to the NPAC.


iii) SOA/LSMS goes through recovery processing (recovery based on SOA/LSMS linked replies indicator).


iv) The NPAC updates status/failed SP list, and sends notifications to SOAs.


LNPA Working Group, Architecture Team
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WNPO DECISION/RECOMMENDATION MATRIX


9/16/02

Item #

Date Logged

Recommend Chg to Reqs

Major Topic

Decisions/Recommendations



0001




10/9/01

Yes

Time Stamp on SV Create

The WNPO decided that for an inter-species port (between wireless and wireline) the time stamp on an SV create sent to the NPAC must be set to zero.  For wireless-to-wireless SV creates, specific times can be set.  There are still some operational problems associated with the time stamps today, and they may be exacerbated with the introduction of wireless porting.



0002

10/9/01

Yes

Type 1 Trunk Conversion

Recommend that project management processes be put in place for Type 1 trunk conversions.



0003

12/10/01

Yes

BFR Contact Information

Sending the BFR form to the recipient contact information in the WNPO BFR Matrix or the LERG contact information guarantees that you have made the request for another service provider to support long-term Local Number Portability (LNP) and open ALL codes for porting within specified Metropolitan Statistical Areas (MSAs) and the specified wireline switch CLLI (Common Language Location Identifier) codes.  The intended recipient is responsible for opening the necessary codes for porting.  It is the recipient’s responsibility for ensuring that the contact information in the WNPO BFR Matrix and/or the LERG is correct.  



0004

12/10/01

Yes

N-1 Carrier Methodology Clarification

The N-1 carrier (i.e. company) is responsible for performing the dip, not the N-1 switch.  If there is a locally terminated call then the originating carrier needs to perform the dip, because they cannot be sure whether the tandem switch belongs to the N-1 carrier or the N carrier (terminating carrier).  For all local terminations the originating carrier needs to perform the dip, however, for any calls going through an IXC the IXC must perform the dip.  Following are examples that were discussed:  


a) Wireless to a ported local wireless – the originating wireless carrier should perform the dip (unless they intend to default route and pay the terminating carrier to perform the dip for them).


b) Wireless to a ported local wireline – the originating wireless carrier should perform the dip, since they cannot be sure whether a tandem switch belongs to a different carrier than the terminating switch (unless they intend to default route and pay the terminating carrier to perform the dip for them).



0005

1/7/02

Yes

BFR Requirements

The NRO 3rd Report & Order, released on 12/28/01, clarified that BFRs (Bonafide Requests) are not needed within top 100 MSAs – all codes within the top 100 MSAs must be open for porting by 11/24/02.  This applies to both wireline and wireless SPs.



0006

1/9/02

Yes

Sufficient Testing Prior to Turn-Up

Service providers must sufficiently test all equipment prior to turning it up in production.  If service providers are unable to complete sufficient testing they should not turn up equipment that is not ready for production use. 



0007

2/4/02

Yes

Database Query Priority

Number portability queries should be performed prior to HLR queries for call originations on a wireless MSC.



0008





Major Recommendations from CTIA Report on WNP Version 2.0

(Will be added at a later date)



0009

3/4/02

Yes

Ensuring Timely Updates to Network Element Subsequent to NPAC Broadcasts

The appropriate network elements should be updated with the routing information broadcast from the NPAC SMS within 15 minutes of the receipt of the broadcast.



0010

3/4/02

Yes

No NPAC Porting Activities During the SP Maintenance Windows

NPAC porting activities should not be carried out during the service provider maintenance window timeframes.



0011

3/4/02

Yes

NeuStar Application Process

At a minimum, NeuStar recommends that all SPs start the application process with NeuStar no later than July 1, 2002 to secure the necessary NeuStar resources in order to comply with the mandated dates.  A carrier cannot begin participation in intercarrier testing until the application process is completed.  



0012

4/8/02

Yes

Wireless Reseller Flows

The WNPO took a vote on 4/8/02 and decided that Option B (as described in a contribution from Sprint), an alternative wireless reseller flow, would be used instead of those documented in the Technical, Operational and Implementation Requirements document (Option A).  The flows and narratives for Option B will be documented in upcoming WNPO meetings. 



0013

4/9/02

Yes

FCC 3rd Order on Reconsideration and NPRM (FF 02-73)

The issuance of the FCC 3rd Order on Reconsideration and NPRM (FCC 02-73) in March 2002 has caused uncertainty within the wireless industry.  The WNPO has agreed upon the assumptions below in an effort to minimize the uncertainty and effectively manage the implementation of WLNP and pooling.

1) Wireless service providers participating at the WNPO are agreeing to open all their codes within the Top 100 MSAs prior to 11/24/02 (without receiving a BFR), regardless of whether BFRs are required in the future.  The original mandate specifies that BFRs must be submitted no less than nine months prior to implementation.


2) Wireless service providers participating at the WNPO will assume the Top 100 MSAs are those defined in the 3rd NRO Report and Order – FCC 01-362 issued in December 2001 (including CMSAs).


Note: Participating service providers are defined as those in attendance at the 4/8/02 WNPO meeting.



0014

4/23/02

Yes

Paging Codes

Paging Codes should not be marked as portable in the LERG.  Refer to the Telcordia™ Routing Administration (TRA) Central Office Code Assignment Guidelines (COCAG) Forms Part 2 Job Aid for additional information.



0015

5/14/02

Yes

Staggered Approach to Opening Codes in the LERG & NPAC

The WNPO has published a schedule for opening codes in the LERG and the NPAC.  It is recommended that this staggered schedule be followed by wireless carriers in order to manage workload for pooling and porting implementation.



0016

5/14/02

Yes

LRN Assignments

Wireless carriers should define their LRNs per switch, per LATA, per wireless point of interconnect (in the case of multiple points of interconnect to multiple LECs in the same LATA).



0017

5/14/02

Yes

Troubleshooting Contacts

Carriers should update their troubleshooting contact information on the NIIF (Network Interconnection & Interoperability Forum) website under www.atis.org.



0018

5/14/02

Yes

LSOG Version

Wireless and wireline carriers should support at least LSOG 5.0.  



0019

6/10/02

Yes

Clearinghouse Maintenance Windows

Maintenance on all systems used exclusively for LNP should be scheduled to occur during the regular Service Provider Maintenance Window that occurs each Sunday morning.



0020

08/13/02

Yes

NPDI Field on LSR

In a wireline to wireless port, wireless service providers will always populate the NPDI field on the LSR with a value of ‘’C’’.



0021

11/25/02

Yes

Permissive Dialing Periods

Due to the face that wireless and wireline service providers will be sharing codes in the pooling/porting environment, extended Permissive Dialing Periods for wireless service providers can no longer be supported.



0022

11/25/02

No

Porting/Pooling and Telemarketing

In a pooling or porting environment, there will be a potential impact from telemarketers after November 24, 2002 on the wireless customer.  As required by current law, it remains the responsibility of the Telemarketing Industry to ensure that wireless customers are not adversely impacted (see Rules and Regulations for Implementing the Telephone Consumer Protection Act of 1991, CG Docket No. 02-278 and CC Docket No. 92-90.  
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OBF Reference: 021216-001 (T) 



OBF Reference Number:
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Ordering and Billing


Forum

A Forum of the Carrier Liaison Committee


1200 G Street NW


Suite 500


Washington DC  20005


202-628-6380


Fax:  202-393-5453


E-mail: obf@atis.org


Martha Huizenga


Moderator


Mike Norris


Assistant Moderator


Susan Miller


President & CEO


ATIS


John Pautlitz


Director, Industry Forums


ATIS


Heike Martin


OBF Administrator


ATIS



December 16, 2002


Via Email: dana.smith@verizonwireless.com

Ms. Dana Smith
INC Moderator


Verizon Wireless


6 Campus Circle


Room 8322D


Westlake, TX 76262

Via Email: bhall@tri.sbc.com

Mr. Bob Hall 


T1S1 Chair
SBC Communications, Inc. 


9505 Arboretum Blvd. 
Austin, TX 78759-7299


Via Email: james.n.grasser@cingular.com

Mr. James Grasser


WNPO Chair


Cingular Wireless


2000 W. Ameritech Center Dr.


Hoffman Estates, IL 60195


Re: Request for additional Information to determine Jurisdiction for
       Billing and Taxing



Dear Ms. Smith and Messrs. Hall and Grasser: 


The Ordering and Billing Forum’s (OBF) Billing Committee has accepted two issues (#2308 and #2349) that draw attention to the need for additional information to determine jurisdiction for billing and taxing.  This involves both local and interexchange call detail records that are produced for either a terminating access tandem or an end office switch.


Business Problem:


The terminating company cannot properly jurisdictionalize toll calls originated on a wireless network for Access billing to an IXC because a cellular switch may serve locations in multiple states and/or LATAs.  A similar problem exists where a CLEC switch serves multiple states and/or LATAs.  If calls are incorrectly jurisdictionalized, billing will be at the wrong rates.  There is no information in the existing signaling that the terminating company can use to determine where a call originated.  For cellular originated calls, the calling party number is not sufficient to determine the originating location because that calling party number is assigned from the cellular customer’s home location but the call may be originating from a different location.



The JIP (Jurisdictional Information Parameter) is also insufficient to determine the jurisdiction of the call because currently the JIP is uniquely defined at the switch level. 


Although this is an existing problem with wireless originated calls, the problem will be compounded with the implementation of Wireless number portability.  When a wireline number is ported to a wireless customer, the jurisdiction of all calls originating from a portable NPA/NXX will become suspect without the availability of a JIP or Originating LRN value passed from the originating office. 


Neither the JIP nor the Originating LRN, as currently defined, is sufficient to determine jurisdiction because both are assigned at the switch location.


When a wireless number is ported into a wireline office, the terminating company will not only have a problem identifying the jurisdiction of the call but also the originating service provider for intralata calls that are not delivered to the terminating company over a direct connection with the wireless provider.


Proposed Solutions:


JIP Solution:


The wireless switch needs to be assigned a unique JIP value for each State/LATA combination that is served by that switch.  The JIP should be a resident NPA/NXX for one of the originating cell sites and should be unique to the State/LATA for all cell sites that it is assigned.  The wireless switch needs to be able to identify the originating jurisdiction (State/LATA) of the call and assign the appropriate JIP value in the signaling.  The JIP must be a required field for all cellular originated calls regardless of number portability or pooling.  The terminating company should record the JIP and place it in the ORIG LRN field (first 6 digits) of the billing record.  


Likewise, a CLEC switch that serves multiple jurisdictions should be assigned a unique JIP for each STATE/LATA that it serves.  The CLEC switch would need to be able to determine the originating jurisdiction and assign the appropriate JIP.  The JIP must be a required field for all wireline calls from a ported number and all originating calls from a switch that serves multiple jurisdictions. 


LRN Solution:


The wireless switch needs to be assigned a unique LRN value for each State/LATA combination that is served by that switch.  The LRN should be a resident NPA/NXX for one of the originating cell sites and should be unique to the State/LATA for all cell sites that it is assigned.  The wireless switch needs to be able to identify the originating jurisdiction (State/LATA) of the call and assign the appropriate Originating LRN value in the signaling.  The Originating LRN should be signaled through to the terminating office.  The Orig. LRN must be a required field for all cellular originated calls regardless of number portability or pooling.  


Likewise, a CLEC switch that serves multiple jurisdictions should be assigned a unique LRN for each STATE/LATA that it serves.  The CLEC switch would need to be able to determine the originating jurisdiction and assign the appropriate Originating LRN.  The Originating LRN must be a required field for all wireline calls from a ported number and all originating calls from a switch that serves multiple jurisdictions.


In either case, the terminating company will be able to determine the true jurisdiction of the call by using the STATE and LATA of the JIP/LRN as reported in the LERG.


The OBF Billing Committee requests that the T1S1, INC and WNPO Committees assist us in determining the best approach to solving this increasingly important billing problem and in ensuring that the appropriate signaling and recording requirements are documented in the appropriate industry requirements documentation.


A response is requested from each committee by Feb 1, 2003. Your feedback may be directed to the Billing Committee Co-Leaders, Mer Thompson at mlthompson@att.com or 770.750.3926 or Nancy Webber at nancy.webber@mail.sprint.com or 913-315-7902.
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Sincerely,
Martha Huizenga


OBF Moderator


Attachments:
OBF Issue #2308




OBF Issue #2349


Cc:
Mike Norris, OBF Assistant Moderator


Chris Read, OBF Assistant Moderator 2003 


Greg Ratta, Vice Chairman T1S1 


James Crandall, Director - Industry Forums 

Nicole Butler, T1 Administrator 


Ken Havens, INC Assistant Moderator 


Jean-Paul Emard, Director - Industry Forums 


Charles Pyott, INC Administrator 


John Pautlitz, Director - Industry Forums  


Toni Haddix, ATIS Staff Attorney 


Mer Thompson, Billing Committee Co-Leader 


Nancy Webber, Billing Committee Co-Leader


Khristine Manzoli, Billing Committee Administrator
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February 5, 2003


Mike Norris


OBF Moderator


TELUS


(613) 788-7756


mike.norris@telus.com

Subject:  WNPO response to OBF Reference: 021216-001 - Request for additional


              Information to determine Jurisdiction for Billing and Taxing


Dear Mike:


This is in response to the OBF liaison Reference: 021216-001 – Request for additional Information to determine Jurisdiction for Billing and Taxing.


The WNPO held a conference call on February 5, 2003.   


We are requesting clarification of the difference between the proposed JIP solution and the proposed LRN solution.  It is difficult to discern the difference between the two proposed solutions.  Either change appears to require changes in standards for wireless switches (JIP parameter mandatory vs optional, dynamic assignment of JIP based on originating cell site of a call), and switch vendor software modifications to accommodate assignment and population of JIP in the ISUP message at the cell site level.


We also want to confirm that identification of originating location at the State/LATA level is sufficient and that finer granularity is not required.


Thank you for including WNPO in this issue.  We will re-address this issue as soon as we receive the requested clarification. 


Sincerely,


Sean Hawkins


AT&T Wireless


WNPO Co-chair


Jim Grasser


Cingular Wireless


WNPO Co-chair


cc:


Chris Read, OBF Assistant Moderator - cr1324@sbc.com

Martha Huizenga, Former OBF Moderator - mhuizenga@vibrant-1.com

Dana Smith, INC Moderator - dana.smith@verizonwireless.com

Ken Havens, INC Assistant Moderator - khaven01@sprintspectrum.com

Mer Thompson, Billing Committee Co-Leader - mlthompson@att.com 


Nancy Webber, Billing Committee Co-Leader - nancy.webber@mail.sprint.com

James Crandall, Director - Industry Forums - jcrandall@atis.org

Nicole Butler, T1 Administrator - nbutler@atis.org

Jean-Paul Emard, Director - Industry Forums - jpemard@atis.org

Charles Pyott, INC Administrator - cpyott@atis.org

John Pautlitz, Director - Industry Forums - jpautlitz@atis.org

Khristine Manzoli, Billing Committee Administrator - kmanzoli@atis.org

Heike Martin, Forum Administrator – OBF - hmartin@atis.org

Greg Ratta, Vice Chairman T1S1 - gratta@lucent.com

Stuart Goldman, Chairman T1S1.3 - goldmans@agcs.com
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FEBRUARY, 2003 LNPA WG ACTION ITEMS ASSIGNED:


NOTE:  THE ACTION ITEM NUMBERING SCHEME IS AS FOLLOWS:


· FIRST TWO DIGITS DESIGNATE THE MONTH OF THE LNPA MEETING


· SECOND TWO DIGITS DESIGNATE THE YEAR OF THE LNPA MEETING


· LAST TWO DIGITS DESIGNATE THE ACTION ITEM NUMBER


NEUSTAR ACTION ITEMS:


0203-01:  LNP Provisioning Flows: NeuStar will update the attached Figure 14 and 


      Alternative Main Flow to reflect the changes agreed to at the February LNPA 


      meeting and provide the revised flows to the group prior to the March meeting. 
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0203-02:  NeuStar took an action to send notifications of NANC 356 (Service Provider 


      Name Field Change) implementation in the 3/23 and 3/30 Sunday Maintenance 


      Window notifications, with an advisory that service providers are encouraged to 


      validate their name and correct any errors themselves or contact the Help Desk if 


      assistance is required.  This Action Item replaces closed Action Item 0103-01.


0203-03:  NeuStar will send the attached CO Code Reallocation Process to the Cross-


Regional distribution, advising of its approval during the February LNPA meeting, after the LNPA distribution is notified (see related Action Item 0203-06).  As in 0203-06, the advisory will also state that the process became effective on 2/24 and will be uploaded to the national pooling website.  
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0203-04:  NeuStar will develop a schedule for LNPA review of the attached DRAFT 


      Release 3.2 M&Ps.  
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NUVOX ACTION ITEMS:

0203-05:  NuVox raised an issue at the February LNPA regarding a Texas PUC 


      regulation restricting the deletion of numbers in LIDB.  NuVox took an action to 


      submit the issue to Charles Ryburn, SBC and LNPA Co-Chair, for investigation and 


      inclusion in the February meeting minutes.


CHARLES RYBURN (SBC AND LNPA CO-CHAIR) ACTION ITEMS:

0203-06:  Charles Ryburn will send the attached CO Code Reallocation Process to the 


LNPA distribution, advising of its approval during the February LNPA meeting.  The advisory will also state that the process became effective on 2/24 and will be uploaded to the national pooling website.  See related Action Item 0203-03.
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0203-07:  SBC raised an issue regarding certain service providers doing a large number 


of mass updates during business hours.  Charles Ryburn took an action to contact Randy Buffenbarger, NeuStar, to develop a process whereby service providers would notify NeuStar when they are scheduling large mass updates.  Similar to the current Large Port Notification, the industry would in turn be notified of this planned activity.


GARY SACRA (VERIZON AND LNPA CO-CHAIR) ACTION ITEMS:

0203-08:  Verizon raised an issue regarding certain providers donating 1K blocks to the 


industry pool, and not taking the necessary steps to make their donor switch LNP-capable in order to perform the query-of-last-resort.  Gary Sacra will submit a PIM addressing this issue.  If applicable, the PIM will suggest possible text for consideration in the INC Thousands Block Assignment Guidelines (TBAG).


SERVICE PROVIDER ACTION ITEMS:

0203-09:  Service Providers are to review the attached DRAFT User M&P for the CO 


Code Reallocation Process, and provide any comments to the Project Executives, H. L. Gowda (hlgowda@att.com) and Gary Sacra (gary.m.sacra@verizon.com) by 3/10, for discussion at the next Project Executive meeting with NeuStar.
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0203-10:  Regarding the LRN issue described in the attached letter to the LNPA, Service 


Providers are asked to provide contributions to Charles Ryburn, LNPA Co-Chair, by close of business 3/3, detailing their reasons for requiring these additional LRNs, and any suggested solutions to the issue.
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0203-11:  Service Providers are to come to the March LNPA meeting prepared to identify 


a specific date in 2Q04 when they will be ready to implement NANC 323 (Mass Update of SPID) functionality in their production systems.  Based on the latest date provided, the LNPA will use the date of the next Sunday Maintenance Window as the scheduled production implementation date of NANC 323. 


ACTION ITEMS REMAINING OPEN FROM PREVIOUS LNPA MEETINGS:

0902-17:  SPID Migration Notification:  OP:INFO can be used for NPAC to send


notifications to all users.  


ACTION ITEM: Question for all Service Providers as to what their systems will do with it and how they will react.  


ACTION ITEM: NeuStar  to address in M&P how the determination is made that all Service Providers successfully migrated, e.g. go-no go conference call.


February meeting update:  The possible use of OP:INFO was investigated and deemed not feasible.  This portion of the Action Item will be removed.  Subsequent to the February LNPA meeting, NeuStar issued the DRAFT Release 3.2 M&Ps on 2/21, which include the M&P for NANC 323.  This M&P must be reviewed to determine if it satisfies this Action Item.


1202-10:  Adam Newman will request that INC provide a draft of their Procedures for


      Code Holder/LERG Assignee Exit to the LNPA for their review prior to going to


      initial closure.


February meeting update:  Adam Newman has made the request of INC.  This item remains open awaiting INC’s response.


1202-17:  SOA/LSMS Vendors are to assess the impact of NANC 363 and provide


      feedback at the January LNPA meeting.


February meeting update:  Further discussion to be placed on the March, 2003 agenda.

0103-10:  The LNPA Working Group is to review Figure 14 of the draft NANC LNP 


Provisioning Flows, proposed to replace boxes 13 through 25 in the Figure 1 main flow, and come prepared to the February LNPA meeting to accept, modify, or reject the proposal.


February meeting update:  To be placed on the March, 2003 agenda.  See related Action Item 0203-01.


0103-11:  Service Providers took an ACTION to investigate internally how often the 


scenario described in PIM 22 occurs for further discussion at the LNPA.
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February meeting update:  PIM 22 remains open.  To be placed on the March, 2003 agenda.
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CO Code Re-Allocation Process – User MP DRAFT 0-3


Purpose and Scope



The CO Code (NXX) Re-Allocation Process is a method to override NPAC CO Code (NXX) ownership data in order to reflect a new “LERG Assignee” event and to do so without impacting ported customers whose TN (or associated LRN) contains the NXX code.  This is done by converting the NXX code to ten pooled blocks and porting the blocks desired to the new LERG assignee.  This M&P provides a set of procedures for NPAC Users to use when they are becoming a new LERG Assignee for a portable NXX and where it is not feasible to use the conventional approach of deleting (and later re-creating) all of the SVs involving the NXX code.  


This document applies for both Non-Pooling NXXs and Pooling NXXs.  A “Non-Pooling NXX” is one that has not been acted upon by the Pool Administrator and thus is not marked in the LERG as a pooled NXX; this would include all NXXs in non-pooling areas and possibly some NXXs in pooling areas.  A “Pooling NXX” is one that has been acted upon by the Pool Administrator and thus is marked in the LERG as a pooled NXX.



Procedure Summary



1. CO Code (NXX) Re-Allocation Procedure


a. For Non-Pooling NXXs


b. For Pooling NXXs


2. CO Code Re-Allocation Process Points of Contact


a. North American Numbering Plan Administration (NANPA)


b. Number Pool Administration (PA)


c. Number Portability Administration Center (NPAC)


3. Flowchart


4. 


a. 


b. 


c. 


5. 


a. 


Procedure Detail



Note:  NANPA CO Code Administration and NeuStar Number Pool Administration will follow Appendix C & 7, Procedures for Code Holder/LERG Assignee Exit of the INC Guidelines for NXX / Thousands-Block Reallocation.


1.   Non-Pooling NXX Flow 


Note:  The NANPA CO Code Administrator sends CO Code Part 3 to the new LERG assignee.


1.1 The new LERG Assignee completes the LNP NXX LERG Assignee Transfer form (LERG Assignee Part 1B) for those thousands-blocks that have ported numbers and any other additional thousands-blocks they need to port.  Then forwards the form and CO Code Part 3 form to the NPAC Administrator.


1.2 The NPAC Administrator receives the CO Code Part 3 and the LNP NXX LERG Assignee Transfer forms from the new LERG assignee. 


1.3 If for some reason the thousands-blocks cannot be ported on the effective date, the NPAC Administrator will contact the new LERG assignee to negotiate a date to port the numbers. 


1.4 The NPAC Administrator builds the individual Block tables for the thousands-blocks indicated on the LNP NXX LERG Assignee Transfer form.


1.5 On the effective date (or the date negotiated with the new LERG Assignee), NPAC will download the thousands-blocks with a port type of “Pool”. 


1.6 Upon completion of the download, the NPAC administrator completes the LNP NXX LERG Assignee Transfer form and forwards a completed copy to the new LERG assignee.


1.7 The NPAC administrator shall update the NPAC tracking database.


Note:  The NPAC tracking database has been created to track LERG assignee changes to carriers who are not the original SPID holder in the NPAC database. This will facilitate changes to the NPAC’s network data once NANC change order 323 has been implemented at the NPAC and all NPAC Users are able to implement the corresponding changes in their systems. Until that time, this database will track the current LERG assignees at the NPAC.



2.   Pooling NXX Flow 


Note:  The new LERG assignee completes the LNP NXX LERG Assignee Transfer form for those thousands-blocks that have not been assigned to another carrier and are being retained by the new LERG assignee.  The new LERG assignee submits the form to the Pooling Administrator.  In a pooling NXX, the new LERG assignee must retain all thousands-blocks contaminated in excess of 10%. 


2.1 The Pooling Administrator forwards the LNP NXX LERG Assignee Transfer form (LERG Assignee Part 1B) to the NPAC Administrator and returns the PA Part 3 form to the new LERG assignee.  


2.2 The NPAC Administrator receives the LNP NXX LERG Assignee Transfer form from the Pooling Administrator.


2.3 If for some reason the thousands-blocks cannot be ported on the effective date, the NPAC Administrator will contact the new LERG assignee to negotiate a date to port the numbers.


2.4 The NPAC Administrator builds the individual Block tables for the thousands-blocks indicated on the LNP NXX LERG Assignee Transfer form.


2.5 On the effective date (or date negotiated with the new LERG Assignee), NPAC downloads the thousands-blocks with a port type of “Pool”.


2.6 Upon completion of the download, the NPAC administrator completes the LNP NXX LERG Assignee Transfer form and forwards a completed copy to the new LERG assignee and Pooling Administrator. 


2.7 The NPAC Administrator shall update the NPAC tracking database.


Note:  The NPAC tracking database has been created to track LERG assignee changes to carriers who are not the original SPID holder in the NPAC database. This will facilitate changes to the NPAC’s network data once NANC change order 323 has been implemented at the NPAC and all NPAC Users are able to implement the corresponding changes in their systems. Until that time, this database will track the current LERG assignees at the NPAC.


Points of Contact


North American Numbering Plan Administration (NANPA)


For questions regarding non-pooling NXXs relating to the CO Code (NXX) Re-Allocation Process, contact the appropriate NANPA Code Administrator.  To view the list of NANPA Code Administrators by State, go to www.nanpa.com and select the Central Office Code Administrators link under the Frequently Visited Pages section.


NeuStar Number Pool Administration (PA) 


For questions regarding pooling NXXs relating to the CO Code (NXX) Re-Allocation Process, contact the appropriate Pooling Administrator.  To view the list of Pooling Administrators, go to www.nationalpooling.com and select the “Contact Us” link located at the bottom of the page.


Number Portability Administration Center  (NPAC)


For NPAC related questions regarding the CO Code (NXX) Re-Allocation Process, the primary contact is cocodenpac@neustar.biz.
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Flowchart


CO Code (NXX) Re-Allocation Process (w/ Active Ported Numbers)
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NeuStar, Inc. Confidential and Proprietary

Page 1 of 1


NeuStar, Inc. Confidential and Proprietary

Page 1 of 5





[image: image2.jpg][image: image3.jpg]_1103107025.vsd


 NPAC receives the LNP NXX LERG Assignee Transfer form from the new LERG assignee to port thousands-blocks  from the old LERG assignee to the new LERG assignee. 
Or 
NPAC receives the LNP NXX LERG Assignee Transfer form from the PA  if the NXX is in Pooling. �



NPAC builds appropriate number of Block Tables for 1K blocks as indicated on the LNP NXX LERG Assignee Transfer form. �



3�



2�



1�



4�



On the LERG effective 
date NPAC downloads  blocks with a port type of Pool. �



5�



Upon completion of ports, NPAC completes and sends the LNP NXX LERG Assignee Transfer form to the new LERG assignee and PA if applicable. �



6�



PA follows Appendix C/7: Procedures for Code Holder/LERG Assignee Exit to find a new LERG assignee.  The new LERG assignee 
completes the LNP NXX LERG Assignee Transfer form  for  those  thousands-blocks  being retained by the new LERG assignee and submits it  to the PA.     �



7�



PA forwards the LNP NXX LERG Assignee Transfer form to NPAC and the PA Part 3 to the new LERG assignee.   �



Update NPAC
 tracking database�



NANPA follows Appendix C/7: Procedures for Code Holder/LERG Assignee Exit to find a new LERG assignee.  NANPA  sends CO Code Part 3 to the new LERG assignee.  �



New LERG assignee 
completes the LNP NXX LERG Assignee Transfer form for those thousands-blocks  that have ported numbers and any additional thousands-blocks they need to port.  Then forwards the form and CO Code Part 3 to NPAC. �



1�



2�



NPAC negotiates 
port dates if necessary.�








_1107697626/R3.2 specific M&Ps.zip




3.2 Functional Impacts to M&Ps.doc


NPAC R3.2 Functional Impacts Affecting Methods and Procedures








This document provides an overview by change order, and functional component of the procedural impacts for NPAC Release 3.2.




NANC 169: Delta Download File Creation by Time Range for SVs




Functional Component




· Bulk Data Download Processing




New functionality allows NPAC Personnel to create a BDD for a snapshot of the current SV database (Active-Like), or a delta of SV activity within a specified time range (Latest-View of Activity).




NANC 187: Linked Action Replies




Functional Component




· Mechanized Recovery




· New Service Provider Parameters




· New System Tunables




New functionality allows a Service Provider to receive linked replies during recovery.  Based on Service Provider Parameter setting of ‘NPAC Customer Local SMS Linked Replies Indicator’ – NPAC will issue either non-linked/normal replies or linked action replies during recovery.  If the Service Provider system supports linked action replies, NPAC issues linked action replies based on System tunables, ‘Linked Replies Blocking Factors’ for the specific data type requested, up to the ‘Maximum Linked Recovered Object’ tunable for the specific data type requested.  If the Service Provider system does not support linked action replies, NPAC issues normal replies based on the System tunable, ‘Maximum Download Duration’.




NANC 191: DPC/SSN Value Edits and NANC 291 SSN Edits in the NPAC SMS




Functional Component




· Subscription Version Create




· Modify and Activate Processing




· Number Pool Block Activate and Modify Processing




· Mass Update Processing




· Mass Update Exception Report




· New System Tunables




New functionality enforces additional DPC/SSN edits.  If a DPC value is supplied, then an SSN value must also be supplied and vice versa. If a DPC value is not supplied, then an SSN value may not be supplied either, and vice versa.




The new regional SSN Edit Flag indicator specifies whether or not additional DPC/SSN value edits are enforced for the following, DPC value must contain valid values (network 001-255, cluster 000-255, and member 000-255) and the corresponding SSN must contain a valid value of (000). If the “request” does not contain these valid values, then the “request” will be rejected.




NANC 192: NPA Split NPAC SMS Load File




Functional Component




· NPA Split Processing




· NPA Split Exception Report




New functionality allows LERG Routing Guide to be used to load NPA Split information into the NPAC SMS.  Upon processing the NPA Split file, only the Old NPA-NXX (and if applicable only the Old NPA-NXX-X) may exist.  NPAC SMS will automatically create the respective New NPA-NXX and other subtending Network Data (if applicable).  No other changes are made to existing NPA Split processing.




NANC 218: Conflict Timestamp Broadcast to SOA




Functional Component




· Subscription Version Processing




New functionality provides conflict timestamp.  When a subscription gets placed in conflict, the time that the subscription version was placed into conflict is now broadcast in the attribute value change notification to the SOA.




NANC 230: Donor SOA Port-to-Original of an Intra-Service Provider Port




Functional Component




· Subscription Version Processing




New functionality allows code holder Service Provider to perform an Intra-Service Provider, Port-to-Original Subscription Version.




NANC 249: Modification of Dates for a Disconnect Pending SV




Functional Component




· Subscription Version Modification/Disconnect Processing




New functionality allows the disconnect dates for a ‘disconnect-pending’ subscription version to be modified.




NANC 287: ASN.1 Change for Required Field in VersionNewNPA-NXX and VersionNewNPA-NXX Recovery Notification




Functional Component




· (Recompile only)




NO PROCEDURAL IMPACT.




NANC 297: Sending SV problem During Recovery




Functional Component




· Mechanized Recovery Processing




NO PROCEDURAL IMPACT.




NANC 316: Change to the NSAP Field Size Declaration in ASN.1 – ASN.1 Recompile




Functional Component–




· (Recompile Only)




NO PROCEDURAL IMPACT.




NANC 319: NPAC Edit to Ensure NPA-NXX of LRN is in Same LATA as NPA-NXX of Ported TN




Functional Component




· Subscription Version Create




· Modify and Activate Processing




· Number Pool Block Activate and Modify Processing




· Mass Update Processing




· Mass Update Exception Report




New functionality enforces additional SV and Number Pool Block edits.  The LATA ID of the NPA-NXX of the LRN must match the LATA ID of the NPA-NXX of the TNs associated with the “request”.




NANC 322: Clean Up of Failed SP List based on Service Provider BDD Response File




Functional Component




· Bulk Data Download Response File Processing




New functionality allows the NPAC SMS to process Service Provider Bulk Data Download Response File(s) based on original Bulk Data Download File(s) originally created by the NPAC SMS.  As a result of processing the Bulk Data Download Response File, NPAC SMS automatically cleans up the Failed SP Lists associated with Subscription Versions and Number Pool Blocks contained in the Bulk Data Download Response File.




NANC 323: Partial Migration of a SPID via Mass Update




Functional Component




· Service Provider ID (SPID) Migration Processing




New functionality whereby the NPAC SMS creates files to be used by NPAC and Service Provider personnel in order to update local system databases to reflect Service Provider LNP data Migration.




NANC 354: Delta Download File Creation by Time Range for Network Data




Functional Component




· Bulk Data Download Processing




New functionality allows NPAC Personnel to create a BDD for a snapshot of the current Network database (Active-Like for NPA-NXX, NPA-NXX-X, LRN), or a delta of network data activity within a specified time range (Latest-View of Activity).
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General Notes




This Methods and Procedures document is developed for the NPAC SMS Release 3.2 and contains information that pertains only to the fifteen change orders that are being implemented in that release.  




The following list of change orders include Methods and Procedures impacts:




· NANC 169: Delta Download File Creation by Time Range for SVs




· NANC 187: Linked Action Replies




· NANC 191: DPC/SSN Value Edits




· NANC 192: NPA Split NPAC SMS Load File




· NANC 230: Donor SOA Port-to-Original of an Intra-Service Provider Port




· NANC 291: SSN Edits in the NPAC SMS




· NANC 319: NPAC Edit to Ensure NPA-NXX of LRN is in Same LATA as NPA-NXX of Ported TN




· NANC 322: Clean Up of Failed SP List based on Service Provider BDD Response File




· NANC 323: Partial Migration of a SPID via Mass Update




· NANC 354: Delta Download File Creation by Time Range for Network Data




The following list of change orders DO NOT include Methods and Procedures impacts:




· NANC 218: Conflict Timestamp Broadcast to SOA




· NANC 249: Modification of Dates for a Disconnect Pending SV




· NANC 287: ASN.1 Change for Required Field in VersionNewNPA-NXX and VersionNewNPA-NXX Recovery Notification




· NANC 297: Sending SV Problem During Recovery




· NANC 316: Change the NSAP Field Size Declaration in ASN.1 – ASN.1 Recompile




Methods and Procedures developed related to the functionality of these change order shall be integrated into the master NPAC Methods and Procedures for Service Providers document.




1 M&Ps for NPAC SMS Release 3.2




1.1 Delta Download File Creation by Time Range for SVs (NANC 169)




The current section describing database downloads is 4.15 Initial Database Downloads.  Update this section as follows:



Database downloads tapes for initial loading of the Service Provider system must be requested.  The Service Providers prohibit downloading of database information from the NPAC SMS for initial database creation on agreement.  Once a Service Provider registers and before connection to the NPAC has been established, the Service Provider will need to request a Bulk Data Download from the NPAC.  NPAC database queries are not used for initial database creation.  A Bulk Data Download also should be requested if a Service Provider’s system experiences a large data loss.  Delta Bulk Data Downloads can be requested when data recovery for a limited time-interval is required.  To request a Bulk Data Download contact NPAC Personnel.  In the event of an error with a Service Provider’s systems causing large database losses, database downloads requests can and should be requested.  To request a download please contact NPAC personnel.  After a Service Provider registers and before connection to the NPAC, the Service Provider will need download their files via FTP or Tape.  A Service Provider cannot download to the live system.



Update Section 4.16 - “Resynchronizing of SMS Data/Network Data Downloads” as follows.



Rename the section to “Resynchronizing of SMS Data, Mechanized Recovery and Bulk Data Downloads”




It may be necessary to download network or subscription version data from the NPAC SMS database to files for the local SMSs.  The SMS downloads the data in bulk, (all at one time). The Service Provider accesses the data using a file transfer protocol (FTP), and enters the current NPAC SMS data into the local SMS.  Please note:  The SP and NPAC’s time must be within 5 minutes of each other.  The purpose of a bulk data download is to keep the Service Provider’s LSMS synchronized with the NPAC SMS. A bulk download consists of one or both of the following:




· Service Provider network data




· Subscription version data




If the time frame that the user needs to synchronize for is a time frame less than one-day then on-line synchronization can be done over the CMIP mechanized interface for both service provider network data and subscription data.




The following verbiage is inappropriate within 4.16; it’s an unrelated topic and would typically be found in section 4.13.13.  This verbiage should be deleted from here, refer to further suggestions related to section 4.13.13 below (section 2.2 of this document).  



To set/modify the “SOA/LSMS Network Data Download” parameter in a Service Provider Profile the following steps must be followed:




1. Service Provider Personnel will contact NPAC Personnel with a request to set/modify their “SOA/LSMS Network Data Download” parameter. Valid values for this parameter are “ON” or “OFF”. If the SOA/LSMS Network Data Download parameter is set to “ON” the Service Provider will receive data downloads from the NPAC SMS to their respective systems. Service Providers that have had their profile established prior to the implementation of this functionality will need to have the parameter set.  Service Providers that have established their profile since the implementation of this functionality will have the value set according to the instructions contained in their profile paperwork. If the Service Provider requests a parameter that falls outside the valid range, the request will be denied.




2. NPAC Personnel shall validate the caller’s name and authorization code against a list of authorized Service Provider Personnel. If the caller cannot be validated the request is denied. If the caller is validated the request is processed.




3. NPAC Personnel, using the NPAC Administrative Interface, shall navigate to the appropriate Service Provider Profile and set the SOA/LSMS Supports Timer Type functionality indicator to the value requested by the Service Provider. The NPAC SMS will generate a confirmation message to the screen indicating the change has been made successfully.



Replace the existing verbiage in section 4.16 with the following paragraphs/and additional subsection:



When a Service Provider system goes out of service, the local system(s) must be ‘synchronized’ with the NPAC SMS to ensure data reliability across all production LNP systems.  If the time frame that the local Service Provider system needs to recover information is less than one day, then mechanized recovery can be done over the CMIP mechanized interface for Service Provider Network Data, Notifications, Subscription Versions and Number Pool Blocks based on the capabilities of the local Service Provider system.




If the time frame for which the local Service Provider system needs to recover information is greater than one day, or if the Service Provider does not want to resynchronize over the interface (for whatever reason), the Service Provider may request a Bulk Data Download from the NPAC SMS in order to manually update their local system(s).  The NPAC SMS downloads requested data and places the files on the Service Provider’s file transfer protocol (FTP) site.  The Service Provider then accesses the Bulk Data Download at their FTP site, then uses it to update their local system(s) with the current NPAC SMS data.




4.16.1 Mechanized Recovery




Mechanized recovery allows a local Service Provider system (SOAs and LSMSs) to synchronize with the ‘live’ NPAC SMS without having to disassociate from the NPAC SMS.  The SOAs and LSMSs are able to request Network Data, Subscription Version, Number Pool Block, and Notification data that had been sent previously to the Service Provider.  The recovery request is sent from a SOA or LSMS across the CMIP interface.  The NPAC responds by sending the requested data back across the CMIP interface to the SOA or LSMS that made the request.




Prior to the implementation of NPAC Release 3.2.0, during mechanized recovery, the Service Provider local system recovered ‘normal’, non-linked replies from the NPAC SMS.  If there was a large volume of data for the recovery criteria specified in the request, then in some cases recovery was impeded because there may have been too many ‘objects’ to recover.  If a Service Provider’s local system supports receiving linked action replies with the implementation of NPAC Release 3.2.0, then recovery may be expedited because the NPAC can send fewer total messages over the interface by ‘grouping’ the messages based on certain NPAC SMS tunables.




The ‘NPAC Customer SOA Linked Replies Indicator’ is a Service Provider parameter that controls whether the Service Provider receives linked action replies or ‘normal’, non-linked replies to their SOA system from the NPAC during recovery.  If the parameter is set to TRUE, the Service Provider’s SOA will receive linked action replies in groups based on the requested data type blocking factor (NPAC tunables) during recovery.  If the parameter is set to FALSE, the Service Provider’s SOA will receive ‘normal’, non-linked action replies during recovery.  For more information about this Service Provider parameter please refer to section 4.13.13 Modifying the Parameters in a Service Provider Profile and/or Appendix U: Service Provider Tunable Parameters. (this is a recommendation to add this Appendix to the M&P document – see more information in section 2.2 below)



The NPAC Customer Local SMS Linked Replies Indicator’ is a Service Provider parameter that controls whether a Service Provider receives linked action replies or ‘normal’, non-linked replies to their LSMS system from the NPAC during recovery.  If the parameter is set to TRUE, the Service Provider’s LSMS will receive linked action replies in groups based on the requested data type blocking factor (NPAC tunables) during recovery. If the parameter is set to FALSE, the Service Provider’s LSMS will receive ‘normal’, non-linked action replies during recovery.  For more information about this Service Provider parameter please refer to section 4.13.13 Modifying the Parameters in a Service Provider Profile and/or Appendix U: Service Provider Tunable Parameters. (this is a recommendation to add this Appendix to the M&P document – see more information in section 2.2 below)



If the Service Provider does not support linked replies from the NPAC SMS during recovery, then the recovery request is limited by an NPAC tunable, ‘Maximum Download Duration’.  Thus, a request that exceeds the allowable timeframe defined by this tunable is rejected and the Service Provider’s system may request a smaller timeframe that does not exceed the tunable.




If the Service Provider does support linked replies from the NPAC SMS during recovery, then the recovery is limited by the NPAC tunables, ‘Maximum Linked Recovered Objects’.  There is a ‘Maximum Linked Recovered Objects’ tunable for each type of recoverable data;  Network Data, Subscription Versions, Number Pool Blocks and Notifications.  When the number of objects for the requested recovery data exceeds the respective tunable, then the request is rejected and the Service Provider’s system may request a smaller timeframe that results in a smaller volume of ‘objects’.   




4.16.2 Bulk Data Download




Bulk Data Download files may be requested from the NPAC by authorized Service Provider Personnel.  Service Providers may use these files for various purposes including initializing their local system prior to entry into the production LNP environment or to synchronize their local system database after a prolonged outage.  If a Service Provider system has been out of service for more than 24 hours, the Service Provider must request a Bulk Data Download to resynchronize with the NPAC SMS.  Mechanized recovery is not allowed for a timeframe greater than 24 hours.  Bulk Data Download files may include Subscription Versions, Network Data, and Number Pool Block information (or any combination of such data).  




To generate a Bulk Data Download File the following steps must be followed.




1. Service Provider Personnel will contact NPAC Personnel with a request to create a Bulk Data Download File.  Service Provider Personnel are responsible for specifying the data criteria to be included in the file:




· Data To Export




Subscription: Subscription Version Data (LISP and LSPP and POOL – for non-EDR LSMSs)




Network: Network Data




Number Pool Block: Number Pool Block Data 




NPAC Personnel have the ability to specify any combination of Subscription, Network and/or Number Pool Block data in a single request.




· View to Export




Active Like – 




In addition to Subscription data, includes only subscription versions with a status of Active, Disconnect Pending, Partial Failure or Sending that are being downloaded for either an activate or modify request.




In addition to Network, includes all Network Data.  If the Service Provider’s profile is set such that they support NPA-NXX-Xs, these objects will be included.




In addition to Number Pool Block, includes Number Pool Blocks with a status of Active, Partial Failure or Sending that are being downloaded for either an activate or modify request.




Latest View of Activity – when this is selected, the Broadcast Date/Time is required.




In addition to Subscription data, includes subscription versions regardless of status, in order to capture activation, modification and deletion requests, but only includes the latest instance of the TN when the TN has more than one activity within the specified time range.




In addition to Network, includes all Network Data to capture creation, modification (NPA-NXX-X only), and deletion requests, but only includes the latest instance of the network data when the network data has had more than one activity within the specified time range.




In addition to Number Pool Block, includes Number Pool Blocks regardless of their status in order to capture activation, modification and depool requests, but only includes the latest instance of the block for a given NPA-NXX-X when a block has more than one activity within the specified time range.




· Requesting Service Provider




· Subscription TN Range




· Block Range




· Broadcast Date/Time Range – this is required if the View to Export is ‘Latest View of Activity’.




NOTE: NPAC Personnel shall work with Service Provider personnel to accurately determine the required timeframe criteria.  When a Service Provider provides the timeframe, NPAC Personnel will ascertain whether the timeframe is in the context of the local Service Provider time zone and if it is, NPAC Personnel shall use the Time Conversion Chart found in Appendix O to convert the timeframe to local NPAC user time.  This will ensure that the Bulk Data Download file results meet the Service Provider’s precise needs.




2. NPAC Personnel shall validate the caller’s name and authorization code against a list of authorized Service Provider Personnel.  If the caller cannot be validated, the request is denied.  If the caller is validated the request is processed.




3. NPAC Personnel, using the NPAC Administrative Interface, and operating in the appropriate region for the service provider request, shall navigate to the Network Data, Bulk Data Download Window and specify the appropriate Bulk Data Download criteria based on Service Provider input (refer to step 1 above).  The NPAC SMS will generate a confirmation message to the screen indicating the BDD file is being/has been generated.  When this file is created it will automatically be placed in the correct directory for the Requesting Service Provider on the NPAC SMS server.  NPAC Personnel DO NOT have to take further action to FTP the file to the Service Provider’s directory.




4. NPAC Personnel will notify the Requesting Service Provider when the file is ready to be sent using FTP.




NOTE:  Bulk Data Download files are prepared based on the criteria provided by the Service Provider.  NPAC Personnel, using the NPAC Administrative Interface and based on the Service Provider parameter settings for the requesting Service Provider in their Service Provider profile, enter the criteria for generating the BDD file(s).  If a Service Provider’s profile indicates that certain types of data are not supported, and the Service Provider has requested a Bulk Data Download file that includes data the Service Provider is not configured to receive, the requested data will not be included in the Bulk Data Download file.  For example, if a Service Provider Profile indicates that their system does not support NPA-NXX-Xs (-X data), this information is not included in the Network Data Bulk Data Download file.  




NOTE:  If NPA-NXX filters are set for the Service Provider, then Bulk Data Download data will be ‘filtered’ in the same way.  For example, the network data, subscription version and number pool block files will only contain data based on the NPA-NXX filters (filters = excluded, no filter = included).




NOTE:  If a Service Provider’s profile indicates it is EDR-enabled, and if the Service Provider requests a Bulk Data Download for Subscription Version data, then the BDD file will contain only non-POOLed Subscription Versions.  To get Number Pool Block information, a Bulk Data Download file for Number Pool Blocks must be requested.  




1.2 Linked Action Replies (NANC 187)




Add the new subsection to 4.16 called 4.16.1 Mechanized Recovery which can be found in section 2.1 of this document for readability purposes. 



I recommend a change in approach to sections 4.13.13 and 4.14 in the M&P document.  Rather than having a unique procedure written for modifying each SP and/or System Tunable parameter, I recommend ‘generic’ procedures written for modifying Service Provider parameters and modifying System Tunables and documenting all of the Service Provider parameters in an appendix at the back.  The system tunables are currently defined in Appendix I.  The recommended verbiage changes are as follows: 




Modify Section 4.13.13 – Modifying the Parameters in a Service Provider Profile in the master NPAC Methods and Procedures for Service Providers document.



To modify any of the Service Provider Parameters the following steps must be followed:




1. Service Provider Personnel will contact NPAC Personnel with a request to modify one or more of their Service Provider parameter(s). A list of Service Provider parameters, valid and default values may be found in Appendix U: Service Provider Tunable Parameters of this document.  If the Service Provider requests a parameter value that falls outside the valid range, the request will be denied.




2. NPAC Personnel shall validate the caller’s name and authorization code against a list of authorized Service Provider Personnel. If the caller cannot be validated the request is denied. If the caller is validated the request is processed.




3. NPAC Personnel, using the NPAC Administrative Interface, shall navigate to the appropriate Service Provider Profile and set the requested Service Provider parameter to the value requested by the Service Provider. The NPAC SMS will generate a confirmation message to the screen indicating the change has been made successfully. 




Add an Appendix U: Service Provider Tunable Parameters.  :



				NPAC CUSTOMER DATA MODEL







				Attribute Name



				Type (Size) 



				Required



				Description







				NPAC Customer ID



				C (4)



				(



				An alphanumeric code which uniquely identifies an NPAC Customer.







				NPAC Customer Name



				C (40)



				(



				A unique NPAC Customer Name.







				NPAC Customer Allowable Functions



				M



				(



				Each bit in the mask represents a Boolean indicator for the following functional options:




· SOA Management




· SOA Network Data Management




· SOA Data Download




· LSMS Network Data Management




· LSMS Data Download




· LSMS Queries/Audits







				NPAC New Functionality Support



				B



				(



				Each value represents a Boolean indicator is set to true if a service provider supports the functionality defined below.  This Boolean is used to support backward compatibility.  All values default to FALSE.




· Timer Type – True if the SOA supports timer type over the interface.




· Business Hours – True if the SOA supports business days/hours over the interface.




· LSMS WSMSC DPC SSN Data – True if the LSMS system supports WSMSC DPC and SSN Data in subscription versions.




· SOA WSMSC DPC SSN Data – True if the SOA system supports WSMSC DPC and SSN Data in subscription versions.







				Port In Timer Type



				E



				(



				Timer type supported by the Service Provider for porting were they are the New Service Provider:




S – Short Timers  




L – Long Timers  







				Port Out Timer Type



				E



				(



				Timer type supported by the Service Provider for porting were they are the Old Service Provider:




S – Short Timers  




L – Long Timers  







				Business Hour/Days



				E



				(



				Business Hours supported by the Service Provider:




S – Short Business Hours




L – Long Business Hours







				NPAC Customer SOA NPA-NXX-X Indicator



				B



				(



				A Boolean that indicates whether the NPAC Customer accepts NPA-NXX-X downloads from the NPAC SMS to their SOA.  This would be used in conjunction with the SOA Data Download bit mask value.




The default value is False.







				NPAC Customer LSMS NPA-NXX-X Indicator



				B



				(



				A Boolean that indicates whether the NPAC Customer accepts NPA-NXX-X downloads from the NPAC SMS to their LSMS.  This would be used in conjunction with the LSMS Data Download bit mask value.




The default value is False.







				NPAC Customer LSMS EDR Indicator



				B



				(



				A Boolean that indicates whether the NPAC Customer utilizes Efficient Data Representation (EDR) on the LSMS.  This would be used in conjunction with the LSMS Data Download bit mask value.




The default value is False.







				TN Range Notification Indicator



				B



				(



				A Boolean that indicates whether or not the NPAC Customer supports receiving the range format for SOA Notifications.




The default value is False.







				No New SP Concurrence Notification Indicator



				B



				(



				A Boolean that indicates whether or not the NPAC Customer supports receiving the SOA Notification “No New SP Concurrence Notification.




The default value is False.







				SOA Notification Priority Tunable Parameters



				C



				(



				Allows a NPAC Customer to establish the priority to be used for transmitting the notifications listed in Appendix C, Table C-7 to his SOA.  Valid priority values for these notifications are HIGH, MEDIUM, LOW, and NONE.  A priority of NONE indicates that the NPAC Customer does NOT wish to receive that particular notification.




The default value is MEDIUM.







				NPAC Customer SOA Linked Replies Indicator



				B



				(



				A Boolean that indicates whether or not the NPAC Customer supports receiving Linked Reply recovery responses over the NPAC SMS to SOA interface.




The default value is FALSE.







				NPAC Customer Local SMS Linked Replies Indicator



				B



				(



				A Boolean that indicates whether or not the NPAC Customer supports receiving Linked Reply recovery responses over the NPAC SMS to Local SMS interface.




The default value is FALSE.











Add to Section 4.14 Tunable Administration in the master NPAC Methods and Procedures for Service Providers document.



To modify a System Tunable, the following steps must be followed:




5. The LLC/PE will contact NPAC Project Executives with a request to modify one or more System Tunables.  A list of System Tunables, valid and default values may be found in the table in Appendix (I): System Tunables of this document.  If the LLC/PE request a parameter value that falls outside the valid range, the request will be denied.




6. The NPAC Project Executives will disseminate the change to NPAC Personnel.




7. At the agreed upon time NPAC Personnel, using the NPAC Administrative Interface, shall navigate to the System Tunable Parameters, and set the tunable value as requested.  The NPAC SMS will generate a confirmation message to the screen indicating the change has been made successfully.




Update the Communications Tunables Table in Appendix I – add the following rows.



				Communciations Tunables







				Tunable Name



				Default Value



				Units



				Valid Range







				Network Data Linked Replies Blocking Factor



				50



				objects



				1-2000







				The maximum number of objects in a single network data recovery linked reply response.







				Subscription Data Linked Replies Blocking Factor



				50



				objects



				1-2000







				The maximum number of objects in a single subscription data recovery linked reply response.







				Notification Data Linked Replies Blocking Factor



				50



				notifications



				1-2000







				The maximum number of notifications in a single notifications recovery linked reply response.







				Number Pool Block Data Linked Replies Blocking Factor



				50



				Objects



				1-2000







				The maximum number of objects in a single number pool block data recovery linked reply response.







				Network Data Maximum Linked Recovered Objects



				10000



				objects



				1-10000







				The maximum number of objects sent in a network data recovery response, when the SOA/LSMS supports Linked Replies.







				Subscription Data Maximum Linked Recovered Objects



				10000



				objects



				1-10000







				The maximum number of objects sent in a subscription data recovery response, when the LSMS supports Linked Replies.







				Notification Data Maximum Linked Recovered Notifications



				2000



				notifications



				1-10000







				The maximum number of notifications sent in a notification recovery response, when the SOA/LSMS supports Linked Replies.







				Number Pool Block Data Maximum Linked Recovered Objects



				10000



				objects



				1-10000







				The maximum number of objects sent in a number pool block data recovery response, when the LSMS supports Linked Replies.











The following section should be moved to a subsection of 4.16.1 Mechanized Recovery.  The following updates should be made as indicated where strikethrough indicates deletions and underlined text indicates additions:



4.13.3 4.16.1.1 Notification Recovery 




SOA and LSMS systems are able to request recovery of all notifications sent to them during a time range limited by the ‘Maximum Download Duration’ tunable (for Service Provider systems that don’t support Linked Replies) or the ‘Maximum Linked Recovered Notifications’ tunable (for Service Provider systems that do support Linked Replies).  The request for notification recovery is sent across the CMIP interface in a Network Notification Recovery Action.  The response to the notification recovery request is sent across the CMIP interface in a Network Notification Recovery Reply, a non-linked response.  




Refer to the NANC IIS for a list of all notifications that are subject to notification recovery.  




Refer to section 4.16.1 Mechanized Recovery for more information on this process.




1.3 DPC/SSN Value Edits (NANC 191)




Perform the following updates indicated with strikethrough for deletes and underline for additions to section 9.2 Procedures of the 3.0 M&P Document.  :



To initiate a Mass Update for Subscription Versions, the following actions will be taken:




1. Service Provider personnel will contact NPAC Personnel with a request for a Mass Update to a set of Subscription Versions.  Service Provider Personnel must provide the appropriate selection criteria for the Mass Update to NPAC Personnel at the time of the request.  The following selection criteria is available:




· Single TN




· TN Range




· Service Provider ID 




· LNP Type




· LRN




· DPC Values




· SSN Values




· Billing ID




· End User Location Type




· End User Location Value




Note: The Service Provider ID is a mandatory field, which must be populated with the requestor’s Service Provider ID.




2. NPAC Personnel shall validate the caller’s’ names and authorization codes against a list of authorized Service Provider Personnel. If the caller cannot be validated the request is denied. If the caller is validated the request is processed.




3. Using the NPAC OP GUI, NPAC Personnel will navigate to the Mass Update window and enter the appropriate information as specified by the Service Provider.  The NPAC SMS will initiate a confirmation message to the NPAC Personnel indicating that the Mass Update was performed successfully.  




3.a. The NPAC SMS will initiate the change to all matching Subscription Version and Number Pool Block records except in the following situations which result in an entry to the Mass Update Exception report:



· Subscription versions that match the update criteria exist for those with a status of old, partial failure, disconnect-pending, sending or cancelled.  




· The mass update request specifies WSMS data however the Service Provider does not support WSMSC data.




· Subscription Versions and Number Pool Blocks that match the update criteria exist with invalid DPC/SSN data that is not corrected by the data specified in the update request.




· An LRN specified for update exists with a LATA ID that is different than the LATA ID of the NPA-NXX for the Subscription Versions and/or Number Pool Blocks specified to be updated. The NPAC SMS will initiate a confirmation message to the NPAC Personnel indicating that the Mass Update was performed successfully.



3.b. .  In this event, proceed to the M&P titled, ‘M&P for Mass Update Exception Processing’.




3. The NPAC SMS will reject the Mass Update request and issue an error message in the following scenarios: 




· The TN Range specified overlaps a portion of an existing 1K Block, other than Blocks with a status of old.  In this case, NPAC Personnel must contact the Mass Update Requesting Service Provider of the problem, and wait for their direction before attempting another Mass Update.




· The TN Range specified includes a Block that has a status other than ‘Active’ with an empty Failed SP-List.  In this case, NPAC Personnel should ‘monitor’ the block (Query) and when the Block reaches an ‘Active’ Status with an empty Failed SP-List, attempt the Mass Update again.  If the Block has a status of partial failure, or failed, or has at least one SPID in the Failed SP-List, NPAC Personnel will identify the discrepant Service Providers, and work with them to re-send whatever action caused the ‘failed’ status or entry to the Failed SP-List.  Once this is resolved, NPAC Personnel can then attempt the Mass Update again.




If there are matching Subscription Versions for the Mass Update that are currently in a status of sending, partial failure, disconnect-pending or cancelled, the NPAC SMS shall create a log entry.  In this event, proceed to the M&P titled, ‘M&P for Mass Update Exception’.



9.2.1 Mass Update Exception Processing




Assumption: A Mass Update was initiated/processed and some subscription versions and/or number pool blocks could not be updated due any of the bulleted reasons in step 3a of section 9.2 Procedures, above.  .in a state of sending, partial failure, disconnect-pending or cancelled existed.



To complete Mass Update Exception Processing the following steps must be followed:




1. NPAC Personnel, using the NPAC Administrative Interface, will navigate to the Mass Update Main Menu, select Reports, Network Management window and select the Mass Update Exception Report.  NPAC Personnel enter a time range that includes the log entry generated by the NPAC SMS indicating subscription version exceptions to the Mass Update.  This report can be scheduled just like any other report and includes the following information: 




· Subscription Version ID




· Telephone NumberCurrent 



· Service Provider ID




· Event ID of the Mass Update 




· Request CreationTimestamp of the Mass Update 




· ExceptionSubscription Version status at the time of exception Reason Code 



2. For Subscription Versions that were in a status of ‘sending’ upon Mass Update Processing, monitor these records subscription versions (Query) and when they reach an appropriate status, issue a modify request for those subscription versions.




3. For Subscription Versions that were in a status of ‘partial failure’ upon Mass Update Processing, working with the discrepant Service Provider(s), take the necessary steps to clear the ‘partial failure’ status.  When these subscription versions reach an appropriate status, issue the modify request for those subscription versions.




4. For Subscription Versions that were in a status of ‘disconnect-pending’ upon Mass Update Processing, monitor these subscription versions (Query) on a daily basis. If they reach a status of ‘Active’ issue a modify request for those subscription versions.  If they reach a status of ‘Old’, no further processing is required. In the case of Subscription Versions for ‘pooled’ TNs, with a status of ‘Old’ and no new ‘Active’ Subscription Version, the ‘snap-back’ feature associated with pooled numbers will take care of any updates that are necessary.




5. For Subscription Versions that were in a status of ‘cancelled’ upon Mass Update Processing no modifications are made and no further processing is required.  In the case of Subscription Versions for ‘pooled’ TNs, the ‘snap-back’ feature associated with pooled numbers will take care of any updates that are necessary.




6. For Subscription Versions and Number Pool Blocks that couldn’t be updated because the update request included WSMSC data and the Service Provider Profile is not configured indicating that they support WSMSC data, work with the Service Provider to see if the WSMSC data was provided incorrectly.  If it was provided incorrectly, modify the update information and attempt the Mass Update again.  If the data was given correctly and the Service Provider intends to support WSMSC data, modify the WSMSC DPC SSN Data parameter in the Service Provider’s profile and then attempt the Mass Update again.  See section 4.13.13 for further instruction on ‘Modifying the Parameters in a Service Provider Profile”.



7. For Subscription Versions and Number Pool Blocks that exist with invalid DPC and/or SSN data that are not corrected by the Mass Update information, work with the Service Provider to identify and correct these records with valid DPC and/or SSN data.  Identify the Subscription Versions and/or Number Pool Blocks on the Mass Update Exception Report, go over the records with the Service Provider and either modify the Subscription Versions and/or Number Pool Blocks or perform a Mass Update to update these objects so that all respective DPC and/or SSN data is valid.



8. For Subscription Versions and Number Pool Blocks that exist with an NPA-NXX having a LATA ID different from the LATA ID of the LRN specified for the Mass Update, work with the Service Provider to identify an appropriate LRN value for the Subscription Versions and/or Number Pool Blocks.  If necessary, perform the Mass Update to indicate a new LRN with a LATA ID the same as that of the NPA-NXXs of the Subscription Versions and/or Number Pool Blocks being updated.



---------------------------------




Consider adding the following Section to the current M&P Document–



4.13.14  DPC/SSN Data




NPAC SMS shall enforce DPC/SSN value edits to ensure that GTT data is formatted consistent with SS7 signaling standards and contains only non-final DPCs in accordance with recommendations documented in T1S1.6 standards for Local Number Portability.  DPC/SSN value edits are performed during Subscription Version creation, Subscription Version modification, Subscription Version activation, NPA-NXX-X creation, NPA-NXX-X modification, Number Pool Block creation, Number Pool Block activation, and Mass Update requests.  If a DPC value is supplied, then an SSN value must also be supplied and vice versa. If a DPC value is not supplied, then an SSN value may not be supplied either, and vice versa.




The regional SSN Edit Flag indicator specifies whether or not additional DPC/SSN value edits are enforced.  When the setting is ‘TRUE’ the DPC value must contain valid values (network 001-255, cluster 000-255, and member 000-255) and the corresponding SSN must contain a valid value of (000).  When the setting is ‘FALSE’ the DPC value must contain valid values (network 001-255, cluster 000-255, and member 000-255) and the corresponding SSN must contain a valid value of (000-255).  If the “request” does not contain these valid values, then the “request” will be rejected.  




----------------------------------------------




1.4 NPA Split NPAC SMS Load File (NANC 192)




The following changes should be made to the sections found within the 3.0 M&P Document.  Strikethrough indicates deletions and underline indicates additions.



7.1 NPA Splits




No changes to this section.



7.2 Notice of Split to NPAC



The NPAC will regularly process TelcordiaTM LERGTM Routing Guide
 files that contain industry information pertaining to NPA Splits (“NPA Split Load Files”).  These files will contain relevant NPA Split information such as Service Provider, Old NPA-NXX, New NPA-NXX and Permissive Dial Period Start and End dates.  Using this information the NPAC SMS will automatically be made aware of all NPA/NXXS that will be split by the Service Provider. NPAC requires 30 Days notice from the Service Provider for an up and coming split. The NPAC requires 30 days notice of the NPA that is Splitting, the actual NXX’s of that split can be sent to the NPAC two weeks prior to the start of the permissive dialing period.   PLEASE NOTE – if the official permissive dialing period is to start on a date that has already passed – i.e. NPAC cannot input a split that is to begin PDP on 7/1 on 7/14. The NPAC would need to use 7/15 as the start of PDP.  In this case NPAC and the Service Providers involved in that split would need to all agree on the date the NPAC will use for the Permissive dialing period and all involved in the split will need to enter in the same dates.   These situations will be discussed on the Cross Regional calls and agreed upon as an industry.  The NPAC will modify all of the Ssubscription Vversions and Number Pool Blocks associated with the NPA Split to associate the new TN NPA-NXX with the Subscription Versions and Number Pool Blocks to support the permissive dialing period.   It is up to the Service Provider to enter the data on their side as well as, clean up their network data and delete the old NPAs. 




This function of the NPAC interface is only available to NPAC Operations personnel. (A Service Provider cannot perform a Split without the help of NPAC personnel.).  No updates or information will be sent over the SOA interface or LSMS interface to indicate that a NPA Split is occurring.  NPA Split information will be accessible to Service Providers via the NPAC web site. 




The NPAC SMS requires the following data for entry of NPA split information into the NPAC:




· The old and new NPA




· The affected NXX(s)




· The start date of the permissive dialing period




· The end date of the permissive dialing period




· The agreed upon date to install the split into the systems




· The Service Provider ID




Split information input will not be allowed if there are any partially failed or sending subscription versions associated with the old NPA-NXXs.   All SVs must be in an active state or the split will not occur. 




The NPAC modifies all of the subscription versions associated with the split to associate the new TN with the subscription version to support the permissive dialing period.



7.2.1 NPAC Notice of Splits to Service Providers/Split Information




No changes to this section.



7.3 NPA Split Process




Through a regular, housekeeping process the NPAC SMS will process the “NPA Split Load Files”.  The NPAC SMS will verify that the Old NPA-NXX specified for an NPA Split exists on the NPAC SMS and is not involved in another NPA Split, and then automatically create the respective New NPA-NXX and broadcast this to all SOA and LSMS Service Providers in the region that are accepting downloads for the NPA-NXX.  If an Old NPA-NXX-X exists respective to the NPA Split specified in the “NPA Split Load File”, a New NPA-NXX-X will be created and broadcast to all SOA and LSMS Service Providers in the region that are accepting downloads for the NPA-NXX and support NPA-NXX-Xs.  The NPAC SMS will associate the New NPA-NXX with any Subscription Versions and/or Number Pool Blocks that are affected by an NPA Split at the start of the Permissive Dial Period.  There will not be any broadcasts over the interface to any SOA or LSMS systems updating Subscription Versions and/or Number Pool Blocks as a result of an NPA Split.




The NPAC SMS will inevitably process “NPA Split Load Files” that contain NPA Split information that has already been created on the NPAC SMS,  If a file contains ‘modified’ information for an NPA Split the NPAC SMS will perform the following steps:




· If it is prior to the original NPA Split Permissive Dial Period Start Date, and if the “NPA Split Load File” indicates a new Permissive Dial Period Start Date and no ‘Pending’ Subscription Versions exist for the New NPA-NXX, the NPAC SMS will automatically update the Effective Date of the New NPA-NXX and the Permissive Dial Period Start Date to the New modified date indicated.  This will results in a delete broadcast (for the previous New NPA-NXX) to all SOA and LSMSs that are accepting downloads for the NPA-NXX as well as a create broadcast to all SOA and LSMSs for the New NPA-NXX with the new Effective Date.




· If it is prior to the original NPA Split Permissive Dial Period Start Date, and if the “NPA Split Load File” indicates a new Permissive Dial Period Start Date and Subscription Versions with a status other than ‘Old’ or ‘Active’ exist for the New NPA-NXX, reject the NPA Split modify request, and log an error for the NPA Split Exception report.




· If it is after the original NPA Split Permissive Dial Period Start Date, in other words, if the NPA Split is currently in Permissive Dial Period, and the LERG file indicates a new Permissive Dial Period Start Date, the NPAC SMS will reject the NPA Split modify request.




· If it is prior to the Permissive Dial Period End Date and the “NPA Split Load File” indicates a new Permissive Dial Period End Date, the NPAC SMS will modify the Permissive Dial Period End Date accordingly. 




· If the LERG file indicates an NPA Split delete, the NPAC SMS will delete the respective NPA Split, New Network Data associated with the split and re-associate respective Subscription Versions and/or Number Pool Blocks with the Old NPA-NXX only.




· If the LERG File indicates additional NPA-NXXs for an NPA Split, and they meet NPA Split requirements, the NPAC SMS will automatically add the NPA-NXXs to the NPA Split and create and broadcast the ‘New’ Network Data (NPA-NXX and NPA-NXX-X – if applicable) to all SOAs and LSMSs in the region accepting downloads for the NPA-NXX.




Service Provider(s) responsible for the NPA split will call, email or fax the NPA split information into NPAC.   NPAC personnel will enter the split information into the GUI.  The NPA split will reflect Midnight Central Daylight savings time (Chicago Time) and will be loaded into the GUI as Greenwich Mean time (UTC Time).  Therefore, the Service Provider must convert the time from their time zone to Central Daylight savings time (Chicago Time), when speaking to NPAC.  




NOTE – Appendix O contains a time zone converter.




NPAC will verify that the new and the old NPA-NXX(s) involved in an NPA Split exist and are not currently involved in another NPA Split.  New NPA-NXX(s) will be opened via normal processing prior to the NPA Split.   NPAC will verify that the NPA Split has an effective date equal to the start date of permissive dialing.  




NPAC will post this information about “NPA Split Load Files” that have been processed by the NPAC SMS out on the web site.  The Service Providers are responsible for adding, changing and removing old NPA NXX’s from their networks upon reaching the Permissive Dial Period End Date.  If needed, a mass update will may be completed requested to update LRN information for a LSMS only not SOA.  NPAC SMS can leave filters for NPA-NXX(s) involved in an NPA split unchanged if the Service Provider wants - this is up to the SP.  Service Providers are responsible for setting NPA-NXX filters appropriately.




Please note-  NPAC SMS shall complete any needed NPA Split processing or activities by 00:01 CST on the start date of permissive dialing.




NPAC will reject a NPA Split if:




· Determining that the old NPA-NXX involved in an NPA Split does not exist when the split information is entered. 




· Determining that a new NPA-NXX involved in an NPA split has an effective date not equal to the start date of permissive dialing.




· Determining that a new NPA-NXX involved in an NPA split is currently involved in another NPA Split.




· Determining that there are Subscription Versions with a status other than pending, old, conflict, canceled, or cancel pending in the new NPA-NXX split.



7.4 Permissive Dialing Period



No changes to this section.



7.4.1 Creating an NPA-NXX-X during NPA Split, Permissive Dial Period
No changes to this section.



7.4.2 NPA Split Creation containing Pooled Block(s)




delete this section as the functionality is covered in section 7.3 above



A Service Provider (Code Holder) may contact NPAC Personnel and request the creation of an NPA Split on the NPAC SMS specifying an NPA-NXX that contains Number Pool Block(s).




In this case, if an NPA-NXX-X entry already exists for the ‘Old’ NPA-NXX, the NPAC SMS will automatically create an NPA-NXX-X entry for the ‘New’ NPA-NXX-X, and NPA Split processing will continue.




Note: At the end of the Permissive Dialing Period, the NPAC SMS will automatically delete the ‘Old’ NPA-NXX-X Value and clean up the respective Block and Pooled SVs to reflect only the ‘New’ NPA-NXX-X Value.



7.4.3 7.4.2  NPA Split Error Processing  (the subsection number is changing since the previous section will be deleted)



Upon NPAC SMS automated processing of the “NPA Split Load Files” certain processing errors may occur that result in an entry to the NPA Split Exception report.  Such processing errors may include:




· The Old NPA-NXX does not exist at the time of “NPA Split Load File” processing.




· NPA splits that cannot be added to the NPAC SMS because the new NPA-NXX already exists in the NPAC SMS at the time the “NPA Split Load File” is processed by the NPAC SMS, and that NPA-NXX is NOT already scheduled for an NPA Split in the NPAC SMS.




· An NPA-NXX-X exists for the New NPA-NXX at the time of the “NPA Split Load File” processing.




· NPA splits already scheduled in the NPAC SMS where the PDP start date is modified to a closer in date.




· NPA splits already scheduled in the NPAC SMS where the PDP start date is modified, and pending SVs exist in the new NPA-NXX.




Upon entry of the NPA Split, if the NPAC SMS determines an NPA-NXX-X entry already exists for the ‘New’ NPA-NXX, the NPAC SMS will reject the NPA Split request.  The NPAC SMS will generate an error message to NPAC Personnel indicating the NPA Split cannot be processed.  




When these processing errors occur, NPAC Personnel will perform the following steps to get to a resolution and be able to process the NPA Split request:




· If the Old NPA-NXX does not exist at the time of NPA Split LERG file processing, NPAC Personnel will work with the respective Service Provider to confirm that the NPA-NXX is supposed to be open for porting and if so, work with the Service Provider to get the Old NPA-NXX created.  Once the Old NPA-NXX has been created on the NPAC SMS, NPAC Personnel will ensure that the NPA Split request is re-processed.




· If the NPA Split request specifies a New NPA-NXX that already exists in the NPAC SMS at the time the NPA Split Load Flat File from the LERG Routing Guide is processed by the NPAC SMS, and that NPA-NXX is NOT already scheduled for an NPA Split in the NPAC SMS, NPAC Personnel will work with the respective Service Provider to delete the NPA-NXX.  Once the NPA-NXX has been successfully deleted, NPAC Personnel will ensure that the NPA Split request is re-processed.




· If an NPA-NXX-X exists for the New NPA-NXX specified in an NPA Split request, NPAC Personnel will NPAC Personnel will notify the Code Holder Service Provider that the NPA Split could not be processed because an Active Number Pool Block already exists within the ‘New’ NPA-NXX.  Furthermore, NPAC Personnel will contact the Pooling Administrator and Block Holder Personnel to notify them of the NPA-NXX-X that caused the error.  It is the joint responsibility of the Pooling Administrator, Block Holder and Code Holder to resolve the error. Once the issue has been addressed, NPAC Personnel will ensure that the NPA Split request is re-processed.  




· If the Permissive Dial Period Start date for an NPA Split is modified and pending subscription versions exist in the new NPA-NXX, NPAC Personnel will work with the respective Service Provider to cancel the subscription versions in question and then re-process the NPA Split request.




The following changes should be made to section 8.1.1.1 Approach, found within the 3.0 M&P Document.  Strikethrough indicates deletions and underline indicates additions.




36.  For NPA Split processing, the NPAC will reject the NPA Split request in the TelcordiaTM LERGTM Routing Guide files that contain industry information pertaining to NPA Splits (“NPA Split Load Files”), if the New NPA-NXX-X already exists at the time of “NPA Split Load File” processing. at the start of the Split, If an Old NPA-NXX-X exists respective to an NPA Split at the time the NPAC processes the “NPA Split Load File” the NPAC SMS will automatically create a respective, New NPA-NXX-X with an Effective Date equal to the later date of either the Permissive Dial Period Start Date or the Effective Date of the Old NPA-NXX-X. to correspond to the Old NPA-NXX-X, and will reject the NPA Split request if the New NPA-NXX-X already exists at the time of the NPA Split entry.  The NPAC SMS will remove the New NPA-NXX-X and convert the Block and SVs back to the Old NPA-NXX, if the New NPA-NXX is removed from the NPA Split, prior to the end of PDP.  When adding an NPA-NXX-X during an NPA Split, the NPAC SMS will automatically add a corresponding New/Old NPA-NXX-X for an NPA-NXX involved in a Split.  During PDP, the NPAC SMS will treat Block data similar to the treatment of SV data (i.e., either the Old or New NPA-NXX can be sent to the NPAC SMS, but the NPAC SMS will broadcast the New NPA-NXX).




The following changes should be made to section 9.3 Things to Remember – Mass Update after NPA SPLIT, found within the 3.0 M&P Document.  Strikethrough indicates deletions and underline indicates additions.



9.3 Things to Remember – Mass Update after a NPA SPLIT Split



At the end of the permissive dial period (PDP), the Old NPA-NXX is to be deleted by the Service Provider.  As such, the Service Provider should be taking steps during PDP to make appropriate changes to their LRNs and ported subscription version data so that at the end of PDP any LRNs using the Old NPA-NXX can be removed.  The Service Provider may request a Mass Update in order to modify the ported subscription versions and/or number pool blocks affected by an NPA Split to a different LRN.




The Service Provider should be adding a new LRN based on the NPA-NXX, and should be doing a Mass Update of all active SVs that currently have the old NPA to change to the new NPA, and in turn must delete the old LRN at the end of the permissive dialing period.   This will alleviate any potential problems with the old NPA-NXX when it eventually gets re-allocated to a new Service Provider.  




Note: For mass changes, please consult with the appropriate NPAC personnel with details and general questions.




The following changes should be made to section 11. Reports, found within the 3.0 M&P Document.  Strikethrough indicates deletions and underline indicates additions.  



Add the following table entries to section 11.2:



				Report Types



				Report Name



				Party who can access



				Function












				Service and Network Data



				System Tunables



				Service Provider 



				Allows the inspection of the tunable parameters in the NPAC SMS. The administrator can view the current values of all tunable parameters. Tunables are broken into five categories: subscriptions, communication, audits, logs and security.







				



				NPA Split Exception Report



				NPAC Only



				List information about NPA Split processing errors.







				



				Mass Update Exception Report



				NPAC Only



				List information about Mass Update processing errors.











11.5.10  NPA Split Exception Report 
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NPA Split Exception Report Overview




The NPA Split Exception Report allows the NPAC Personnel User to generate a report, that provides information regarding NPA Split Load File processing errors.



Date/Time Range




NPAC Personnel specify a Start Date/Time and End Date/Time for which NPA Split processing errors occurred. The date range is a filter to allow reports only on a specific range of dates. A message is generated if there is an error or warning condition that arises from the entered dates.




Destination




NPAC Personnel select an output destination. For any of the Destination fields, errors or warnings may occur (such as too many characters entered, invalid destination name or number, etc.). In the occurrence of an error or warning, an appropriate message displays.




Sample Report




Create actual report output here.
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11.5.11 Mass Update Exception Report 
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Mass Update Exception Report Overview




The Mass Update Exception Report allows the NPAC Personnel User to generate a report, that provides information regarding Mass Update processing errors.



Date/Time Range




NPAC Personnel specify a Start Date/Time and End Date/Time for which Mass Update processing errors occurred. The date range is a filter to allow reports only on a specific range of dates. A message is generated if there is an error or warning condition that arises from the entered dates.




Destination




NPAC Personnel select an output destination. For any of the Destination fields, errors or warnings may occur (such as too many characters entered, invalid destination name or number, etc.). In the occurrence of an error or warning, an appropriate message displays.




Sample Report




Create actual report output here.
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NPA Splits and Mass Updates 



NPA Splits are initiated through regular NPAC processing of TelcordiaTM LERGTM Routing Guide files that contain industry information pertaining to NPA Splits (“NPA Split Load Files”). At the end of the permissive dial period (PDP), the Old NPA-NXX is to be deleted by the Service Provider.  As such, the Service Provider should be taking steps during PDP to make appropriate changes to their LRNs and ported subscription version data so that at the end of PDP any LRNs using the Old NPA-NXX can be removed.  The Service Provider may request a Mass Update in order to modify the ported subscription versions and/or number pool blocks affected by an NPA Split to a different LRN.



and Mass Updates are coordinated by the Service Providers.  The Service Providers are responsible for informing the NPAC of an up and coming split 30 days in advance.  The Service Providers that are involved in the split must coordinate with NPAC personnel and NPA and NXX information involved with the split.  




Service Providers are responsible for adding, changing and removing old NPA NXX information from their networks. 




The NPAC becomes involved after receiving a request for a Mass Update notification of the mass change from a Service Provider.  The goal of the NPAC is to transform affected records in the NPAC SMS database to reflect the new information via a mass update.  Service Providers must supply the NPAC with the range for mass updates changes.   The Mass Updates Changes are intended for ranges only not one or two TNS.   The TNs must be in a range, NPAC does not accept single TNs for mass updates.




For more information on NPA Splits and Mass Update, please contact NPAC personnel at 888-NPAC-HEL(P).      Also, there is a full description of both NPA Splits and Mass changes in the M&P document.




Please note NPAC does not support Line-level splits (some NPA-NXX some NPAs change and some remain the same.)   There is a document posted to the secure web site regarding this.




1.5 Conflict Timestamp Broadcast to SOA (NANC 218) 




No change necessary.



1.6 Donor SOA Port-To-Original of an Intra-Service Provider Port (NANC 230)




Consider adding a new sub-section in Section 4.13.X Provisioning in the master NPAC Methods and Procedures for Service Providers document, Release 3.0.



4.13.X Port To Original Subscription Versions




Port to Original refers to a Subscription Version that is ported to the original switch within the original Service Provider’s network.  When the Subscription Version is going back to the original Service Provider’s switch and the current Service Provider is different than the original Service Provider, this is an Inter-Service Provider, Port to Original Subscription Version.  When the Subscription Version is going back to the original Service Provider’s switch and the current Service Provider is the same as the original Service Provider, this is an Intra-Service Provider, Port to Original Subscription Version.  In the case of the Intra-Service Provider, Port to Original Subscription Version, the telephone number has been previously ported away from the original switch.




1.7 Modification of Dates for a Disconnect Pending SV (NANC 249)




No changes necessary.



1.8 ASN.1 Change for Required Field in VersionNewNPA-NXX and VersionNewNPA-NXX Recovery Notification (NANC 287)




No changes necessary.



1.9 SSN Edits in the NPAC SMS (NANC 291)




Suggested changes are documented in section 2.3 DPC/SSN Value Edits above.



1.10 Sending SV Problem During Recovery (NANC 297)




No changes necessary.



1.11 Change the NSAP Field Size Declaration in ASN.1 – ASN.1 Recompile (NANC 316)




No changes necessary.



1.12 NPAC Edit to Ensure NPA-NXX of LRN is in Same LATA as NPA-NXX of Ported TN (NANC 319)




Consider adding the following Section to the current M&P Document–



4.13.X  LATA ID Validation




LNP Call Processing that occurs in the LNP network switches requires that the NPA-NXX of the ported telephone number must have the same LATA ID as the LRN associated with the ported telephone number.  Prior to the implementation of NPAC Release 3.2.0, there was no assurance these LATA IDs would match.  With the implementation of NPAC Release 3.2.0 and new LATA ID validation functionality, Subscription Version and Number Pool Block requests specifying a LRN with a different LATA ID than the respective NPA-NXX of the (TN or NPA-NXX-X of the Number Pool Block) are denied.  




Other changes to the Mass Update procedures are documented above in section 2.3 DPC/SSN Value Edits.



1.13 Clean Up of Failed SP List based on Service Provider BDD Response File (NANC 322)




Add the following subsection to 4.16.2 Bulk Data Download which is described above in section 2.1 Delta Download File Creation by Time Range for SVs (NANC 169) 




4.16.2.1 Bulk Data Download Response File Processing




Bulk Data Download Response Files may be generated by Service Provider Personnel and/or their local systems after they have successfully processed a Bulk Data Download file containing Subscription Version or Number Pool Block data to indicate to the NPAC SMS which objects they successfully processed.  When the NPAC SMS processes this Bulk Data Download Response File from the Service Provider, the Failed SP Lists for respective Subscription Versions and Number Pool Blocks are appropriately updated based on the Service Provider’s indication of successfully processing the partially failed or failed object.




To process a Bulk Data Download Response File the following steps must be followed:




4. Service Provider Personnel will contact NPAC Personnel with a request to process a Bulk Data Download File.  Service Provider Personnel are responsible for ensuring that the Bulk Data Download Response File follows the required naming convention and is located in the correct directory for the Requesting Service Provider on the NPAC SMS server.




5. NPAC Personnel shall validate the caller’s name and authorization code against a list of authorized Service Provider Personnel.  If the caller cannot be validated, the request is denied. If the caller is validated the request is processed.




6. NPAC Personnel, using the NPAC Administrative Interface, and operating in the appropriate region for the service provider request navigate to the Bulk Data Download Response Window, specify the Service Provider Name and/or ID for whom they are to process the file from, and Bulk Data Download Response file name.  The NPAC SMS will generate a confirmation message to the screen indicating the request was successful.




1.14 Partial Migration of a SPID via Mass Update (NANC 323)




Add the following sub-section in Section 9 Mass Updates and Changes in the master NPAC Methods and Procedures for Service Providers document, Release 3.0.



9.4 Service Provider ID (SPID) Migration




Situations arise that require a change to the Service Provider associated with LNP data such as NPA-NXXs, NPA-NXX-Xs, LRNs and respective sub-tending information (subscription versions and/or number pool blocks).  These situations may include service provider mergers, service area trading, data system consolidations, etc.




Service Provider’s may migrate all of their data to one Service Provider, or portions of their data to multiple Service Providers.  If a Service Provider’s data is being migrated to more than one Service Provider, NPAC Personnel will have to perform this process as many times as there are Service Providers that are receiving data.  For example, if Service Provider (A) is migrating their data to Service Providers (B), (C) and (D) – then NPAC Personnel will perform the SPID Migration process three times since there are three Service Providers receiving data.




When a Service Provider (ID) Migration is required, a coordinated effort is required of all Service Provider’s participating in the affected NPAC Region.  An agreed upon time whereby all systems are disassociated from the NPAC SMS will be determined.  At the scheduled time, NPAC Personnel will use the NPAC OPGui to specify the SPID Migration request which results in the creation of Selection Input Criteria SPID Mass Update Request Files (SIC-SMURF) which are used by NPAC Personnel and all Service Provider’s in the region to update their systems appropriately.  




The following steps must be performed to initiate the SPID Migration process:




1. All Service Provider systems in the affected region are disassociated from the NPAC SMS.




2. Service Provider personnel will contact NPAC Personnel with a request for SPID Migration.  Service Provider must provide the appropriate selection criteria for the data being migrated to the new Service Provider at the time of the request.  The following information must be provided:




· From Service Provider Name and ID




· To Service Provider Name and ID 




· LRN (list of or all in the case of a full migration)




· NPA-NXX (list of or all in the case of a full migration)




· NPA-NXX-X (list of or all in the case of a full migration)




3. NPAC Personnel shall validate the caller’s name and authorization code against a list of authorized Service Provider Personnel. If the caller cannot be validated the request is denied. If the caller is validated the request is processed.




4. Using the NPAC OP Gui, NPAC Personnel will navigate to the Service Provider Migration Management window and enter the appropriate information as specified by the Service Provider.  The NPAC SMS will initiate a confirmation message to the NPAC Personnel indicating that the request was successful. 




4.a If ‘Pending-Like, No Active’ Subscription Versions and/or Number Pool Blocks exist for the Service Provider who is requesting the SPID Migration, the request will not be successfully processed.  NPAC Personnel will have to work with the Service Provider to either activate or cancel these objects.




4.b NPAC Personnel will pull the “Pending-Like, No Active” Report and forward the report to the requesting Service Provider.  The Service Provider must have their own M&P outside of NPAC Personnel for cleaning up these Subscription Versions.




4.c NPAC Personnel will await notification from the requesting Service Provider prior to attempting to request the SPID Migration files again.




5. When the Service Provider Migration request is successfully entered in the NPAC OPGui, the NPAC SMS then generates files that are to be used by all Service Provider’s in the region and NPAC Personnel to implement the required updates in all local LNP systems.  NPAC Personnel will notify all Service Providers in the region when the SIC-SMURF files are available on the FTP site.




6. The (From) Service Provider who has requested the data migrated from them to one or more other Service Providers will verify the files generated by the NPAC SMS and authorize the migration.  




7. NPAC Personnel and Service Provider personnel perform their own migration process.




8. When all Service Providers in the region and NPAC Personnel have successfully updated their local systems for the SPID Migration, all local systems may re-associated with the NPAC SMS.  NPAC Personnel will initiate Audits to spot check Service Provider systems in the region to ensure all data is represented appropriately




NOTE:  If ‘Pending-Like’ Subscription Versions exist for the requesting Service Provider, the SPID Migration request will fail in the NPAC OPGui.  NPAC Personnel will work with the requesting Service Provider to either activate or cancel these objects before they generate the SIC-SMURF files for the SPID Migration.




1.15 Delta Download File Creation by Time Range for Network Data (NANC 354)




M&P for this functionality is included in section 2.1 – Delta Download File Creation by Time Range for SVs (NANC 169) above.



Appendix A:
Methods and Procedures Issues




Following are issues related to the NPAC Release 3.2 Methods and Procedures:




				#



				Date



				Issue



				Status







				1.



				



				



				







				2.
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116 S. Cumberland



Park Ridge, Illinois



60068



(847) 698-6167 (Office)



(847) 274-5125 (Cell)



February 25, 2003










Dear LNPA-WG members:


The PA has been receiving an increasing number of requests from Service Providers that are requiring multiple LRNs. The reasons for such requests have been varied and are legitimate requests per the INC guidelines, but are in many cases exacerbating the need to open new CO codes.  



Several examples have been forwarded to yourself and the LNPA-WG by Mr. Greg Pattenaude (NY-DPS), showing several situations that exist in large metropolitan areas where there are multiple tandems serving an area, and the tandem switches may not do inter-tandem routing. Further complicating this in some areas, the tandems may serve areas that cross LATA boundaries. In these situations a service provider wanting to serve an area may setup a “POI” (Point of Interconnection) in each serving tandem.  According to the INC guidelines it is permissible to assign an LRN to each POI. The examples cited are by no means the only instances where LRNs need to be assigned, nor is this issue only limited to large metropolitan areas.



Per the Thousands-Block Number (NXX-X) Pooling Administration Guidelines (TBPAG), an LRN is defined as “The ten-digit (NPA-NXX-XXXX) number assigned to a switch/POI used for routing in a permanent local number portability environment.”  



According to the INC LRN Assignment Practices, “A unique LRN may be assigned to every LNP equipped switch (and potentially to each CLLI listed in the LERG).  A service provider should select and assign one (1) LRN per LATA within their switch coverage area.  Any other LRN use would be for internal purposes.  Additional LRNs should not be used to identify US wireline rate centers.”  



Consequently, a new NXX would need to be opened for each LRN request for each “switch/POI”.  In some cases this causes a surplus of blocks in an industry inventory pool and can accelerate the exhaust of an NPA.



As a result, the PA brought an issue to INC 68 (attached) to revisit the LRN Assignment Practices to see if there are any possible alternatives to how LRNs may be assigned that would not require a new NXX to be opened.  Part of the suggested resolution was for the INC participants to go back to their companies and investigate possible alternatives for LRN assignments.  



Since this issue was not accepted at INC, the PA felt (and still feels) that this is still a valid issue that needs further investigation. The PA currently works with service providers and regulators in an attempt to minimize the opening of new codes, and where it is necessary to open codes to have the code assigned where 1K blocks may be utilized in the PA inventory. Unfortunately in many cases the PA inventory does not need additional blocks and in actuality may have enough blocks to last a substantial period of time before replenishment may be necessary. Opening codes in these situations just to provide an LRN strands numbers and is not an effective use of numbering resources.  



The PA is not advocating a position in this matter, nor suggesting that the INC guidelines be changed to prevent the legitimate use of LRNs. The PA is only requesting that the industry review how LRN assignments are made and what criteria may be used that designates an LRN. 



For example, an LRN is a 10 digit number, but does it have to be related to a NPA-NXX-XXXX or can it be any 10 digit number.  Does an LRN have to be assigned only from a NPA-NXX where the LRN assignee is the Code holder?



We look forward to discussion (and potential resolution) of this issue by the LNPA-WG.



Sincerely,


Barry W. Bishop



Senior Director Number Pooling Services



 Attachment 1 – NY DPS Email



-----Original Message-----
From: greg_pattenaude@dps.state.ny.us [mailto:greg_pattenaude@dps.state.ny.us]
Sent: Tuesday, February 04, 2003 4:08 PM
To: La Gattuta, Paul F, ALABS
Cc: christine_kelly@dps.state.ny.us
Subject: Re: LRN Action Item FW: NANC - Action Assignments



Paul - here is our experience.  The names have been deleted.   Our preference, and I'm sure most other states and carriers, too,  would be to minimize the number of new NXXs that have to be opened to support LRN requests.  And this assumes that the LRNs are truly needed.  If you have any questions, let either Christine or myself know. 

Greg 

-------------------------------------------------------------------------------------------------------------------------------------------- 
The typical situations in which carriers have requested more than one LRN per switch (under their control) within a LATA occur when there is more than one LEC tandem with which they interconnect.   There are differences between wireless and wireline carriers in these situations.   

Example 1-  NY Metro Lata 132  -  Verizon has multiple tandems to which the CLECs interconnect.   With only one LRN,  all of the CLEC's traffic is pointed to one tandem.  The CLEC may want the traffic at another tandem and POI,  so they have to incur costs to have the traffic hauled (or haul it itself) to the other tandem.  The use of multiple LRN's to remedy this situation has been denied under current NANPA guidelines (as wasteful of numbering resources) as it is using LRN routing in place of switch translations and transport services. 

Example 2-  NY Metro LATA 132 - A CLEC claimed it needed multiple LRNs as the number of service provider ports from the LEC would strain one tandem's resources and had the potential to  impair traffic flow.  The LEC was not able to substantiate this concern.  Again, the request was denied under the guidelines. 

Example 3-  845 NPA/LATA 133.  A wireless carrier intended to interconnect with 3 incumbents, each with their own tandem, in rate centers in the 845 NPA   The traffic was to be hauled to a switch outside the LATA.   Because the wireless carrier had Type 2 interconnection, it was determined that the wireless carrier needed an LRN per POI at each LEC's tandem.   The wireless carrier was able to obtain multiple LRNs.   Barry Bishop confirmed their need under this scenario. 

Christine Sealock Kelly
NY Department of Public Service
518-486-5619
fax 518-474-5616


Attachment 2 – Proposed INC Issue 



INDUSTRY NUMBERING COMMITTEE (INC) ISSUE IDENTIFICATION FORM



ISSUE TITLE:



Review LRN Assignment Practices 



_____________________________________________________________________________



ISSUE ORIGINATOR: Florence Weber
ISSUE #: 


COMPANY: NeuStar
DATE SUBMITTED: 1/7/03


TELEPHONE #: 925-363-8730
DATE ACCEPTED:


REQUESTED RESOLUTION DATE: ASAP
WORKSHOP ASSIGNED:



CURRENT STATUS:



RESOLUTION DATE:


1.
ISSUE STATEMENT: There are cases where SP’s are requiring multiple LRNs.  The INC needs to explore how LRNs can be established with out opening additional CO Codes.  


2.
SUGGESTED RESOLUTION OR OUTPUT/SERVICE DESIRED: INC particpants should take this issue back to their companies to see if  there are any possible solutions.    



3. OTHER IMPACTS (If any):



Committee T-1



4. CONTRIBUTIONS WORKED AGAINST ISSUE:



5. CURRENT ACTIVITY:



6. RESOLUTION:



UPDATED:



    Attachment 3 – Excerpt of INC 68 General Session Meeting Records



INC 68 General Session



Washington, DC



January 7, 2003



Proposed Issue #8 Review LRN Assignment Practices (NeuStar-PA)



Florence Weber, NeuStar-PA, reviewed the proposed new issue.



Points Noted:



1. It was asked if the LNP architecture was considered. The answer was no.



2. A participant noted that NANC made the decision to have one LRN per switch per LATA.



3. It was noted that if there is an existing LRN then the PA will deny the request.



4. It was noted that it is not under INC’s purview to modify NANC LNP architecture and Committee T1 technical requirements documents.



5. The Moderator asked if there were any objections to accepting the proposed issue “Review LRN Assignment Practices”.  There were several objections and there was no consensus to accept the issue.
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NANC – LNPA Working Group
                     
Problem/Issue Identification Document






LNP Problem/Issue Identification and Description Form



Submittal Date (mm/dd/yyyy):  08/28/2002



Company(s) Submitting Issue:  Verizon



Contact(s):  Name   Gary Sacra




         Contact Number   410-736-7756




         Email Address   gary.m.sacra@verizon.com



(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)



1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)



Customers have been taken out of service inadvertently due to the New Service Provider continuing with a port that has been placed into Conflict by the Old Service Provider after the 6 hour timer has expired, instead of investigating why the port was placed into Conflict.                                                        



2. Problem/Issue Description: (Provide detailed description of problem/issue.)



A. Examples & Impacts of Problem/Issue: 



When Verizon receives a SOA notification from NPAC that another service provider has issued a CREATE message to NPAC in order to schedule a port-in of a Verizon customer, Verizon checks to see that a matching Local Service Request (LSR) has been received from that service provider regarding that specific TN.  If no matching LSR is found, Verizon places the port into Conflict status with a Cause Code set to “LSR Not Received.”  We are seeing an increasing rate of instances where the New Service Provider is waiting for the 6 hour Conflict Resolution New Service Provider Restriction Tunable Parameter timer to expire, and proceeding with porting the number.  This has led to Verizon customers being inadvertently ported and taken out of service from a terminating call perspective because the wrong TN was entered in the original CREATE message sent by the New Service Provider to NPAC. 



B. Frequency of Occurrence:



In the MA and NE Regions, 15-20 customers have been taken out of service per month on average as a result of this problem.  Some of these customers have had multiple TNs taken out of service.



C. NPAC Regions Impacted:



 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     



 West Coast___  ALL_X_



D. Rationale why existing process is deficient: 



Section 1.2.4 of the FRS document states, “If Service Providers disagree on who will serve a particular line number, the NPAC SMS will place the request in the “conflict” state and notify both Service Providers of the conflict status and the Status Change Cause Code.  The Service Providers will determine who will serve the customer via internal processes.  When a resolution is reached, the NPAC will be notified and will remove the request from the “conflict” state by the new Service Provider.  The new Service Provider can cancel the Subscription Version.”  In addition, Section 2.4.2 of the FRS states that the New Service Provider coordinates conflict resolution activities, and further states, “The New and Old Service Providers use internal and inter-company processes to resolve the conflict.  If the conflict is resolved, the new Service Provider sets the Subscription Version status to pending.  If the conflict is not resolved with the tunable maximum number of days, the NPAC SMS cancels the Subscription Version, and sets the Cause Code for the Subscription Version.”



Clearly, the intent here is to resolve the conflict before the port takes place.  Allowing the New Service Provider to remove the Conflict status after the 6 hour timer expires bypasses the need to resolve the conflict.



E. Identify action taken in other committees / forums: 



N/A



F. Any other descriptive items: __



__________________________________________________________________________________________________________________________________________________________________________



3. Suggested Resolution: 



The LNPA should revisit the philosophy that led to enabling the New Service Provider to remove a Subscription Version from Conflict status after a specified period of time without first resolving the original conflict with the Old Service Provider.  NPAC requirements should be modified to require both service providers to concur before a Subscription Version can be moved from Conflict status to Pending.



LNPA WG: (only)



Item Number: 0022




Issue Resolution Referred to: _________________________________________________________


Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________
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CO Code (NXX) Re-Allocation Process



 (with active Ported Numbers) 



      Non-pooling NXX1




            

Pooling NXX2
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Assignee Transfer form from the new



LERG assignee to port thousands-blocks



from the old LERG assignee to the new
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1. NANPA CO Code Administration and NeuStar Number Pool Administration will follow Appendix C & 7, Procedures for Code Holder/LERG Assignee Exit of the INC Guidelines for NXX/Thousands-Block Reallocation.



2. Non-pooling NXX Flow (Note: Last digit of paragraphs below correspond to numbers on flow chart)


2.1. The NANPA CO Code Administrator sends CO Code Part 3 to the new LERG assignee.



2.2. The new LERG Assignee completes the LNP NXX LERG Assignee Transfer form for those thousands-blocks that have ported numbers and any additional thousands-blocks they need to port.  Then forwards the form and CO Code Part 3 to the NPAC Administrator.



2.3. The NPAC Administrator receives the CO Code Part 3 and the LNP NXX LERG Assignee Transfer form from the new LERG assignee. 



2.4. If for some reason the thousands-blocks cannot be ported on the effective date, the NPAC Administrator will contact the new LERG assignee to negotiate a date to port the numbers. 



2.5. The NPAC Administrator builds the individual Block tables for the thousands-blocks indicated on the LNP NXX LERG Assignee Transfer form.



2.6. On the effective date (or the date negotiated with the new LERG Assignee), NPAC will download the thousands-blocks with a port type of “Pool”. 



2.7. Upon completion of the download, the NPAC administrator completes the LNP NXX LERG Assignee Transfer form and forwards a completed copy to the new LERG assignee.



2.8. The NPAC administrator shall update the NPAC tracking database.



2.8.1. The NPAC tracking database has been created to track LERG assignee changes to carriers who are not the original SPID holder in the NPAC database. This will facilitate corrections to the NPAC database once a SOW (Statement Of Work) has been developed and implemented which will allow the SPID (Service Provider ID) to be changed in the NPAC database. Until such time as a SOW has been developed and implemented, this database will track the current LERG assignee at the NPAC.



3. Pooling NXX Flow (Note: Last digit of paragraphs below correspond to numbers on flow chart)


3.1. The new LERG assignee completes the LNP NXX LERG Assignee Transfer form for those thousands-blocks that have not been assigned to another carrier and are being retained by the new LERG assignee.  The new LERG assignee submits the form to the Pooling Administrator.  



3.2. The Pooling Administrator forwards the LNP NXX LERG Assignee Transfer form to the NPAC Administrator and returns the PA Part 3 to the new LERG assignee.



3.3. The NPAC Administrator receives the LNP NXX LERG Assignee Transfer form from the Pooling Administrator.



3.4. If for some reason the thousands-blocks cannot be ported on the effective date, the NPAC Administrator will contact the new LERG assignee to negotiate a date to port the numbers.



3.5. The NPAC Administrator builds the individual Block tables for the thousands-blocks indicated on the LNP NXX LERG Assignee Transfer form.



3.6. On the effective date (or date negotiated with the new LERG Assignee), NPAC downloads the thousands-blocks with a port type of “Pool”.



3.7. Upon completion of the download, the NPAC administrator completes the LNP NXX LERG Assignee Transfer form and forwards a completed copy to the new LERG assignee and Pooling Administrator. 



3.8. The NPAC Administrator shall update the NPAC tracking database.



3.8.1. The NPAC tracking database has been created to track LERG assignee changes to carriers who are not the original SPID holder in the NPAC database. This will facilitate corrections to the NPAC database once a SOW (Statement Of Work) has been developed and implemented which will allow the SPID (Service Provider ID) to be changed in the NPAC database. Until such time as a SOW has been developed and implemented, this database will track the current LERG assignee at the NPAC.



Note: For a Pooling NXX, the new LERG assignee must retain all thousands-blocks contaminated in excess of 10%.



CO Code (NXX) Re-Allocation Process



 (with active Ported Numbers) 



NANPA, PA & NPAC



Point of Contacts



North American Numbering Plan Administration (NANPA)



For questions regarding non-pooling NXXs relating to the CO Code (NXX) Re-Allocation Process, contact the appropriate NANPA Code Administrator.  To view the list of NANPA Code Administrators by State, go to www.nanpa.com and select the Central Office Code Administrators link under the Frequently Visited Pages section.



NeuStar Number Pool Administration (PA) 



For questions regarding pooling NXXs relating to the CO Code (NXX) Re-Allocation Process, contact the appropriate Pooling Administrator.  To view the list of Pooling Administrators, go to www.nationalpooling.com and select the Contact Us link located at the bottom of the page.



Number Portability Administration Center  (NPAC)



For NPAC related questions regarding the CO Code (NXX) Re-Allocation Process, send an email to cocodenpac@neustar.biz.



1 A "Non-pooling NXX" is one that has not been acted upon by the Pool Administrator and thus is not marked in the LERG as a pooled NXX; this would include all NXXs in non-pooling areas and possibly some NXXs in pooling areas.  




2 A "Pooling NXX" is one that has been acted upon by the Pool Administrator and thus is marked in the LERG as a pooled NXX.
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WIRELESS NUMBER PORTABILITY 


IMPLEMENTATION GUIDELINE


Update as of 01/14/03


It is now assumed that all milestones that had end dates in 2002 have been met.  These milestones include Critical Network Elements Available, All Other Vendor Products Available, and NPAC Agreement Complete.  It is assumed that for any new service providers, those milestones which had end dates in 2002 would be met as quickly as possible.  It is further assumed that each service provider has access to a test bed for the purpose of testing with the NPAC.


Milestone: Internal Development and Testing – targeted for completion 09/03


Status: 


· Development and testing to implement Version 2.0 of the WICIS maintained by OBF


· Development and testing to support NPAC Version 3.2


· Development and testing of back-office software


· Development and testing of vendor patches and upgrades


Milestone: Final Adjustments – targeted for completion 11/24/03


Status: 


· Start date of 09/03


· Development and testing of vendor patches and upgrades will occur during this time


· Porting deployment – includes, but is not limited to OSS upgrades, Port Center implementation, final training, final network upgrades


Milestone: Intercarrier Test Logistics – targeted for completion 08/03 with contingency to extend to 10/03


Status: 


· There are eight wireless carriers and three wireline carriers represented on the testing schedule.  


· Intercarrier testing is currently planned within 7 CMSAs/MSAs for 2002.  


· The Wireless Testing Subcommittee met on November 11-12, 2002 to continue the coordination of testing logistics.


· Inter-carrier test logistics have been extended due to FCC 02-215.


· Service providers need to remain aware of the impacts of testing and implementation of NPAC Release 3.2 and changes included in WICIS 2.0


Milestone: Intercarrier Testing – targeted for completion 09/03 with contingency to extend to 11/03


Status:  


· Intercarrier network testing and call validation has been completed in 6 MSAs.


· Full end-to-end will start in 2003.


· Problems/issues identified during testing have been referred to appropriate vendors for the development


of patches and upgrades.



