July LNPA Working Group Meeting

ACTION ITEMS:
The following ACTION ITEMS are contained throughout these meeting minutes and are compiled and highlighted here to ensure they are readily recognized.

1. In response to a question from the LNPA to the WNPO asking for the WNPO’s definition of “porting activity” with regard to the maintenance window, Jim Grasser reported that the WNPO agreed with the definition in the 6/02 LNPA draft minutes, but questioned if it should also include audits.  H. L. Gowda, AT&T, took an ACTION ITEM to rewrite the Maintenance Window document that resulted from PIM 2 to add audits and recovery requests.  This will reviewed at the August LNPA meeting.

2. Dave Garner, Qwest, requested that NeuStar discuss the impacts of new service providers’ LSMSs coming up and down in production.  NeuStar took an ACTION ITEM to discuss at the August WNPO.

3. With regard to the M&P for NANC 356, Rob Coffman, NeuStar, took an ACTION ITEM to provide a timeline at the next NAPM/LLC meeting for when all existing SPIDs will be identified and broadcast.  This timeline will also be distributed to the LNPA.  Advanced notification will be sent to users announcing the timeframe over which these changes will be made.

4. The notifications containing the service provider name with the new delimiter are not recoverable.  NeuStar took an ACTION ITEM to include a step in the NANC 356 M&P to create a Bulk Data Download (BDD) file with the initial Network Data changes.  The BDD will be for Network Data.  Only the SPID file is necessary to be downloaded from the FTP site.  Rob Coffman, NeuStar, also took an ACTION ITEM to investigate if new entities can be identified on the NPAC secure website ongoing for any service provider that may have missed the broadcast.

5. Rob Coffman, NeuStar, took an ACTION ITEM to modify the Turn-up Testing Requirements document and distribute it to the team.  See section in these minutes on Turn-up Testing Requirements for agreed upon changes.

6. With respect to the M&Ps for Reassociation, Rob Coffman, NeuStar, took the following ACTION ITEMS.

a) Add note to M&P explaining if a service provider’s SOA and LSMS are on the same router, the service provider must hold off bringing up their SOA by manually taking it off-line.

b) Confirm that the ILECs’ SOA and LSMS systems are on different routers.

c) Check with NeuStar network SMEs to see if service providers’ systems can be put on separate routers in cases where they currently are on the same router.

d) Per H. L. Gowda’s request (AT&T), change the title of the document to read, “Methods and Procedures for Service Providers Reassociation to the NPAC After  Extended Region Service Unavailability Due to NPAC Outage.”

7. PIMs 14 and 15 – At the request of the LNPA, Barry Bishop, NeuStar Pooling Administrator, has modified the CO Code Transfer process document to specify that the new LERG-assignee is not required to take all ten 1K blocks when a code with active ported numbers is transferred and pooled.  LNPA members have an ACTION ITEM to come prepared to the August meeting to discuss the attached proposed changes and finalize the document.
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8. In the definition of Backwards Compatibility, the group agreed to modify the last sentence of the 3rd bullet to read, “Also, no NPAC software changes may be made to any existing interface functionality that will require source code modifications to SOA and/or LSMS platforms.”  John Nakumura, NeuStar, took an ACTION ITEM to make the changes and redistribute to the team.

9. Dave Garner, Qwest, asked how long upon request for a BDD during business hours will the BDD be available on the requesting service provider’s FTP site.  Rob Coffman, NeuStar, took an ACTION ITEM to follow up with the answer.

10. Charles Ryburn, SBC, reported on a discussion that took place in the National Number Portability Operations (NNPO) team related to porting after a code is returned from a carrier going out of business and scheduled for disconnect.  Charles Ryburn, SBC, took an ACTION ITEM to follow up on the exact scenario and determine why Gene Johnston, NeuStar, recommended a Change Order to put a freeze on porting in the NPAC for this scenario.

11. Industry recovery testing is taking place during the weeks of 7/15 and 7/22.  The value of this testing was questioned by some due to the inability to recreate the problem.  ESI has been able to recreate the problem with little difficulty.  Ron Stutheit, ESI, took an ACTION ITEM to check with his test engineers to see what test cases were run to recreate the problem.  Since all vendors present in the meeting use the DSET toolkit, Ron will share aspects of any toolkit investigations and changes.  At this point, it is unclear if this is a Marbin stack issue, a toolkit problem, or OS implementation.

12. Dave Garner, Qwest, questioned how we will come to any conclusions if we don’t have a coordinator to serve as a data collector for the recovery testing that is taking place.  Rob Coffman, NeuStar, took an ACTION ITEM to follow up and request that participating service providers provide summaries of their test results.  Rob will compile these summaries and report them to the LNPA.

13. Jim Rooks, NeuStar, stated that a fix is in development that will return a “Criteria Too Large” notification if a service provider system requests the same timeframe again during recovery.  The fix will need to be tested and put in a point release.  This will require service provider testing.  Jim Rooks, NeuStar, took an ACTION ITEM to send out an explanation of the change to the LNPA distribution.

14. NANC 319 – The current requirements do not allow for NPAC personnel to manually populate the LATA ID for an NXX code.  Gary Sacra, Verizon, questioned if this was prudent in the event it was not populated in the LERG and an emergency port within that NXX needed to be performed.  The question was then raised if it is actually possible to have an NXX in the LERG without a LATA ID.  Gary Sacra, Verizon, took an ACTION ITEM to follow up with the answer.

15. Service providers have an ACTION ITEM to work with their vendors and local system support teams to determine if their local systems will be able to implement NANC 323 functionality on 3/4/03, the start of Release 3.2 service provider turn-up testing, and if not, what would be a reasonable sunset period for when they will be ready.  Service providers should be prepared to discuss at the August LNPA.  Charles Ryburn will send a notice out to the LNPA distribution and request that NeuStar send out the same notice to their service provider distribution.
16. Dave Cochran, BellSouth, asked where in requirements does it state that service providers must be able to accept a Bulk Data Download (BDD).  Rob Coffman, NeuStar, stated it is a requirement for continued certification testing in Section 2 of Statement of Work (SOW) 24.  Rob Coffman, NeuStar, took an ACTION ITEM to see if BDD test cases exist in the standard regression tests suite and 3.1 test plan, and if not, he will see that the appropriate test cases are included in the 3.2 test plan.

17. To Be Added to August Agenda:
a) Begin development of Release 3.2 documentation (M&Ps, Test Cases, etc.)

b) It was suggested that we may want to consider forming a sub-group to develop requirements for any Change Orders related to recovery and interface throughput.  This will be discussed and determined at the August LNPA meeting.
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· On Page 2, last bullet under WNPO Report:  Change the 3rd sentence in bullet to read, “Both MDN and MIN contact info (company name, contact no., where available) would be returned for the 10-digit number, but no mapping between MDN and MIN would be provided.”  Delete the 4th sentence entirely (“MIN info returned is not the MIN of the 10-digit number but the MIN that IS the entered number.”).

· On Page 3, under PIM 6:  Change 1st sentence to read, “NENA has developed a standard that will enable the new service provider to migrate a customer record into the 911 database without it first being unlocked by the old service provider when numbers are ported.”  Change the 2nd sentence to read, “The LNPA approved this standard at the June meeting.”

· On Page 6, under Service Provider Maintenance Window:  Add a 3rd paragraph which states, “The LNPA agreed to modify the Service Provider Maintenance Window document to capture the adjusted window timeframes and additional porting activity definitions.”

Wireless Number Portability Operations (WNPO) Committee Report:
· Jim Grasser, WNPO Chair, reported that the June WNPO meeting minutes were not approved due to pending changes.

· Jaci Daniel, ALLTEL, provided contributions on the Trouble Reporting Log.  More updates will be provided next month.

· No additions have been submitted to Groups 8, 9, and 10 on the Wireless NPA code opening schedule.  These groups were added to the schedule to address portable codes in addition to those opened to pooling.  The TRA will proceed with the LERG updates in August.

· Wireless Reseller Flows – The Wireless Reseller Flows are now out for final comment.  The proposed flows have been sent to both the WNPO and LNPA distributions.  Comments are due by 7/31/02.  The flows will again be reviewed at the August WNPO, and barring any major changes, the LNPA will incorporate the wireless reseller flows into the main NANC LNP Provisioning flows at the August LNPA meeting.

· Inter-carrier testing is scheduled to begin the week of 7/15 in Las Vegas and continue for 6 weeks.  A few more dates have been added to the inter-carrier testing schedule.  Only 2 wireline companies have provided test numbers.  

· NeuStar reported that 3 new NDAs were signed in June (1 wireless company).  Thirty-one wireless providers have now signed Non-Disclosure Agreements (NDAs).  Ten carriers or Service Bureaus have requested NPAC testing dates, including the 4 that have completed NPAC testing.

· It appears that all companies will be compliant with the Number Portability Direction Indicator (NPDI) on the LSR even if they are not up on LSOG 5.

· A ½ day of next month’s WNPO meeting will be reserved for discussion of options on rehoming wireless codes.  Jim Grasser will distribute White Paper.

· In response to a question from the LNPA to the WNPO asking for the WNPO’s definition of “porting activity” with regard to the maintenance window, Jim Grasser reported that the WNPO agreed with the definition in the 6/02 LNPA draft minutes, but questioned if it should also include audits.  H. L. Gowda, AT&T, took an ACTION ITEM to rewrite the Maintenance Window document that resulted from PIM 2 to add audits and recovery requests.  This will reviewed at the August LNPA meeting.

· Dave Garner requested that NeuStar discuss the impacts of new service providers’ LSMSs coming up and down in production.  NeuStar took an ACTION ITEM to discuss at the August WNPO.

· NENA submitted a contribution to make the Number Portability Direction Indicator (NPDI) on the LSR required on all wireline to wireless ports so the wireline service provider knows to delete the ALI database record.  This will be discussed at the August WNPO.

M&P for NANC 356:
Rob Coffman, NeuStar, led a discussion on the M&Ps for NANC 356, which is the interim solution for identifying wireline vs. wireless providers.  Rob stated that there are currently 30 wireless and 400+ wireline service providers identified and named in NPAC.

· Requirement RR4.4 in the FRS spec stipulates that the information is to be broadcast over the interface.

· NeuStar asked if the LNPA wants existing wireline providers identified with the /1 delimiter or just existing wireless with the /2, and then ongoing with any new wireline and wireless carriers.  The LNPA consensus is the following:

1. Add a /3 delimiter for “other” (i.e. any entity that is not a service provider, such as a Service Bureau),

2. Identify all existing SPIDs with the appropriate delimiter, and ongoing, any new entities.

· Rob Coffman took an ACTION ITEM to provide a timeline at the next NAPM/LLC meeting for when all existing SPIDs will be identified and broadcast.  This timeline will also be distributed to the LNPA.  Barring any problems, this process should be completed by 11/24/02.  Advanced notification will be sent to users announcing the timeframe over which these changes will be made.

· The notifications containing the service provider name with the new delimiter are not recoverable.  NeuStar took an ACTION ITEM to include a step in the M&P to create a Bulk Data Download (BDD) file with the initial Network Data changes.  The BDD will be for Network Data.  Only the SPID file is necessary to be downloaded from the FTP site.  Rob Coffman also took an ACTION ITEM to investigate if new entities can be identified on the NPAC secure website ongoing for any service provider that may have missed the broadcast. 

Turn-up Testing Requirements:
Rob Coffman, NeuStar, also led the LNPA in a discussion of the draft requirements document for turn-up testing (see attached).
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· The review led to the following changes to the draft document:

· In the 1st paragraph, 1st sentence, remove the phrase, “or anytime that a change is made to a Service provider’s system.”  The 1st sentence should now read, “Turn-Up Testing, which includes new NPAC SMS software release functionality testing and regression testing, must be performed on a Service Provider’s SOA/LSMS software anytime that a change is made to the interface (GDMO or ASN.1) of the NPAC SMS.”

· Change Scenario 1 to read, “When a local product (SOA/LSMS) is compiled with the current interface model, and a new local feature (SOA/LSMS feature) is implemented that does NOT involve a change in the use of the interface model, and the NPAC SMS is compiled with the current model, then Turn-Up Testing is optional.  Test cases to be performed are at the discretion of the service provider [standard regression test cases].”

· Change Scenario 3 to read, “When a local product is compiled with the new interface model, and no new local features implemented that involve the interface, and the NPAC SMS is compiled with the new interface model, then Turn-Up Testing is required [standard regression test cases].”

· Change Scenario 5 to read, “When a local product is compiled with the current interface model, and new local features are implemented that involve the interface, and the NPAC SMS is compiled with the current model, then Turn-Up Testing is required [standard regression test cases and new functionality test cases].”

· In Scenario 5, remove the note that reads, “Note: the regression test cases would have been addressed when the vendor upgraded the local product to the current version of the interface model.”

Rob Coffman took an ACTION ITEM to modify the document and distribute it to the team.

· Gary Sacra, Verizon, asked how a service provider would test any change related to failover software.  Rob replied that the service provider would have to test during the quarterly failover testing that is conducted during the maintenance window.  There is no backup NPAC test bed to which to fail over.  In production, an individual service provider cannot fail over.  The entire region must fail over.

M&P for Reassociation:
Rob Coffman, NeuStar, also led the LNPA in a review and discussion of the attached M&P for service provider reassociation to NPAC.
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Rob stated that if a service provider’s SOA and LSMS are on the same router, the service provider must hold off bringing up their SOA by manually taking it off-line.  Rob took the following ACTION ITEMS.

1. Add note to M&P explaining if a service provider’s SOA and LSMS are on the same router, the service provider must hold off bringing up their SOA by manually taking it off-line.

2. Confirm that the ILECs’ SOA and LSMS systems are on different routers.

3. Check with NeuStar network SMEs to see if service providers’ systems can be put on separate routers in cases where they currently are on the same router.

4. Per H. L. Gowda’s request (AT&T), change the title of the document to read, “Methods and Procedures for Service Providers Reassociation to the NPAC After  Extended Region Service Unavailability Due to NPAC Outage.”

PIMs:
· PIM 1 – No change.  This PIM is CLOSED and the LNPA is awaiting the wireless reseller flows before modifying with wireline reseller flows.  The wireless flows are expected at the August LNPA meeting.

· PIM 5 – Still in Legal review with LLC and NeuStar attorneys.

· PIM 11 – Charles Ryburn, SBC, asked in what timeframe the Pool Administrator and NPAC are to accomplish the 1K block move.  The group agreed that if the service provider goes through the Pool Administrator, the INC Guideline timeframes should be followed.  If the service provider goes through NPAC personnel, the effective date is negotiated, however, no porting intervals (e.g. 1st port notification) will be violated. (NOTE:  PIM 11 remains closed.)
· PIMs 14 and 15 – At the request of the LNPA, Barry Bishop, NeuStar Pooling Administrator, has modified the CO Code Transfer process document to specify that the new LERG-assignee is not required to take all ten 1K blocks when a code with active ported numbers is transferred and pooled.  LNPA members have an ACTION ITEM to come prepared to the August meeting to discuss the attached proposed changes and finalize the document.
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Upon finalization by the LNPA, the revised document will be referred to the INC.

· PIM 18 – The Wireless Reseller Flows are now out for final comment.  The proposed flows have been sent to both the WNPO and LNPA distributions.  Comments are due by 7/31/02.  The flows will again be reviewed at the August WNPO, and barring any major changes, the LNPA will incorporate the wireless reseller flows into the main NANC LNP Provisioning flows at the August LNPA meeting.

· PIM 19 - Individual intra and inter-service provider ported records with same LRN as pooled block record:

This PIM addresses instances where individual ported records have been created for numbers within a pooled 1K block, however, the LRN associated with the individual records is the same as the LRN associated with the 1K block.  This dilutes the advantages of Efficient Data Representation (EDR).  The PIM’s submitter, SBC, is currently evaluating collected data.  Some examples have been SBC-initiated due to code reallocations.  SBC will continue to work with NeuStar to identify any problem areas.

Backwards Compatibility:
The LNPA discussed the current definition of Backwards Compatibility.  The current definition can be viewed on page 4 of the attached document.
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· The group agreed to modify the last sentence of the 3rd bullet to read, “Also, no NPAC software changes may be made to any existing interface functionality that will require source code modifications to SOA and/or LSMS platforms.”  John Nakamura, NeuStar, took an ACTION ITEM to make the changes and redistribute to the team.

New Business:
· SBC reported instances where previously completed disconnects are replayed during resynchs.  They must manually succeed the disconnect since there is no longer an SV to disconnect.  SBC sent data to Verizon, BellSouth, and MCI/WorldCom to see if they were having similar troubles.

· SBC stated they were told by NeuStar that NPAC no longer provides Bulk Data Downloads (BDDs).  Rob Coffman, NeuStar, explained that NPAC still creates nightly BDDs per region, but as of Release 3.1, they are no longer linking the BDD to service providers’ FTP sites.  BDDs can be delivered to a service provider’s FTP site upon request to the Help Desk.  There is no additional charge for a request made during business hours.  Any out-of-hours request or any requirement for a script to set up a CRON job to automatically deliver a BDD to a provider’s FTP site will be billable at $100 per hour.  This is only a one-time charge for the time required to develop the script.  Dave Garner, Qwest, asked how long upon request during business hours will the BDD be available on the requesting service provider’s FTP site.  Rob Coffman, NeuStar, took an ACTION ITEM to follow up with the answer.

· NeuStar reported that the Sunday (7/7/02) NPAC database crash in the Mid-Atlantic Region seems to be the same root cause as the recent Southeast Region database crash.  Versant is delivering a patch that will be implemented in all regions.  The cause of the crash was deemed logical log corruption.

· Charles Ryburn, SBC, reported on a discussion that took place in the National Number Portability Operations (NNPO) team related to porting after a code is returned from a carrier going out of business and scheduled for disconnect.  Charles took an ACTION ITEM to follow up on the exact scenario and determine why Gene Johnston, NeuStar, recommended a Change Order to put a freeze on porting in the NPAC for this scenario.
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Recovery Issue:
· Ron Stutheit, ESI, reported on their work with HP to determine why at times they can’t handle PDUs in production during recovery, in some instances, with fewer TNs than they successfully recovered in test.  HP agrees this is a stack level problem.  Ron reported that HP has developed a temporary fix that is only available to ESI at this time.  This fix seems to resolve the problem if a comparable increase in buffer size is made to the DSET toolkit.  Both changes in toolkit and stack seem to fix the problem for ESI.  Jim Rooks, NeuStar, stated that analysis is required on all platform stacks because this problem occurs in other platforms.  It is not clear yet if this is related to a HP-sensitive stack or the OSI stack in general.

· John Malyar, Telcordia, stated he is unsure  if this applies to all local systems.  He is still seeing corrupted PDUs that would indicate they were perhaps formed incorrectly.

· Industry recovery testing is taking place during the weeks of 7/15 and 7/22.  The value of this testing was questioned by some due to the inability to recreate the problem.  ESI has been able to recreate the problem with little difficulty.  Ron Stutheit, ESI, took an ACTION ITEM to check with his test engineers to see what test cases were run to recreate the problem.  Since all vendors present in the meeting use the DSET toolkit, Ron will share aspects of any toolkit investigations and changes.  At this point, it is unclear if this is a Marbin stack issue, a toolkit problem, or OS implementation.

· Dave Garner, Qwest, questioned how we will come to any conclusions if we don’t have a coordinator to serve as a data collector for the recovery testing that is taking place.  Rob Coffman, NeuStar, took an ACTION ITEM to follow up and request that participating service providers provide summaries of their test results.  Rob will compile these summaries and report them to the LNPA.

· Jim Rooks, NeuStar, stated that a fix is in development that will return a “Criteria Too Large” notification if a service provider system requests the same timeframe again during recovery.  The fix will need to be tested and put in a point release.  This will require service provider testing.  Jim took an ACTION ITEM to send out an explanation of the change to the LNPA distribution.

· Jim Rooks, NeuStar, stated that the recovery issues constitute a crisis situation.  Some service providers are recovering only a minute of data at a time and taking 4-5 hours to recover.  The industry needs to focus their attention on zeroing in on the source(s) of the problem.

Change Order Discussion:
· NANC 319 – The current requirements do not allow for NPAC personnel to manually populate the LATA ID for an NXX code.  Gary Sacra, Verizon, questioned if this was prudent in the event it was not populated in the LERG and an emergency port within that NXX needed to be performed.  The question was then raised if it is actually possible to have an NXX in the LERG without a LATA ID.  Gary Sacra, Verizon, took an ACTION ITEM to follow up with the answer.

· NANC 323 – The group decided to mirror the pooling approach with respect to SPID migrations.  Any pending ports with the old (to be migrated) SPID as the New or Old SP must be cleaned up (activated or canceled) before the migration can take place.  A report will be generated and sent to the old and new codeholder and any other service provider involved in a pending port.  The report will be generated prior to migration.  Ron Stutheit, ESI, raised the fact that all service providers’ local systems must load new software in order to accept the SMURF files, or be able to accept a BDD to affect the applicable SPID changes.  NANC 323 functionality cannot be deployed until that time.  Given that fact, service providers have an ACTION ITEM to work with their vendors and local system support teams to determine if their local systems will be able to implement NANC 323 functionality on 3/4/03, the start of Release 3.2 service provider turn-up testing, and if not, what would be a reasonable sunset period for when they will be ready. 

Miscellaneous Items:
· The draft Release 3.2 project plan is due out the week of 7/15 for the NAPM/LLC meeting.  The start of service provider turn-up testing is scheduled for 3/4/03.

· Dave Cochran, BellSouth, asked where in requirements does it state that service providers must be able to accept a Bulk Data Download (BDD).  Rob Coffman, NeuStar, stated it is a requirement for continued certification testing in Section 2 of Statement of Work (SOW) 24.  Rob took an ACTION ITEM to see if BDD test cases exist in the standard regression tests suite and 3.1 test plan, and if not, he will see that the appropriate test cases are included in the 3.2 test plan.

To Be Added to August Agenda:
· Begin development of Release 3.2 documentation (M&Ps, Test Cases, etc.)

· It was suggested that we may want to consider forming a sub-group to develop requirements for any Change Orders related to recovery and interface throughput.  This will be discussed and determined at the August LNPA meeting.
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Requirements for Turn-Up Testing


Turn-Up Testing, which includes new NPAC SMS software release functionality testing and regression testing, must be performed on a Service Provider’s SOA/LSMS software anytime that a change is made to the interface (GDMO or ASN.1) of the NPAC SMS, or anytime that a change is made to a Service Provider’s system.  In the event that the interface change is initiated by the NPAC SMS, the Service Providers shall perform Turn-Up Testing on each version of SOA/LSMS software that may potentially be used with the new NPAC SMS interface.


If any of the following scenarios apply, Turn-Up Testing is required by Service Providers.  The following outlines the required level of testing for specific scenarios:


1. When a local product (SOA/LSMS) is compiled with the current interface model, and a new local feature (SOA/LSMS feature) is implemented that does NOT involve a change in the use of the interface model, and the NPAC SMS is compiled with the current model, then Turn-Up Testing is required [standard regression test cases].


2. When a local product is compiled with the current interface model, and no new local features implemented that involve the interface, and the NPAC SMS is compiled with the new interface model, then Turn-Up Testing is required [standard regression test cases].


3. When a local product is compiled with the new interface model, and no new local features implemented, and the NPAC SMS is compiled with the new interface model, then Turn-Up Testing is required [standard regression test cases].


4. When a local product is compiled with the new interface model, and new local features are implemented that involve the interface, and the NPAC SMS is compiled with the new interface model, then Turn-Up Testing is required [all appropriate standard regression test cases and new functionality test cases].


5. When a local product is compiled with the current interface model, and new local features are implemented that involve the interface, and the NPAC SMS is compiled with the current model, then Turn-Up Testing is required [new functionality test cases].  Note: the regression test cases would have been addressed when the vendor upgraded the local product to the current version of the interface model.
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CO Code (NXX) Transfer (with active Ported Numbers) Draft Modified 7/10/02
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PA follows INC 1K Guidelines to find New


LERG Assignee. PA then requests new


LERG Assignee to fill out the appropriate


number of Part 1B forms on the PA web site


corresponding to full blocks 


being retained by


the new LERG assignee.


 The PA  then


forwards the Part 1B forms  to the NPAC for


processing (with a note in remarks indicating


this is a change of LERG Assignee).


3


New LERG Assignee


 fills out appropriate number of


part 1B forms on the PA web site


and submits forms (with a note in


remarks reflecting this is a change


of LERG Assignee)


1


2


Part 1B form


Port


Completed Notifications


9


9


NPAC negotiates


port dates if necessary


4


5


5


Submit Part 4(s) to PA


11


Submit Part 4 to


NANPA


11




1. CO Code Administration and Pool Administration will follow normal procedures (appropriate INC Guidelines or existing procedures if not currently addressed in INC Guidelines) to find new LERG Assignee for CO codes being returned with portable numbers or blocks working in the NXX, which are being returned.


2. Non-pooling NXX Flow(Note: Last digit of paragraphs below correspond to numbers on flow chart)

2.1. CO Code Administrator fills out and sends CO Code Part 3 form and NPAC Part 1B form to new LERG Assignee.


2.2. Concurrently CO Code Administrator sends a copy of the NPAC Part 1B form to the NPAC Administrator.


2.3. New LERG Assignee fills out their information on the NPAC Part 1B form and forwards to the NPAC Administrator.


2.4. NPAC Administrator verifies a corresponding NPAC Part 1B form has been received from the CO Code administrator and new LERG Assignee. Care is to be taken to ensure that the NPA-NXX and the effective date are the same on both forms. NPAC Administrator will verify that the NXX (10 blocks) can be ported on the day requested. 


2.5. If for some reason the NXX (10 blocks) cannot be ported on the effective date or the new LERG Assignee has requested a different date for the port in the remarks of the NPAC Part 1B form, the NPAC Administrator will contact the new LERG Assignee and negotiate a date after the LERG effective date to port the numbers (Note: this will not extend the length of time the new LERG Assignee has to return a Part 4 form to the CO Code administrator).


2.6. NPAC builds 10 individual Block tables for the NXX being transferred to the new LERG Assignee.


2.7. On LERG effective date (or date negotiated with the new LERG Assignee), NPAC downloads all 10 blocks with a port type of “Pool”.


2.8. Upon completion of the download, the NPAC administrator completes the NPAC Part 1B form.


2.9. NPAC administrator forwards a completed copy of the NPAC Part 1B form to the new LERG Assignee and the CO Code Administrator.


2.10. NPAC administrator shall then update the NPAC tracking database.


2.10.1. The NPAC tracking database has been created to track changes of LERG assignee to carriers who are not the original SPID holder in the NPAC database. This will facilitate corrections to the NPAC database once a SOW (Statement Of Work) has been developed and implemented which will allow the SPID (Service Provider ID) to be changed in the NPAC database. Until such time as a SOW has been developed and implemented, this database will facilitate any need to track the current LERG assignee at the NPAC.


2.11. New LERG Assignee completes internal work and submits a Part 4 form to the CO Code administrator showing the NXX has been placed in service.


Note: in a non-pooling area all blocks in the code must be retained by the new LERG assignee.

3. Pooling NXX Flow (Note: Last digit of paragraphs below correspond to numbers on flow chart)

3.1. Pooling Administrator requests the new LERG Assignee to submit part 1B forms (the amount corresponding to blocks, which have not been assigned to another carrier and which are being kept by the new LERG assignee) corresponding to the NXX-Xs to be ported. Note: New LERG assignee does not have to fill out a part 1B for blocks which are being donated to the pool

3.2. New LERG Assignee fills out the appropriate Part 1B forms (with a note in remarks reflecting their company is the new LERG Assignee) and submits to the Pooling Administrator.


3.3. Pooling Administrator forwards the Part 1B forms (the amount corresponding to blocks, which have not been assigned to another carrier and are being retained by the LERG assignee) to the NPAC Administrator, and returns Part 3 forms (in the amount corresponding to blocks, which have not been assigned to another carrier and are being retained by the new LERG assignee) to the new LERG Assignee.


3.4. NPAC Administrator will verify that the NXX (or the amount of blocks indicated on the PA Part 1B) can be ported on the day requested. 


3.5. If for some reason the NXX (the number of blocks which are  being retained by the new LERG assignee) cannot be ported on the effective date or the new LERG Assignee has requested a different date for the port in the remarks of the NPAC Part 1B form, the NPAC Administrator will contact the new LERG Assignee and negotiate a date after the LERG effective date to port the numbers (Note: this will not extend the length of time the new LERG Assignee has to return the Part 4 forms to the Pooling administrator).


3.6. NPAC builds individual Block tables (the amount corresponding to blocks which are being retained by the LERG assignee) for the NXX being transferred to the new LERG Assignee.


3.7. On the LERG effective date (or date negotiated with the new LERG Assignee), NPAC downloads all blocks (the amount corresponding to blocks, which are being retained by the LERG assignee) with a port type of “Pool”.


3.8. Upon completion of the download, the NPAC administrator completes the PA Part 1B forms (the amount corresponding to blocks, which are being retained by the LERG assignee).


3.9. NPAC administrator forwards the completed copies of the PA Part 1B form (or the amount corresponding to blocks, which are being retained by the LERG assignee) to the new LERG Assignee and the Pooling Administrator.


3.10. NPAC administrator shall then update the NPAC tracking database noting that this SP is the LERG Assignee for the NXX.


3.10.1. The NPAC tracking database has been created to track changes of LERG assignee to carriers who are not the original SPID holder in the NPAC database. This will facilitate corrections to the NPAC database once a SOW (Statement Of Work) has been developed and implemented which will allow the SPID (Service Provider ID) to be changed in the NPAC database. Until such time as a SOW has been developed and implemented, this database will facilitate any need to track the current LERG assignee at the NPAC.


3.11. New LERG Assignee completes internal work and submits appropriate number of Part 4 forms to the Pooling administrator showing the blocks have been placed in service or donated to the pool.


Note:

1. In a pooling area the new LERG assignee must retain all blocks contaminated equal to, or in excess of 10% .
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Release 3.2 Change Order Package


Updated On: 6/21/02 (added 192 back in)

Change Order List


		#

		Change


Order #

		Description

		NPAC Effort

		SOA/LSMS



		1

		NANC 169 

		Delta Download File Creation by Time Range for SVs

		Med

		N/A / Med-Low



		2

		NANC 187

		Linked Action Replies

		Med

		Med / Med



		3

		NANC 191

		DPC/SSN Value Edits

		Low

		N/A / N/A



		4

		NANC 192

		NPA Split NPAC SMS Load File

		Med

		N/A / N/A



		5

		NANC 218

		Conflict Timestamp Broadcast to SOA

		Low

		Low / N/A



		6

		NANC 230

		Donor SOA Port-To-Original of an Intra-Service Provider Port

		Med

		Med / N/A



		7

		NANC 249

		Modification of Dates for a Disconnect Pending SV

		Low

		Med / N/A



		8

		NANC 287

		ASN.1 Change for Required Field in VersionNewNPA-NXX and VersionNewNPA-NXX Recovery Notification

		Low

		Low / Low



		9

		NANC 291

		SSN Edits in the NPAC SMS

		Low

		N/A / N/A



		10

		NANC 297

		Sending SV Problem During Recovery

		Med-Low

		N/A / N/A



		10

		NANC 316

		Change the NSAP Field Size Declaration in ASN.1 – ASN.1 Recompile

		

		



		12

		NANC 319

		NPAC Edit to Ensure NPA-NXX of LRN is in Same LATA as NPA-NXX of Ported TN

		Med

		N/A / N/A



		13

		NANC 322

		Clean Up of Failed SP List based on Service Provider BDD Response File

		Med

		N/A / ???



		14

		NANC 323

		Partial Migration of a SPID via Mass Update

		Med

		Med-High / Med-High



		15

		NANC 354

		Delta Download File Creation by Time Range for Network Data

		Med-Low

		Med-Low / Med-Low
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Backwards Compatibility Definition

There are three areas of Backwards Compatibility.  These are defined below:


· Pure Backwards Compatibility – implies that interface specification has NOT been modified and therefore, no recompile is necessary.  Also, no behavior on the NPAC SMS has been modified to provide any change to the previously existing functionality accessible over the interface.


· Interface and Functional Backwards Compatibility – implies that the interface may have been modified, however the changes are such that no action is required for the Service Provider to remain backward compatible.  However, any new functionality is optionally implemented, and would require a recompile and functional software changes by the Service Provider to access the newly defined features over the interface.  Also, no changes may be made to any existing interface functionality that will require modifications to SOA and/or LSMS platforms.


· Re-Compile Only Backwards Compatibility – implies that the interface has been modified, however the changes are such that only a recompile is necessary to remain backward compatible.  Any new functionality is optionally implemented by accessing the newly defined features over the interface.  Also, no changes may be made to any existing interface functionality that will require modifications to SOA and/or LSMS platforms.


The general guideline is that subsequent releases of a major release (e.g., 2.0, 2.1, 2.1.1, etc.) must support Pure Backward Compatibility.  Also, major releases should support at least one version of Interface and Functional Backward Compatibility (i.e., R3.0 should be Interface and Functional Backward Compatible to R2.0).  The objective is that all releases remain Interface and Functional Backward Compatible, if possible.


Origination Date:  5/23/97


Originator:  Bellcore


Change Order Number:  NANC 169

Description:  Delta Download File Creation by Time Range for SVs

Pure Backwards Compatible:  YES (May have operational impacts since this is optional functionality and not over the NPAC to LSMS interface.  Also, may have an LSMS impact if the LSMS is currently designed to only accept a download reason of “new1”.)


IMPACT/CHANGE ASSESSMENT


		FRS

		IIS

		GDMO

		ASN.1

		NPAC

		SOA

		LSMS



		Y

		

		

		

		Med

		N/A

		Med-Low





Business Need:

Currently the NPAC does not have the ability to create a delta bulk data download file by date and time range.  This change order is expected to help with an SP’s capability to ‘catch-up’ faster after an extended outage, as porting volume increases.  The ability to create a delta bulk data download file by date and time range (downloading only the actual data required) reduces the work effort of the SP while getting the SP back in-sync with the NPAC in a more timely manner which in turn facilitates proper call routing.


Description of Change:


It has been requested that requirements be added to the FRS to allow for creation of a delta download file by date and time range, for SVs.


Need to change functionality when requesting SV BDD with a time range.  Currently, the NPAC provides all “active” SVs based on Activation Broadcast Timestamp.  This creates an issue for modification, or mass updates that are within the specified time range window, but the Activation was prior to the specified time range.  There is also an issue for Activation Failures.


Additional proposed changes to handle two issues, include:


1. Incorporate the start and end time ranges into the file name.


2. Need to capture all SV activity (activation, modification, disconnect) into the file, when doing time range.


The start and end timestamps are NOT embedded in the filename.  Update documentation to state Activation Broadcast Timestamp is used for comparison.  The proposal is to use the Broadcast Timestamp attribute in the SV, to determine whether or not an SV fits in the specified time range.


Requirements:


Req 1
Subscription Version Information Bulk Download File Creation – Subscription Versions


NPAC SMS shall allow NPAC personnel to request a bulk data download file for Subscription Version data via the NPAC Administrative Interface.  (existing NPAC SMS functionality)


Req 2
Subscription Version Information Bulk Download File Creation – Selection Criteria


NPAC SMS shall include the Requesting Service Provider, Active/Disconnect Pending/Partial Failure Subscription Versions Only or Latest View of Subscription Version Activity Choice, Time Range and TN Range as Selection Criteria fields for the Subscription Version bulk data download file via the NPAC Administrative Interface.


Req 3
Subscription Version Information Bulk Download File Creation – Active/Disconnect Pending/Partial Failure Subscription Versions Only or Latest View of Subscription Version Activity Choice


NPAC SMS shall allow NPAC Personnel to select either Active/Disconnect Pending/Partial Failure Subscription Versions Only or Latest View of Subscription Version Activity, and shall use the selected choice, for Subscription Version data.


Req 4
Subscription Version Information Bulk Download File Creation – Data in Active/Disconnect Pending/Partial Failure Subscription Versions Only Choice


NPAC SMS shall use the Active/Disconnect Pending/Partial Failure Subscription Versions Only selection to only include Subscription Versions with a status of either Active, Disconnect Pending or Partial Failure in the Subscription Version Bulk Data Download file.


Req 5
Subscription Version Information Bulk Download File Creation – Data in Latest View of Subscription Version Activity Choice


NPAC SMS shall use the Latest View of Subscription Version Activity selection to include all Subscription Versions, regardless of status, in order to capture activation, modification, and deletion transactions for Subscription Version data, but only include the latest instance of the TN in the Subscription Version Bulk Data Download file, for a given NPA-NXX, when a Subscription Version has more than one activity (e.g., addition, then modification) within the specified time range.


Note to Service Providers – The format of the BDD file doesn’t change based on the status of the SV but some of the fields may be blank.  Example: Creates and modifies would have all the attributes specified but disconnect and deletes would have many fields null.


Req 6
Subscription Version Information Bulk Download File Creation – Time Range Fields


NPAC SMS shall use the Start Time Range entry field as an inclusive start range, and the End Time Range entry field as an inclusive end range, for Subscription Version data that were broadcast during the specified Time Range.


Note to Service Providers – The NPAC Administrative Interface is settable for the GUI user’s local time (e.g., a USA in Chicago will have the local time set to Central Time).  M&Ps will be established to determine the correct time range on the request of the BDD file.

Req 7
Subscription Version Information Bulk Download File Creation – Time Range Fields and SV Data Model


NPAC SMS shall use the Start and End Time Range entry fields to include Subscription Version data, based on the appropriate Broadcast Time Stamp, in order to capture the start of broadcast activity for Activation/Modification/Disconnect, when generating the file for the Latest View of Subscription Version Activity selection.


Req 8
Subscription Version Information Bulk Download File Creation – TN Range Fields


NPAC SMS shall use the first TN Range entry field as an inclusive start range, and the second TN Range entry field as an inclusive end range, for Subscription Version data.


Req 9
Subscription Version Information Bulk Download File Creation – Selection Criteria Combinations


NPAC SMS shall edit the selection criteria combination as shown in the table below:


		

		Time Range

		TN Range



		Active/Disconnect Pending/Partial Failure SVs Only

		Rejected

		Optional



		Latest View of SV Activity

		Required

		Optional





Such that a combination of:


· Active with a Time Range shall be rejected.


· Latest View shall require a Time Range.


· TN Range shall be optional for both Active and Latest View.


Req 10
Subscription Version Information Bulk Data Download – Subscription Version Results


NPAC SMS shall provide a bulk data download file, based on the selection criteria, that contains all Subscription Versions in the NPAC SMS.


Req 11
Subscription Version Information Bulk Data Download – Subscription Version Results Sort Order


NPAC SMS shall sort the Subscription Version Bulk Data Download file, in ascending order based on the value in the TN attribute.


Req 12
Subscription Version Information Bulk Data Download – Filters for Subscription Versions


NPAC SMS shall apply NPA-NXX Filters to Subscription Versions in the creation of bulk data download files.


Req 13
Subscription Version Information Bulk Data Download – EDR LSMSs


NPAC SMS shall use the Service Provider’s profile (EDR Flag True or False) to determine if it should include Pooled SVs in the bulk data download file.


Req 14
Subscription Version Information Bulk Data Download – FTP Sub-Directory


NPAC SMS shall automatically put the bulk data download file into the FTP sub-directory of the Service Provider, based on SPID, that requested the creation of the bulk data download file.


IIS


No Change Required


GDMO


No Change Required


ASN.1


No Change Required


M&P


Yes – Need to add a section for Subscription Version Bulk Data Downloads.


Creating a Bulk Data Download File for Subscription Versions


To create a Bulk Data Download File for Subscription Version Information the following actions will be taken:


1. Service Provider personnel will contact NPAC personnel with a request for a Bulk Data Download file for Subscription Version Information.  Service Provider personnel are responsible for specifying the following information for the file:


· Requesting Service Provider


· Active, Disconnect Pending and Partial Failure Subscription Versions Only or Latest View of Subscription Version Activity


· Time Range

· TN Range


2. NPAC personnel will enter the requested information for the Bulk Data Download File for Subscription Version Information via the NPAC OP GUI.  This file will be generated based on SPID.  When this file is created it will automatically be placed in the correct directory for the respective Service Provider on the NPAC SMS server.  NPAC personnel do not have to take further action to FTP the file to the SP's directory.


3. NPAC personnel will notify the requesting service provider when the file is ready to be FTP’d.


Origination Date:  1/7/1998


Originator:  AT&T


Change Order Number:  NANC 187

Description:  Linked Action Replies


Pure Backwards Compatible:  NO


Interface and Functional Backwards Compatible:  YES with sunset


IMPACT/CHANGE ASSESSMENT


		FRS

		IIS

		GDMO

		ASN.1

		NPAC

		SOA

		LSMS



		Y

		Y

		Y

		

		Med

		Med

		Med





Business Need:


Current recovery functionality provides recovery data to be sent in a single message for subscription, network, and notification data.  Due to large porting volumes, the size of these messages has increased and will soon exceed maximum message size for the SOA/LSMS interfaces causing recovery of missed or lost data to become impossible for these interfaces.  This change order will provide recovery data to the SP in smaller multiple linked messages.


Description of Change:


It has been requested that all action replies be reviewed to determine if they should be linked replies.


NANC 186 text -- It has been requested that the notification recovery action reply be a linked reply.  This would be done to control the size of the response sent back to the Local SMS systems.


Actions that were identified as issues were the network and subscription version recovery actions.


Requirements:


The backwards compatibility sunset period for the SP Linked Replies Indicator is two major NPAC SMS Releases (i.e., if implemented in R4, it is only guaranteed to be available through R5, and may be unavailable starting with R6).


Req 1 – NPAC Customer SOA Linked Replies Indicator


NPAC SMS shall provide a mechanism to indicate whether a Service Provider supports receiving Network and Notification Recovery Responses as Linked Replies to their SOA, via the SOA to NPAC SMS Interface.


Req 2 – NPAC Customer SOA Linked Replies Indicator – Default


NPAC SMS shall default the SOA Linked Replies Indicator to FALSE.


Req 3 – NPAC Customer SOA Linked Replies Indicator – Modification


NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the SOA Linked Replies Indicator on the NPAC Customer record.


Req 4 – Linked Replies Information – Service Provider SOA Linked Replies Indicator Sending of Linked Replies


NPAC SMS shall send Network and Notification Recovery Responses as Linked Replies, via the SOA to NPAC SMS Interface, if the Service Provider's SOA Linked Replies indicator is TRUE.


Req 5 – Linked Replies Information – Service Provider SOA Linked Replies Indicator Sending of Non-Linked Replies


NPAC SMS shall send Network and Notification Recovery Responses as Non-Linked Replies, via the SOA to NPAC SMS Interface, if the Service Provider's SOA Linked Replies indicator is FALSE.


Req 6 – NPAC Customer Local SMS Linked Replies Indicator


NPAC SMS shall provide a mechanism to indicate whether a Service Provider supports receiving Network, Subscription, and Notification Recovery Responses as Linked Replies to their Local SMS, via the NPAC SMS to Local SMS Interface.


Req 7 – NPAC Customer Local SMS Linked Replies Indicator – Default


NPAC SMS shall default the Local SMS Linked Replies Indicator to FALSE.


Req 8 – NPAC Customer Local SMS Linked Replies Indicator – Modification


NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the Local SMS Linked Replies Indicator on the NPAC Customer record.


Req 9 – Linked Replies Information – Service Provider Local SMS Linked Replies Indicator Sending of Linked Replies


NPAC SMS shall send Network, Subscription, and Notification Recovery Responses as Linked Replies, via the NPAC SMS to Local SMS Interface, if the Service Provider's Local SMS Linked Replies indicator is TRUE.


Req 10 – Linked Replies Information – Service Provider Local SMS Linked Replies Indicator Sending of Non-Linked Replies


NPAC SMS shall send Network, Subscription, and Notification Recovery Responses as Non-Linked Replies, via the NPAC SMS to Local SMS Interface, if the Service Provider's Local SMS Linked Replies indicator is FALSE.


Req 11 – Linked Replies Information – Sending Linked Replies During Recovery


NPAC SMS shall be capable of sending linked action replies, via the SOA to NPAC SMS Interface, and NPAC SMS to Local SMS Interface in response to a recovery request.


Req 12 – Network Data Linked Replies Blocking Factor – Tunable Parameter


NPAC SMS shall provide a Network Data Linked Replies Blocking Factor tunable parameter which is defined as the number of objects in a single linked reply sent in response to a network data recovery request sent by a SOA/LSMS, when the SOA/LSMS supports Linked Replies.


Req 13 – Network Data Linked Replies Blocking Factor – Tunable Parameter Default


NPAC SMS shall default the Network Data Linked Replies Blocking Factor tunable parameter to fifty (50) objects.


Req 14 – Network Data Linked Replies Blocking Factor – Tunable Parameter Modification


NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the Network Data Linked Replies Blocking Factor tunable parameter.


Req 15 – Linked Replies Information – Sending Linked Replies During Network Data Recovery to SOA


NPAC SMS shall send network data in response to a recovery request, via the SOA to NPAC SMS Interface, to a SOA that support Linked Replies, in groups of objects based on the Network Data Linked Replies Blocking Factor tunable parameter value.


Req 16 – Linked Replies Information – Sending Linked Replies During Network Data Recovery to Local SMS


NPAC SMS shall send network data in response to a recovery request, via the NPAC SMS to Local SMS Interface, to a Local SMS that support Linked Replies, in groups of objects based on the Network Data Linked Replies Blocking Factor tunable parameter value.


Req 17 – Subscription Data Linked Replies Blocking Factor – Tunable Parameter


NPAC SMS shall provide a Subscription Data Linked Replies Blocking Factor tunable parameter which is defined as the number of objects in a single linked reply sent in response to a subscription data recovery request sent by a LSMS, when the LSMS supports Linked Replies.


Req 18 – Subscription Data Linked Replies Blocking Factor – Tunable Parameter Default


NPAC SMS shall default the Subscription Data Linked Replies Blocking Factor tunable parameter to fifty (50) objects.


Req 19 – Subscription Data Linked Replies Blocking Factor – Tunable Parameter Modification


NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the Subscription Data Linked Replies Blocking Factor tunable parameter.


Req 20 – Linked Replies Information – Sending Linked Replies During Subscription Data Recovery to Local SMS


NPAC SMS shall send subscription data in response to a recovery request, via the NPAC SMS to Local SMS Interface, to a Local SMS that support Linked Replies, in groups of objects based on the Subscription Data Linked Replies Blocking Factor tunable parameter value.


Req 21 – Notification Data Linked Replies Blocking Factor – Tunable Parameter


NPAC SMS shall provide a Notification Data Linked Replies Blocking Factor tunable parameter which is defined as the number of notifications in a single linked reply sent in response to a notification data recovery request sent by a SOA/LSMS, when the SOA/LSMS supports Linked Replies.


Req 22 – Notification Data Linked Replies Blocking Factor – Tunable Parameter Default


NPAC SMS shall default the Notification Data Linked Replies Blocking Factor tunable parameter to fifty (50) notifications.


Req 23 – Notification Data Linked Replies Blocking Factor – Tunable Parameter Modification


NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the Notification Data Linked Replies Blocking Factor tunable parameter.


Req 24 – Linked Replies Information – Sending Linked Replies During Notification Data Recovery to SOA


NPAC SMS shall send notification data in response to a recovery request, via the SOA to NPAC SMS Interface, to a SOA that support Linked Replies, in groups of notifications based on the Notification Data Linked Replies Blocking Factor tunable parameter value.


Req 25 – Linked Replies Information – Sending Linked Replies During Notification Data Recovery to Local SMS


NPAC SMS shall send notification data in response to a recovery request, via the NPAC SMS to Local SMS Interface, to a Local SMS that support Linked Replies, in groups of notifications based on the Notification Data Linked Replies Blocking Factor tunable parameter value.


Req 26 – Network Data Maximum Linked Recovered Objects – Tunable Parameter


NPAC SMS shall provide a Network Data Maximum Linked Recovered Objects tunable parameter which is defined as the maximum number of objects sent in response to network data recovery request sent by a SOA/LSMS, when the SOA/LSMS supports Linked Replies.


Req 27 – Network Data Maximum Linked Recovered Objects – Tunable Parameter Default


NPAC SMS shall default the Network Data Maximum Linked Recovered Objects tunable parameter to ten thousand (10,000) objects.


Req 28 – Network Data Maximum Linked Recovered Objects – Tunable Parameter Modification


NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the Network Data Maximum Linked Recovered Objects tunable parameter.


Req 29 – Linked Replies Information – Network Data Recovery Maximum Size to SOA


NPAC SMS shall allow network data in response to a recovery request, via the SOA to NPAC SMS Interface, to a SOA that support Linked Replies, to be as large as the Network Data Maximum Linked Recovered Objects tunable parameter value.


Req 30 – Linked Replies Information – Network Data Recovery Maximum Size to Local SMS


NPAC SMS shall allow network data in response to a recovery request, via the NPAC SMS to Local SMS Interface, to a Local SMS that support Linked Replies, to be as large as the Network Data Maximum Linked Recovered Objects tunable parameter value.


Req 31 – Subscription Data Maximum Linked Recovered Objects – Tunable Parameter


NPAC SMS shall provide a Subscription Data Maximum Linked Recovered Objects tunable parameter which is defined as the maximum number of objects sent in response to a subscription data recovery request sent by an LSMS, when the LSMS supports Linked Replies.


Req 32 – Subscription Data Maximum Linked Recovered Objects – Tunable Parameter Default


NPAC SMS shall default the Subscription Data Maximum Linked Recovered Objects tunable parameter to ten thousand (10,000) objects.


Req 33 – Subscription Data Maximum Linked Recovered Objects – Tunable Parameter Modification


NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the Subscription Data Maximum Linked Recovered Objects tunable parameter.


Req 34 – Linked Replies Information – Subscription Data Recovery Maximum Size to Local SMS


NPAC SMS shall allow subscription data in response to a recovery request, via the NPAC SMS to Local SMS Interface, to a Local SMS that support Linked Replies, to be as large as the Subscription Data Maximum Linked Recovered Objects tunable parameter value.


Req 35 – Notification Data Maximum Linked Recovered Notifications – Tunable Parameter


NPAC SMS shall provide a Notification Data Maximum Linked Recovered Notifications tunable parameter which is defined as the maximum number of notifications sent in response to a notification data recovery request sent by a SOA/LSMS, when the SOA/LSMS supports Linked Replies.


Req 36 – Notification Data Maximum Linked Recovered Notifications – Tunable Parameter Default


NPAC SMS shall default the Notification Data Maximum Linked Recovered Notifications tunable parameter to two thousand (2,000) notifications.


Req 37 – Notification Data Maximum Linked Recovered Notifications – Tunable Parameter Modification


NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the Notification Data Maximum Linked Recovered Notifications tunable parameter.


Req 38 – Linked Replies Information – Notification Data Recovery Maximum Size to SOA


NPAC SMS shall allow notification data in response to a recovery request, via the SOA to NPAC SMS Interface, to a SOA that support Linked Replies, to be as large as the Notification Data Maximum Linked Recovered Notifications tunable parameter value.


Req 39 – Linked Replies Information – Network Data Recovery Maximum Size to Local SMS


NPAC SMS shall allow notification data in response to a recovery request, via the NPAC SMS to Local SMS Interface, to a Local SMS that support Linked Replies, to be as large as the Notification Data Maximum Linked Recovered Notifications tunable parameter value.


Add new tunable to Appendix C.
   Name = Network Data Linked Replies Blocking Factor
   Default Value = 50
   Units = Objects
   Valid Range = 1-2000.


   Name = Subscription Data Linked Replies Blocking Factor
   Default Value = 50
   Units = Objects
   Valid Range = 1-2000.


   Name = Notification Data Linked Replies Blocking Factor
   Default Value = 50
   Units = Notifications
   Valid Range = 1-2000.


   Name = Network Data Maximum Linked Recovered Objects
   Default Value = 10,000
   Units = Objects
   Valid Range = 1-10,000.


   Name = Subscription Data Maximum Linked Recovered Objects
   Default Value = 10,000
   Units = Objects
   Valid Range = 1-10,000.


   Name = Notification Data Maximum Linked Recovered Notifications
   Default Value = 2,000
   Units = Notifications
   Valid Range = 1-10,000.


IIS:


Chapter 4


4.8 Action Linked Replies (this is a new section)

Linked Reply functionality applies to Service Providers that have their SOA Linked Replies Indicator set to TRUE, or their Local SMS Linked Replies Indicator set to TRUE.


Linked replies will be returned as the response to an lnpDownload action request for network data if the number of messages returned exceeds the "Network Data Linked Reply Blocking Factor" tunable but is less than the "Network Data Maximum Linked Recovered Objects" tunable.  If the number of network data objects to be returned exceeds the "Network Data Maximum Linked Recovered Objects" tunable, a "criteria-too-large" error will be returned to the requesting SOA/LSMS.


Linked replies will be returned as the response to an lnpDownload action request for subscription data if the number of objects returned exceeds the "Subscription Data Linked Reply Blocking Factor" tunable but is less than the "Subscription Data Maximum Linked Recovered Objects" tunable.  If the number of subscription data objects be returned exceeds the "Subscription Data Maximum Linked Recovered Objects" tunable, a "criteria-too-large" error will be returned to the requesting LSMS.


Linked replies will be returned as the response to an lnpNotificationRecovery action request for notification data if the number of notifications returned exceeds the "Notification Data Linked Reply Blocking Factor" tunable but is less than the "Notification Data Maximum Linked Recovered Notifications" tunable.  If the number of notifications to be returned exceeds the "Notification Data Maximum Linked Recovered Notifications" tunable, a "criteria-too-large" error will be returned to the requesting SOA/LSMS.


As an example, a Service Provider’s SOA was down, and is now performing notification recovery,  During the downtime, 90 notifications were issued.  Assuming the Notification Blocking Factor is set to 50 notifications, the recovering SOA would receive data from the NPAC SMS in the form of three linked replies.  The first reply would contain 50 notifications, the second reply would contain 40 notifications, and the third reply would be empty (this is an indication that the NPAC SMS is finished sending data for this recovery request).  In the case where the amount of data to be returned is less than or equal to the associated Blocking Factor, the M-ACTION response will be a normal response (i.e., non-linked response) and will not be a linked reply.

Below are the tunables that specify the download size:


		Download Criteria

		Tunable Name



		Network data download request maximum linked reply size

		Network Data Linked Replies Blocking Factor



		Subscription download request maximum linked reply size

		Subscription Data Linked Replies Blocking Factor



		Notification download request maximum linked reply size

		Notification Data Linked Replies Blocking Factor



		Total number of network data objects returned for a single download request

		Network Data Maximum Linked Recovered Objects



		Total number of subscription data objects returned for a single download request

		Subscription Data Maximum Linked Recovered Objects



		Total number of notification data notifications returned for a single download request

		Notification Data Maximum Linked Recovered Objects





B.7
Local SMS and SOA Recovery


(add to end of existing text)


If the Local SMS or SOA supports the receipt of linked action replies (based on the Local SMS Linked Replies Indicator and SOA Linked Replies Indicator, in the NPAC Customer record), the NPAC SMS will send linked action replies when a recovery request is initiated and the amount of data returned is greater than the associated Blocking Factor.


B.7.1.1 
Sequencing of Events on Initialization/Resynchronization of Non-EDR Local SMS  (previously NNP flow 5.2)


This scenario demonstrates how a non-EDR Local SMS resynchronizes itself with the NPAC SMS.


This scenario demonstrates the recovery of additions, deletions and modifications of network and subscription version data. The recovery of this data can cause status attribute value changes and serviceProvNPA-NXX-X deletions.


Step-by-step message flow text is shown below:


Local SMS personnel take action to resynchronize their Local SMS with the NPAC SMS.


The Non-EDR Local SMS establishes an association to the NPAC SMS with the resynchronization flag on, along with the network data management (networkDataMgmt) and data download (dataDownload) association functions set. The NPAC SMS will queue all current activity on the NPAC SMS until the service Local SMS sends in the lnpRecoveryComplete action. All updates issued since the association establishment will be sent at the next normally scheduled retry interval.


1. Non-EDR Local SMS sends the lnpDownload M-ACTION to start network data download. In this case, the Local SMS specifies the start time and end time. There are criteria other than time which may be specified. If one of the following is selected (all-network-data, all NPA-NXX-X data, a range of NPA-NXX-X data, a single NPA-NXX-X), the NPAC SMS sends the serviceProvNPA-NXX-X updates  (creates, modifies, deletes) if the Local SMS’s “NPAC Customer LSMS NPA-NXX-X Indicator” in their service provider profile on the NPAC SMS states it supports the object.


2. If the requested object(s) exist and the Local SMS Linked Replies Indicator is set to FALSE, the NPAC SMS responds to the M-ACTION with updates.  If the requested object(s) exist and the Local SMS Linked Replies Indicator is set to TRUE, the NPAC SMS will respond with either a single M-ACTION reply or with a linked M-ACTION reply. .  In the case where the amount of data to be returned is less than or equal to the associated Blocking Factor (including the case where no objects are found), the M-ACTION response will be a single normal response (i.e., non-linked response).  In the case where the amount of data to be returned is greater than the associated Blocking Factor, the M-ACTION response will be multiple linked M-ACTION replies, followed by a non-linked empty normal response (indicating the end of the linked reply data).

3. Non-EDR Local SMS sends the lnpDownload M-ACTION to start subscription data download. In this case, the Local SMS specifies the start time and end time. There are criteria other than time which may be specified.


4. If the requested object(s) exist and the Local SMS Linked Replies Indicator is set to FALSE, the NPAC SMS responds to the M-ACTION with updates.  If the requested object(s) exist and the Local SMS Linked Replies Indicator is set to TRUE, the NPAC SMS will respond with either a single M-ACTION reply or with a linked M-ACTION reply.  In the case where the amount of data to be returned is less than or equal to the associated Blocking Factor (including the case where no objects are found), the M-ACTION response will be a single normal response (i.e., non-linked response).  In the case where the amount of data to be returned is greater than the associated Blocking Factor, the M-ACTION response will be multiple linked M-ACTION replies, followed by a non-linked empty normal response (indicating the end of the linked reply data).  All creates, modifies and deletes are received, a single record for each subscription version. (i.e. no ranges).  The Non-EDR Local SMS will receive all the activity on subscription versions with a LNP type of ‘pool’.


5. If any corrections were issued to the resyncing Local SMS, the NPAC SMS will send the M-EVENT-REPORT to the old service provider SOA of the subscriptionVersionStatus change and a list of failed Local SMSs (minus the resyncing Local SMS that no longer contains a discrepancy).


6. The old service provider SOA confirms the M-EVENT-REPORT.


7. If any corrections were issued to the resyncing Local SMS, the NPAC SMS will send the M-EVENT-REPORT to the current service provider SOA of the status change and a list of failed Local SMSs (minus the resyncing Local SMS that no longer contains a discrepancy). 


8. The current service provider SOA confirms the M-EVENT-REPORT.


9. If any corrections were issued to the resyncing Local SMS for subscription versions with LNP type equal to ‘pool’, the NPAC SMS will send the numberPoolBlockStatusAttributeValueChange to the current block holder SOA, if the numberPoolBlockSOA-Origination indicator is TRUE, with the current number pool block status and a list of failed Local SMSs (minus the resyncing Local SMS that no longer contains the discrepancy).


10. The block holder SOA confirms the M-EVENT-REPORT.


11. If deletes were sent for any subscription versions with LNP type equal to ‘pool’ that completed the broadcast of the M-DELETEs for a number pool block and corresponding subscription versions, then the NPAC SMS will send to all other Local SMSs. who support the serviceProvNPA-NXX-X object, the M-DELETE for the serviceProvNPA-NXX-X object.


12. Local SMS responds to the M-DELETE.


13. Non-EDR Local SMS sends M-ACTION, lnpNotificationRecovery, to the NPAC SMS. The Non-EDR Local SMS specifies a time range.


14. If the requested notification(s) exist and the Local SMS Linked Replies Indicator is set to FALSE, the NPAC SMS responds to the M-ACTION with the notification updates that occurred within the given time range.  If the requested notification(s) exist and the Local SMS Linked Replies Indicator is set to TRUE, the NPAC SMS will respond with either a single M-ACTION reply or with a linked M-ACTION reply.  In the case where the amount of data to be returned is less than or equal to the associated Blocking Factor (including the case where no objects are found), the M-ACTION response will be a single normal response (i.e., non-linked response).  In the case where the amount of data to be returned is greater than the associated Blocking Factor, the M-ACTION response will be multiple linked M-ACTION replies, followed by a non-linked empty normal response (indicating the end of the linked reply data).

15. Non-EDR Local SMS sends M-ACTION, lnpRecoveryComplete, to set the resynchronization flag off.


16. NPAC SMS replies to the M-ACTION.


Normal processing resumes and any activity that the NPAC SMS had queued up during the recovery period will now be sent at the next scheduled retry interval.


B.7.1.2 
Sequencing of Events on Initialization/Resynchronization of EDR Local SMS (previously NNP flow 5.1)

This scenario demonstrates how an EDR Local SMS resynchronizes itself with the NPAC SMS.


These scenarios demonstrate the recovery of additions, deletions and modifications of network, subscription version and number pool block data. The recovery of this data can cause status attribute value changes and serviceProvNPA-NXX-X deletions.


Step-by-step message flow text is shown below:


The EDR Local SMS establishes an association to the NPAC SMS with the resynchronization flag on, along with the network data management (networkDataMgmt) and data download (dataDownload) association functions set.


The NPAC SMS will queue all current activity on the NPAC SMS until the service Local SMS sends in the lnpRecoveryComplete action. All updates issued since the association establishment will be sent at the next normally scheduled retry interval.


1. EDR Local SMS sends lnpDownload M-ACTION to start network data download. In this case, the Local SMS specifies the start time and end time. There are criteria other than time which may be specified. If one of the following is selected (all-network-data, all NPA-NXX-X data, a range of NPA-NXX-X data, a single NPA-NXX-X), the NPAC SMS sends the serviceProvNPA-NXX-X updates  (creates, modifies, deletes) if the Local SMS’s “NPAC Customer LSMS NPA-NXX-X Indicator” in their service provider profile on the NPAC SMS states it supports the object.


2. If the requested object(s) exist and the Local SMS Linked Replies Indicator is set to FALSE, the NPAC SMS responds to M-ACTION with updates.  If the requested object(s) exist and the Local SMS Linked Replies Indicator is set to TRUE, the NPAC SMS will respond with either a single M-ACTION reply or with a linked M-ACTION reply.  In the case where the amount of data to be returned is less than or equal to the associated Blocking Factor (including the case where no objects are found), the M-ACTION response will be a single normal response (i.e., non-linked response).  In the case where the amount of data to be returned is greater than the associated Blocking Factor, the M-ACTION response will be multiple linked M-ACTION replies, followed by a non-linked empty normal response (indicating the end of the linked reply data).

3. EDR Local SMS sends the lnpDownload M-ACTION to start subscription data download. In this case, the Local SMS specifies the start time and end time. There are criteria other than time which may be specified.


4. If the requested object(s) exist and the Local SMS Linked Replies Indicator is set to FALSE, the NPAC SMS responds to M-ACTION with updates.  If the requested object(s) exist and the Local SMS Linked Replies Indicator is set to TRUE, the NPAC SMS will respond with either a single M-ACTION reply or with a linked M-ACTION reply.  In the case where the amount of data to be returned is less than or equal to the associated Blocking Factor (including the case where no objects are found), the M-ACTION response will be a single normal response (i.e., non-linked response).  In the case where the amount of data to be returned is greater than the associated Blocking Factor, the M-ACTION response will be multiple linked M-ACTION replies, followed by a non-linked empty normal response (indicating the end of the linked reply data).  All creates, modifies and deletes are received, a single record for each subscription version. (i.e. no ranges) The EDR Local SMS will not receive any activity on subscription versions with LNP type of ‘pool’.


5. If any corrections were issued to the resyncing Local SMS that involved the activation of a subscription version with the LNP type not equal to ‘pool’, the NPAC SMS will send the M-EVENT-REPORT to the old service provider SOA with the current subscriptionVersionStatus and a list of failed Local SMSs (minus the resyncing Local SMS that no longer contains a discrepancy).


6. The old service provider SOA confirms the M-EVENT-REPORT.


7. If any corrections were issued to the resyncing Local SMS that involved a subscription version with the LNP type not equal to ‘pool’, the NPAC SMS will send the M-EVENT-REPORT to the current service provider SOA with the current subscriptionVersionStatus and a list of failed Local SMSs (minus the resyncing Local SMS that no longer contains a discrepancy).


8. The current service provider SOA confirms the M-EVENT-REPORT.


9. EDR Local SMS sends the lnpDownload M-ACTION to start number pool block data download. The Local SMS specifies the start time.


10. NPAC SMS responds to M-ACTION with updates.


11. NPAC SMS sends the M-EVENT-REPORTs to the block holder SOAs for any number pool block with the SOA-Origination indicator set to true whose numberPoolBlockFailed-SP-List and possibly numberPoolBlockStatus were just updated due to the number pool block download.


12. Block holder SOA confirms to the M-EVENT-REPORT.


13. If deletes were sent for any number pool blocks that completed the broadcast of the M-DELETEs of a number pool block and corresponding subscription versions, then the NPAC SMS will send to all other Local SMSs the M-DELETE for the serviceProvNPA-NXX-X object. The NPAC SMS will queue up the M-DELETE request for the recovering Local SMS and send it at the completion of recovery mode.


14. Local SMS responds the M-DELETE.


15. EDR Local SMS sends M-ACTION, lnpNotificationRecovery, to the NPAC SMS. The EDR Local SMS specifies a time range.


16. If the requested notification(s) exist and the Local SMS Linked Replies Indicator is set to FALSE, the NPAC SMS responds to the M-ACTION with the notification updates that occurred within the given time range.  If the requested notification(s) exist and the Local SMS Linked Replies Indicator is set to TRUE, the NPAC SMS will respond with either a single M-ACTION reply or with a linked M-ACTION reply.    In the case where the amount of data to be returned is less than or equal to the associated Blocking Factor (including the case where no objects are found), the M-ACTION response will be a single normal response (i.e., non-linked response).  In the case where the amount of data to be returned is greater than the associated Blocking Factor, the M-ACTION response will be multiple linked M-ACTION replies, followed by a non-linked empty normal response (indicating the end of the linked reply data).

17. EDR Local SMS sends M-ACTION, lnpRecoveryComplete, to set the resynchronization flag off.


18. NPAC SMS replies to the M-ACTION.


Normal processing resumes and any activity that the NPAC SMS had queued up during the recovery period will now be sent at the next scheduled retry interval.


B.7.2
Sequencing of Events on Initialization/Resynchronization of SOA


This scenario demonstrates how a SOA resynchronizes itself with the NPAC SMS.


Step-by-step message flow text is shown below:


SOA personnel take action to resynchronize their SOA with the NPAC SMS.


The SOA establishes an association to the NPAC SMS with the resynchronization flag on, and the network data management (networkDataMgmt) association function set. The NPAC SMS will queue all current activity on the NPAC SMS until the service SOA sends in the lnpRecoveryComplete action. All updates issued since the association establishment will be sent at the next normally scheduled retry interval.


1. SOA sends the lnpDownload M-ACTION to start network data download. In this case, the SOA specifies the start time and end time. There are criteria other than time which may be specified. If one of the following is selected (all-network-data, all NPA-NXX-X data, a range of NPA-NXX-X data, a single NPA-NXX-X), the NPAC SMS sends the serviceProvNPA-NXX-X updates  (creates, modifies, deletes) if the SOA’s “NPAC Customer SOA NPA-NXX-X Indicator” in their service provider profile on the NPAC SMS states it supports the object.


2. If the requested object(s) exist and the Local SMS Linked Replies Indicator is set to FALSE, the NPAC SMS responds to the M-ACTION with updates.  If the requested object(s) exist and the Local SMS Linked Replies Indicator is set to TRUE, the NPAC SMS will respond with either a single M-ACTION reply or with a linked M-ACTION reply.  In the case where the amount of data to be returned is less than or equal to the associated Blocking Factor (including the case where no objects are found), the M-ACTION response will be a single normal response (i.e., non-linked response).  In the case where the amount of data to be returned is greater than the associated Blocking Factor, the M-ACTION response will be multiple linked M-ACTION replies, followed by a non-linked empty normal response (indicating the end of the linked reply data).

3. SOA sends M-ACTION, lnpNotificationRecovery, to the NPAC SMS. The SOA specifies a time range.


4. If the requested notification(s) exist and the SOA Linked Replies Indicator is set to FALSE, the NPAC SMS responds to the M-ACTION with the notification updates that occurred within the given time range.  If the requested notification(s) exist and the SOA Linked Replies Indicator is set to TRUE, the NPAC SMS will respond with either a single M-ACTION reply or with a linked M-ACTION reply.  In the case where the amount of data to be returned is less than or equal to the associated Blocking Factor (including the case where no objects are found), the M-ACTION response will be a single normal response (i.e., non-linked response).  In the case where the amount of data to be returned is greater than the associated Blocking Factor, the M-ACTION response will be multiple linked M-ACTION replies, followed by a non-linked empty normal response (indicating the end of the linked reply data).

5. SOA sends M-ACTION, lnpRecoveryComplete, to set the resynchronization flag off.


6. NPAC SMS replies to the M-ACTION.


Any activity that the NPAC SMS had queued up during the recovery period will now be sent. 


Normal processing resumes and any activity that the NPAC SMS had queued up during the recovery period will now be sent at the next scheduled retry interval.


GDMO:


-- 1.0 LNP Download Action


lnpDownload ACTION


    BEHAVIOUR


        lnpDownloadDefinition,


        lnpDownloadBehavior;


    MODE CONFIRMED;


    WITH INFORMATION SYNTAX LNP-ASN1.DownloadAction;


    WITH REPLY SYNTAX LNP-ASN1.DownloadReply;


    REGISTERED AS {LNP-OIDS.lnp-action 1};


lnpDownloadDefinition BEHAVIOUR


    DEFINED AS !


        The lnpDownload action is the action that is used by the Local SMS


        and SOA to specify the objects to be downloaded from the NPAC SMS.


    !;


lnpDownloadBehavior BEHAVIOUR


    DEFINED AS !


        Preconditions: This action is issued from an lnpSubscriptions


        or an lnpNetwork object and all objects to be downloaded


        are specified in the action request.


        Postconditions: After this action has been executed by the Local


        SMS or SOA specifying which objects to download, the NPAC SMS will


        determine which objects satisfy the download request and return


        them in the download action reply. Creation, deletion, and


        modification information will be included in the reply.  All data 


        for objects that have been modified is downloaded not just the 


        information that was modified.

        The SOA receives linked replies if their Service Provider


        SOA Linked Replies Indicator is set to TRUE on the NPAC SMS, and


        the amount of data is greater than the associated Blocking Factor.


        The LSMS receives linked replies if their Service Provider


        LSMS Linked Replies Indicator is set to TRUE on the NPAC SMS, and


        the amount of data is greater than the associated Blocking Factor.


        When the SOA or Local SMS Linked Replies Indicator is set to TRUE,


        linked replies will be returned as the response to a lnpDownload


        action request for network data if the number of messages returned


        is less than the "Network Data Maximum Linked Recovered Objects"

        tunable,

        and the amount of data is greater than the Network Data Linked

        Replies Blocking Factor.


        If the number of network data objects to be returned exceeds the


        "Network Data Maximum Linked Recovered Objects" tunable, a


        "criteria-too-large" error will be returned to the requesting


        SOA/LSMS. Each linked reply sent in response to a successfully


        processed lnpDownload action request for network data will contain


        a status of success (0).  The returned data is sent in replies


        based on the "Network Data Linked Reply Blocking Factor" tunable,


        such that each linked reply is no larger than the "Network Data


        Linked Reply Blocking Factor" tunable value.  The returned data


        is followed by an empty reply, to indicate the end of the data.


        If the number of network data objects to be returned is less than


        or equal to the Network Data Linked Replies Blocking Factor,

        tunable, a single non-linked reply will be sent back to the

        requesting SOA/LSMS.

        When the Local SMS Linked Replies Indicator is set to TRUE,


        linked replies will be returned as the response to a lnpDownload


        Action request for subscription data if the number of messages


        returned is less than the "Subscription Data Maximum Linked

        Recovered Objects" tunable, and the amount of data is greater


        than the Network Data Linked Replies Blocking Factor. If the

        number of subscription data


        messages to be returned exceeds the "Subscription Data Maximum Linked

        Recovered Objects" tunable, a "criteria-too-large" error will be


        returned to the requesting LSMS. Each linked reply sent in response


        to a successfully processed lnpDownload action request for


        subscription data will contain a status of success (0).


        The returned data is sent in replies based on the


        "Subscription Data Linked Reply Blocking Factor" tunable, such


        that each linked reply is no larger than the "Subscription Data


        Linked Reply Blocking Factor" tunable value.  The returned data


        is followed by an empty reply, to indicate the end of the data.


        If the number of subscription data objects to be returned is

        less than or equal to the Network Data Linked Replies Blocking

        Factor tunable, a single non-linked reply will be sent back to

        the requesting SOA/LSMS.


…


-- 15.0 Notification Recovery Action


lnpNotificationRecovery ACTION


    BEHAVIOUR


        lnpNotificationRecoveryDefinition,


        lnpNotificationRecoveryBehavior;


    MODE CONFIRMED;


    WITH INFORMATION SYNTAX LNP-ASN1.NetworkNotificationRecoveryAction;


    WITH REPLY SYNTAX LNP-ASN1.NetworkNotificationRecoveryReply;


    REGISTERED AS {LNP-OIDS.lnp-action 15};


lnpNotificationRecoveryDefinition BEHAVIOUR


    DEFINED AS !


        The lnpNotificationRecovery action is the action that can be


        used by the SOA or LSMS to recover notification information that


        cannot be recovered by other means.


    !;


lnpNotificationRecoveryBehavior BEHAVIOUR


    DEFINED AS !


        Preconditions: This action is issued from an lnpNPAC-SMS object


        from a SOA or LSMS that specified the recovery mode flag in the access 


        control as true at association establishment.


        Postconditions: After this action has been executed by the SOA or LSMS


        specifying recovery, the NPAC SMS will forward the notifications


        that occurred in the time range specified for the requesting system


        (SOA or LSMS) for the primary or associated SPID specified in the


        access control. Notifications are forwarded in the action reply.


        The SOA receives linked replies if their Service Provider


        SOA Linked Replies Indicator is set to TRUE on the NPAC SMS, and


        the amount of data is greater than the associated Blocking Factor.


        The LSMS receives linked replies if their Service Provider


        LSMS Linked Replies Indicator is set to TRUE on the NPAC SMS, and


        the amount of data is greater than the associated Blocking Factor.


        When the SOA or Local SMS Linked Replies Indicator is set to TRUE,


        linked replies will be returned as the response to an


        LnpNotificationRecovery Action request for notification data if


        The number of notifications returned is


        less than the " Notification Data Maximum Linked Recovered

        Notifications"


        tunable, and the amount of data is greater than the Notification

        Data Linked Replies Blocking Factor. If the number of Notifications

        to be returned exceeds


        the "Notification Data Maximum Linked Recovered Notifications"

        tunable,


        a "criteria-too-large" error will be returned to the requesting


        LSMS. Each linked reply sent in response to a successfully


        Processed lnpNotificationRecovery action request for notification


        data will contain a status of success (0).


        The returned data is sent in replies based on the


        "Notification Data Linked Reply Blocking Factor" tunable, such


        that each linked reply is no larger than the " Notification Data


        Linked Reply Blocking Factor" tunable value.  The returned data


        is followed by an empty reply, to indicate the end of the data.


        If the number of notification data objects to be returned is less


        than or equal to the Notification Data Linked Replies Blocking


        Factor tunable, a single non-linked reply will be sent back to


        the requesting SOA/LSMS.


ASN.1:


No change required.


M&P:


No change required.


Origination Date:  1/19/1998


Originator:  Ameritech


Change Order Number:  NANC 191

Description:  DPC/SSN Value Edits


Cumulative SP Priority, Weighted Average:  

Pure Backwards Compatible:  YES


IMPACT/CHANGE ASSESSMENT


		FRS

		IIS

		GDMO

		ASN.1

		NPAC

		SOA

		LSMS



		Y

		

		Y

		

		Low

		N/A

		N/A





Business Need:


The current environment allows the new SP to send up final Global Title Translation data.  This final GTT data is broadcasted by NPAC to all applicable subtending SPs in the Region.  This has resulted in service-affecting TCAP routing errors for subtending SPs who do not have route sets built based on final GTT to the new SP, causing trouble-shooting expense and re-broadcast of the data to modify the DPCs to non-final GTT.  This issue is addressed by NANC 291.


In addition, invalid GTT data (e.g. a DPC with no SSN, a DPC with Network ID set to 000, etc.) contained within the new SP CREATE has also resulted in TCAP routing errors when broadcasted to subtending SPs.  This issue is addressed by this change order, NANC 191.


These two Change Orders will ensure that GTT data is formatted consistent with SS7 signaling standards and contains only non-final DPCs in accordance with recommendations documented in T1S1.6 standards for Local Number Portability.  This will mitigate the trouble-shooting and NPAC broadcast expense due to incorrect or invalid GTT data.


Description of Change:


It has been requested that DPC and SSN values be edited to make sure that if a SSN is specified that the DPC is specified.  This functionality was requested due to a problem with a large port where the DPC and SSN information entered by the originator was invalid.  Currently the NPAC SMS does no validity checks on the SSN and DPC information other than it is of the format and type defined in the IIS and FRS.

The edits need to be verified by industry experts to ensure they are correct.  Gary Sacra has taken an action item to obtain more information from T1/S1.6.


The following information was provided by Gary for DPC/SSN edits from T1/S1.6:


· The 9-digit point code (DPC) is broken down into three components:


· 3-digit Network ID - valid range=001-255


· 3-digit Cluster ID - valid range=000-255


· 3-digit Member number - valid range=000-255


· Subsystem Number (SSN) is a separate three digit number with a valid range of 000-255.


· It does not make sense in the network to have a DPC without an SSN or vice versa.


Requirements:


Req 1 – Subscription Version – Verify CLASS SSN when CLASS DPC is populated


NPAC SMS shall verify the CLASS Sub-System Number (SSN) contains a value between 000-255 when the corresponding CLASS Destination Point Code (DPC) is populated with values for network value between 001-255, for cluster value between 000-255, and for member value between 000-255, from the new Service Provider in a Subscription Version creation, modification, or mass update for an Inter-Service Provider Port or Intra-Service Provider Port.


Req 2 – Subscription Version – Verify LIDB SSN when LIDB DPC is populated


NPAC SMS shall verify the LIDB Sub-System Number (SSN) contains a value between 000-255 when the corresponding LIDB Destination Point Code (DPC) is populated with values for network value between 001-255, for cluster value between 000-255, and for member value between 000-255, from the new Service Provider in a Subscription Version creation, modification, or mass update for an Inter-Service Provider Port or Intra-Service Provider Port.


Req 3 – Subscription Version – Verify CNAM SSN when CNAM DPC is populated


NPAC SMS shall verify the CNAM Sub-System Number (SSN) contains a value between 000-255 when the corresponding CNAM Destination Point Code (DPC) is populated with values for network value between 001-255, for cluster value between 000-255, and for member value between 000-255, from the new Service Provider in a Subscription Version creation, modification, or mass update for an Inter-Service Provider Port or Intra-Service Provider Port.


Req 4 – Subscription Version – Verify ISVM SSN when ISVM DPC is populated


NPAC SMS shall verify the ISVM Sub-System Number (SSN) contains a value between 000-255 when the corresponding ISVM Destination Point Code (DPC) is populated with values for network value between 001-255, for cluster value between 000-255, and for member value between 000-255, from the new Service Provider in a Subscription Version creation, modification, or mass update for an Inter-Service Provider Port or Intra-Service Provider Port.


Req 5 – Subscription Version – Verify WSMSC SSN when WSMSC DPC is populated


NPAC SMS shall verify the WSMSC Sub-System Number (SSN) contains a value between 000-255 when the corresponding WSMSC Destination Point Code (DPC) is populated with values for network value between 001-255, for cluster value between 000-255, and for member value between 000-255, from the new Service Provider in a Subscription Version creation, modification, or mass update for an Inter-Service Provider Port or Intra-Service Provider Port.


Req 6 – Subscription Version – Verify CLASS DPC when CLASS SSN is populated


NPAC SMS shall verify the CLASS Destination Point Code (DPC) contains values (network 001-255, cluster 000-255, member 000-255) when the corresponding CLASS Sub-System Number (SSN) is populated with a value (000-255), from the new Service Provider in a Subscription Version creation, modification, or mass update for an Inter-Service Provider Port or Intra-Service Provider Port.


Req 7 – Subscription Version – Verify LIDB DPC when LIDB SSN is populated


NPAC SMS shall verify the LIDB Destination Point Code (DPC) contains values (network 001-255, cluster 000-255, member 000-255) when the corresponding LIDB Sub-System Number (SSN) is populated with a value (000-255), from the new Service Provider in a Subscription Version creation, modification, or mass update for an Inter-Service Provider Port or Intra-Service Provider Port.


Req 8 – Subscription Version – Verify CNAM DPC when CNAM SSN is populated


NPAC SMS shall verify the CNAM Destination Point Code (DPC) contains values (network 001-255, cluster 000-255, member 000-255) when the corresponding CNAM Sub-System Number (SSN) is populated with a value (000-255), from the new Service Provider in a Subscription Version creation, modification, or mass update for an Inter-Service Provider Port or Intra-Service Provider Port.


Req 9 – Subscription Version – Verify ISVM DPC when ISVM SSN is populated


NPAC SMS shall verify the ISVM Destination Point Code (DPC) contains values (network 001-255, cluster 000-255, member 000-255) when the corresponding ISVM Sub-System Number (SSN) is populated with a value (000-255), from the new Service Provider in a Subscription Version creation, modification, or mass update for an Inter-Service Provider Port or Intra-Service Provider Port.


Req 10 – Subscription Version – Verify WSMSC DPC when WSMSC SSN is populated


NPAC SMS shall verify the WSMSC Destination Point Code (DPC) contains values (network 001-255, cluster 000-255, member 000-255) when the corresponding WSMSC Sub-System Number (SSN) is populated with a value (000-255), from the new Service Provider in a Subscription Version creation, modification, or mass update for an Inter-Service Provider Port or Intra-Service Provider Port.


Req 11 – Number Pool Block – Verify CLASS SSN when CLASS DPC is populated


NPAC SMS shall verify the CLASS Sub-System Number (SSN) contains a value (000-255) when the corresponding CLASS Destination Point Code (DPC) is populated with values (network 001-255, cluster 000-255, member 000-255), from the Block Holder Service Provider in a Block creation, modification, or mass update for Number Pooling.


Req 12 – Number Pool Block – Verify LIDB SSN when LIDB DPC is populated


NPAC SMS shall verify the LIDB Sub-System Number (SSN) contains a value (000-255) when the corresponding LIDB Destination Point Code (DPC) is populated with values (network 001-255, cluster 000-255, member 000-255), from the Block Holder Service Provider in a Block creation, modification, or mass update for Number Pooling.


Req 13 – Number Pool Block – Verify CNAM SSN when CNAM DPC is populated


NPAC SMS shall verify the CNAM Sub-System Number (SSN) contains a value (000-255) when the corresponding CNAM Destination Point Code (DPC) is populated with values (network 001-255, cluster 000-255, member 000-255), from the Block Holder Service Provider in a Block creation, modification, or mass update for Number Pooling.


Req 14 – Number Pool Block – Verify ISVM SSN when ISVM DPC is populated


NPAC SMS shall verify the ISVM Sub-System Number (SSN) contains a value (000-255) when the corresponding ISVM Destination Point Code (DPC) is populated with values (network 001-255, cluster 000-255, member 000-255), from the Block Holder Service Provider in a Block creation, modification, or mass update for Number Pooling.


Req 15 – Number Pool Block – Verify WSMSC SSN when WSMSC DPC is populated


NPAC SMS shall verify the WSMSC Sub-System Number (SSN) contains a value (000-255) when the corresponding WSMSC Destination Point Code (DPC) is populated with values (network 001-255, cluster 000-255, member 000-255), from the Block Holder Service Provider in a Block creation, modification, or mass update for Number Pooling.


Req 16 – Number Pool Block – Verify CLASS DPC when CLASS SSN is populated


NPAC SMS shall verify the CLASS Destination Point Code (DPC) contains values (network 001-255, cluster 000-255, member 000-255) when the corresponding CLASS Sub-System Number (SSN) is populated with a value (000-255), from the Block Holder Service Provider in a Block creation, modification, or mass update for Number Pooling.


Req 17 – Number Pool Block – Verify LIDB DPC when LIDB SSN is populated


NPAC SMS shall verify the LIDB Destination Point Code (DPC) contains values (network 001-255, cluster 000-255, member 000-255) when the corresponding LIDB Sub-System Number (SSN) is populated with a value (000-255), from the Block Holder Service Provider in a Block creation, modification, or mass update for Number Pooling.


Req 18 – Number Pool Block – Verify CNAM DPC when CNAM SSN is populated


NPAC SMS shall verify the CNAM Destination Point Code (DPC) contains values (network 001-255, cluster 000-255, member 000-255) when the corresponding CNAM Sub-System Number (SSN) is populated with a value (000-255), from the Block Holder Service Provider in a Block creation, modification, or mass update for Number Pooling.


Req 19 – Number Pool Block – Verify ISVM DPC when ISVM SSN is populated


NPAC SMS shall verify the ISVM Destination Point Code (DPC) contains values (network 001-255, cluster 000-255, member 000-255) when the corresponding ISVM Sub-System Number (SSN) is populated with a value (000-255), from the Block Holder Service Provider in a Block creation, modification, or mass update for Number Pooling.


Req 20 – Number Pool Block – Verify WSMSC DPC when WSMSC SSN is populated


NPAC SMS shall verify the WSMSC Destination Point Code (DPC) contains values (network 001-255, cluster 000-255, member 000-255) when the corresponding WSMSC Sub-System Number (SSN) is populated with a value (000-255), from the Block Holder Service Provider in a Block creation, modification, or mass update for Number Pooling.


Req 21 – DPC/SSN Edits – CLASS validation failure


NPAC SMS shall send back an error to the requesting Service Provider if a Subscription Version or Number Pool Block DPC/SSN consistency check for CLASS fails validation.


Req 22 – DPC/SSN Edits – LIDB validation failure


NPAC SMS shall send back an error to the requesting Service Provider if a Subscription Version or Number Pool Block DPC/SSN consistency check for LIDB fails validation.


Req 23 – DPC/SSN Edits – CNAM validation failure


NPAC SMS shall send back an error to the requesting Service Provider if a Subscription Version or Number Pool Block DPC/SSN consistency check for CNAM fails validation.


Req 24 – DPC/SSN Edits – ISVM validation failure


NPAC SMS shall send back an error to the requesting Service Provider if a Subscription Version or Number Pool Block DPC/SSN consistency check for ISVM fails validation.


Req 25 – DPC/SSN Edits – WSMSC validation failure


NPAC SMS shall send back an error to the requesting Service Provider if a Subscription Version or Number Pool Block DPC/SSN consistency check for WSMSC fails validation.


Req 26 – DPC/SSN Edits – CLASS DPC and SSN Required Data for Modification


NPAC SMS shall require values from the requesting Service Provider for both CLASS DPC and CLASS SSN to be sent to the NPAC SMS when modifying CLASS service for a Subscription Version or Number Pool Block, even if only one value is being modified.


Req 27 – DPC/SSN Edits – LIDB DPC and SSN Required Data for Modification


NPAC SMS shall require values from the requesting Service Provider for both LIDB DPC and LIDB SSN to be sent to the NPAC SMS when modifying LIDB service for a Subscription Version or Number Pool Block, even if only one value is being modified.


Req 28 – DPC/SSN Edits – CNAM DPC and SSN Required Data for Modification


NPAC SMS shall require values from the requesting Service Provider for both CNAM DPC and CNAM SSN to be sent to the NPAC SMS when modifying CNAM service for a Subscription Version or Number Pool Block, even if only one value is being modified.


Req 29 – DPC/SSN Edits – ISVM DPC and SSN Required Data for Modification


NPAC SMS shall require values from the requesting Service Provider for both ISVM DPC and ISVM SSN to be sent to the NPAC SMS when modifying ISVM service for a Subscription Version or Number Pool Block, even if only one value is being modified.


Req 30 – DPC/SSN Edits – WSMSC DPC and SSN Required Data for Modification


NPAC SMS shall require values from the requesting Service Provider for both WSMSC DPC and WSMSC SSN to be sent to the NPAC SMS when modifying WSMSC service for a Subscription Version or Number Pool Block, even if only one value is being modified.


Req 31 – DPC/SSN Edits – CLASS DPC and SSN Required Data for Mass Update


NPAC SMS shall require values from the NPAC Personnel for the requesting Service Provider for both CLASS DPC and CLASS SSN to be provided when mass updating CLASS service for a Subscription Version or Number Pool Block, even if only one value is being modified.


Req 32 – DPC/SSN Edits – LIDB DPC and SSN Required Data for Mass Update


NPAC SMS shall require values from the NPAC Personnel for the requesting Service Provider for both LIDB DPC and LIDB SSN to be provided when mass updating LIDB service for a Subscription Version or Number Pool Block, even if only one value is being modified.


Req 33 – DPC/SSN Edits – CNAM DPC and SSN Required Data for Mass Update


NPAC SMS shall require values from the NPAC Personnel for the requesting Service Provider for both CNAM DPC and CNAM SSN to be provided when mass updating CNAM service for a Subscription Version or Number Pool Block, even if only one value is being modified.


Req 34 – DPC/SSN Edits – ISVM DPC and SSN Required Data for Mass Update


NPAC SMS shall require values from the NPAC Personnel for the requesting Service Provider for both ISVM DPC and ISVM SSN to be provided when mass updating ISVM service for a Subscription Version or Number Pool Block, even if only one value is being modified.


Req 35 – DPC/SSN Edits – WSMSC DPC and SSN Required Data for Mass Update


NPAC SMS shall require values from the NPAC Personnel for the requesting Service Provider for both WSMSC DPC and WSMSC SSN to be provided when mass updating WSMSC service for a Subscription Version or Number Pool Block, even if only one value is being modified.


Req 36 – Subscription Version – Verify All Routing Data When Modifying Non-GTT Data


NPAC SMS shall when modifying non-GTT data, reject the modify request for any DPC/SSN value edit inconsistencies for CLASS, LIDB, CNAM, ISVM, or WSMSC, from the new/current Service Provider in a Subscription Version modification, or mass update for an Inter-Service Provider Port or Intra-Service Provider Port.


Req 37 – Subscription Version – Verify All Routing Data When Modifying CLASS Data


NPAC SMS shall when modifying CLASS DPC or CLASS SSN, reject the modify request for any DPC/SSN value edit inconsistencies for LIDB, CNAM, ISVM, or WSMSC, from the new/current Service Provider in a Subscription Version modification, or mass update for an Inter-Service Provider Port or Intra-Service Provider Port.


Req 38 – Subscription Version – Verify All Routing Data When Modifying LIDB Data


NPAC SMS shall when modifying LIDB DPC or LIDB SSN, reject the modify request for any DPC/SSN value edit inconsistencies for CLASS, CNAM, ISVM, or WSMSC, from the new/current Service Provider in a Subscription Version modification, or mass update for an Inter-Service Provider Port or Intra-Service Provider Port.


Req 39 – Subscription Version – Verify All Routing Data When Modifying CNAM Data


NPAC SMS shall when modifying CNAM DPC or CNAM SSN, reject the modify request for any DPC/SSN value edit inconsistencies for CLASS, LIDB, ISVM, or WSMSC, from the new/current Service Provider in a Subscription Version modification, or mass update for an Inter-Service Provider Port or Intra-Service Provider Port.


Req 40 – Subscription Version – Verify All Routing Data When Modifying ISVM Data


NPAC SMS shall when modifying ISVM DPC or ISVM SSN, reject the modify request for any DPC/SSN value edit inconsistencies for CLASS, LIDB, CNAM, or WSMSC, from the new/current Service Provider in a Subscription Version modification, or mass update for an Inter-Service Provider Port or Intra-Service Provider Port.


Req 41 – Subscription Version – Verify All Routing Data When Modifying WSMSC Data


NPAC SMS shall when modifying WSMSC DPC or WSMSC SSN, reject the modify request for any DPC/SSN value edit inconsistencies for CLASS, LIDB, CNAM, or ISVM, from the new/current Service Provider in a Subscription Version modification, or mass update for an Inter-Service Provider Port or Intra-Service Provider Port.


Req 42 – Number Pool Block – Verify All Routing Data When Modifying Non-GTT Data


NPAC SMS shall when modifying non-GTT data, reject the modify request for any DPC/SSN value edit inconsistencies for CLASS, LIDB, CNAM, ISVM, or WSMSC, from the new/current Service Provider in a Number Pool Block modification, or mass update for a Number Pool Block.


Req 43 – Number Pool Block – Verify All Routing Data When Modifying CLASS Data


NPAC SMS shall when modifying CLASS DPC or CLASS SSN, reject the modify request for any DPC/SSN value edit inconsistencies for LIDB, CNAM, ISVM, or WSMSC, from the new/current Service Provider in a Number Pool Block modification, or mass update for a Number Pool Block.


Req 44 – Number Pool Block – Verify All Routing Data When Modifying LIDB Data


NPAC SMS shall when modifying LIDB DPC or LIDB SSN, reject the modify request for any DPC/SSN value edit inconsistencies for CLASS, CNAM, ISVM, or WSMSC, from the new/current Service Provider in a Number Pool Block modification, or mass update for a Number Pool Block.


Req 45 – Number Pool Block – Verify All Routing Data When Modifying CNAM Data


NPAC SMS shall when modifying CNAM DPC or CNAM SSN, reject the modify request for any DPC/SSN value edit inconsistencies for CLASS, LIDB, ISVM, or WSMSC, from the new/current Service Provider in a Number Pool Block modification, or mass update for a Number Pool Block.


Req 46 – Number Pool Block – Verify All Routing Data When Modifying ISVM Data


NPAC SMS shall when modifying ISVM DPC or ISVM SSN, reject the modify request for any DPC/SSN value edit inconsistencies for CLASS, LIDB, CNAM, or WSMSC, from the new/current Service Provider in a Number Pool Block modification, or mass update for a Number Pool Block.


Req 47 – Number Pool Block – Verify All Routing Data When Modifying WSMSC Data


NPAC SMS shall when modifying WSMSC DPC or WSMSC SSN, reject the modify request for any DPC/SSN value edit inconsistencies for CLASS, LIDB, CNAM, or ISVM, from the new/current Service Provider in a Number Pool Block modification, or mass update for a Number Pool Block.


Req 48 – Subscription Version – Verify All Routing Data When Activating a Subscription Version


NPAC SMS shall when activating a Subscription Version, reject the activate request for any DPC/SSN value edit inconsistencies for CLASS, LIDB, CNAM, ISVM, or WSMSC, from the new Service Provider in an activation for an Inter-Service Provider Port or Intra-Service Provider Port.


Req 49 – Number Pool Block – Verify All Routing Data When Activating a Number Pool Block


NPAC SMS shall when scheduling a Block Create Event or activating a Number Pool Block, reject the scheduling or activate request for any DPC/SSN value edit inconsistencies for CLASS, LIDB, CNAM, ISVM, or WSMSC, from the new Service Provider in scheduling or activation for a Number Pool Block.


Req 50 – DPC/SSN Edits – Errors on DPC and SSN Required Data for Mass Update


NPAC SMS shall log an entry to be used for the mass update exception report when any of the required DPC/SSN data edits are violated when mass updating a Subscription Version or Number Pool Block, and continue processing the mass update request.

Note: in an example where 2000 SVs are being mass updated and 100 encountered DPC/SSN edit errors, the NPAC will perform the mass update by updating the 1900 SVs that are valid, and logging the remaining 100 SVs to be picked up the mass update exception report.

IIS:


No change required.


GDMO:


-- 21.0 LNP NPAC Subscription Version Managed Object Class


subscriptionVersionNPAC MANAGED OBJECT CLASS


…


subscriptionVersionNPAC-Behavior BEHAVIOUR


    DEFINED AS !


…


        When the subscription version is created, the


        subscriptionBusinessType is set according to the business days and


        hours selection of the old and new service providers.


        When the subscription version is created, modified, or mass updated


        and contains a DPC value, a valid, corresponding SSN value must be


        present and vice versa. When modifying either DPC or SSN, both


        values must be sent to the NPAC SMS in the request, even if only


        one is being modified.


        The Service Provider SOA can M-GET and M-SET subscriptionVersionNPAC


        objects via the SOA to NPAC SMS interface (SOA Management Association


        Function).  Rules for M-SET are described below.

-- 30.0 Number Pool Block NPAC Data Managed Object Class


--


numberPoolBlockNPAC MANAGED OBJECT CLASS


…


numberPoolBlockNPAC-Behavior BEHAVIOUR


    DEFINED AS !


…


        The numberPoolBlockFailed-SP-List is set when a failure occurs


        in sending to the LSMSs. It contains the list of EDR and non-EDR


        service provider IDs who failed to successfully respond to the


        broadcasted data.


        When the number pool block is created, modified, or mass updated


        and contains a DPC value, a valid, corresponding SSN value must


        be present and vice versa.


        When modifying either DPC or SSN, both values must be sent to the


        NPAC SMS in the request, even if only one is being modified.


        Service providers can M-GET any numberPoolBlockNPAC object


        from the LSMS and SOA.


-- 63.0 LNP Subscription Version Class Destination Point Code


subscriptionCLASS-DPC ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.DPC;


    MATCHES FOR EQUALITY, ORDERING;


    BEHAVIOUR subscriptionCLASS-DPCBehavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 63};


subscriptionCLASS-DPCBehavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the subscription version


        CLASS Destination Point Code. 


        The 9-digit point code (DPC) is broken down into 3 components:


           3-digit Network ID: Valid range 1-255.


           3-digit Cluster ID: Valid range 0-255.


           3-digit Member number: Valid range 0-255.


        If the subscriptionCLASS-DPC attribute is provided, the 


        subscriptionCLASS-SSN attribute must be provided.


        The data is stored in BCD (e.g. a value of FFFFFF would be displayed


        as 255.255.255). 


!;  


-- 64.0 LNP Subscription Version Class SSN


subscriptionCLASS-SSN ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.SSN;


    MATCHES FOR EQUALITY, ORDERING;


    BEHAVIOUR subscriptionCLASS-SSN-Behavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 64};


subscriptionCLASS-SSN-Behavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the subscription version


        CLASS SSN. The valid values on the NPAC SMS are 0-255.


        If the subscriptionCLASS-SSN attribute is provided, the


        subscriptionCLASS-DPC attribute must be provided.


!;  


-- 65.0 LNP Subscription CNAM Destination Point Code


subscriptionCNAM-DPC ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.DPC;


    MATCHES FOR EQUALITY, ORDERING;


    BEHAVIOUR subscriptionCNAM-DPC-Behavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 65};


subscriptionCNAM-DPC-Behavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the CNAM Destination Point


        value for the subscription version.


        The 9-digit point code (DPC) is broken down into 3 components:


           3-digit Network ID: Valid range 1-255.


           3-digit Cluster ID: Valid range 0-255.


           3-digit Member number: Valid range 0-255. 


        If the subscriptionCNAM-DPC attribute is provided, the 


        subscriptionCNAM-SSN attribute must be provided.


        The data is stored in BCD (e.g. a value of FFFFFF would be displayed


        as 255.255.255).


!;  


-- 66.0 LNP Subscription CNAM SSN


subscriptionCNAM-SSN ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.SSN;


    MATCHES FOR EQUALITY, ORDERING;


    BEHAVIOUR subscriptionCNAM-SSN-Behavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 66};


subscriptionCNAM-SSN-Behavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the CNAM SSN


        value for the subscription version. 


        The valid values on the NPAC SMS are 0-255.


        If the subscriptionCNAM-SSN attribute is provided, the 


        subscriptionCNAM-DPC attribute must be provided.


!;  


-- 76.0 LNP Subscription ISVM Destination Point Code


subscriptionISVM-DPC ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.DPC;


    MATCHES FOR EQUALITY, ORDERING;


    BEHAVIOUR subscriptionISVM-DPC-Behavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 76};


subscriptionISVM-DPC-Behavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the ISVM Destination Point


        value for the subscription version.


        The 9-digit point code (DPC) is broken down into 3 components:


           3-digit Network ID: Valid range 1-255.


           3-digit Cluster ID: Valid range 0-255.


           3-digit Member number: Valid range 0-255.


        If the subscriptionISVM-DPC attribute is provided, the 


        subscriptionISVM-SSN attribute must be provided.


        The data is stored in BCD (e.g. a value of FFFFFF would be


        displayed as 255.255.255).


!;  


-- 77.0 LNP Subscription ISVM SSN


subscriptionISVM-SSN ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.SSN;


    MATCHES FOR EQUALITY, ORDERING;


    BEHAVIOUR subscriptionISVM-SSN-Behavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 77};


subscriptionISVM-SSN-Behavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the ISVM SSN


        value for the subscription version. 


        The valid values on the NPAC SMS are 0-255. 


        If the subscriptionISVM-SSN attribute is provided, the 


        subscriptionISVM-DPC attribute must be provided.


!;  


-- 78.0 LNP Subscription LIDB Destination Point Code


subscriptionLIDB-DPC ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.DPC;


    MATCHES FOR EQUALITY, ORDERING;


    BEHAVIOUR subscriptionLIDB-DPC-Behavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 78};


subscriptionLIDB-DPC-Behavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the LIDB Destination Point


        value for the subscription version.


        The 9-digit point code (DPC) is broken down into 3 components:


           3-digit Network ID: Valid range 1-255.


           3-digit Cluster ID: Valid range 0-255.


           3-digit Member number: Valid range 0-255.


        If the subscriptionLIDB-DPC attribute is provided, the 


        subscriptionLIDB-SSN attribute must be provided.


        The data is stored in BCD (e.g. a value of FFFFFF would be


        displayed as 255.255.255).


!;  


-- 79.0 LNP Subscription LIDB SSN


subscriptionLIDB-SSN ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.SSN;


    MATCHES FOR EQUALITY, ORDERING;


    BEHAVIOUR subscriptionLIDB-SSN-Behavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 79};


subscriptionLIDB-SSN-Behavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the LIDB SSN


        value for the subscription version. 


        The valid values on the NPAC SMS are 0-255. 


        If the subscriptionLIDB-SSN attribute is provided, the 


        subscriptionLIDB-DPC attribute must be provided.


!;  


-- 109.0 Subscription Version WSMSC Destination Point Code


subscriptionWSMSC-DPC ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.DPC;


    MATCHES FOR EQUALITY, ORDERING;


    BEHAVIOUR subscriptionWSMSC-DPCBehavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 109};


subscriptionWSMSC-DPCBehavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the subscription version


        WSMSC Destination Point Code. 


        The 9-digit point code (DPC) is broken down into 3 components:


           3-digit Network ID: Valid range 1-255.


           3-digit Cluster ID: Valid range 0-255.


           3-digit Member number: Valid range 0-255.


        If the subscriptionWSMSC-DPC attribute is provided, the 


        subscriptionWSMSC-SSN attribute must be provided.


        The data is stored in BCD (e.g. a value of FFFFFF would be


        displayed as 255.255.255).


!;  


-- 110.0 LNP Subscription Version WSMSC SSN


subscriptionWSMSC-SSN ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.SSN;


    MATCHES FOR EQUALITY, ORDERING;


    BEHAVIOUR subscriptionWSMSC-SSN-Behavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 110};


subscriptionWSMSC-SSN-Behavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the subscription version


        WSMSC SSN. The valid values on the NPAC SMS are 0-255.


        If the subscriptionWSMSC-SSN attribute is provided, the 


        subscriptionWSMSC-DPC attribute must be provided.


!;  


-- 114.0 LNP Number Pool block Class Destination Point Code


numberPoolBlockCLASS-DPC ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.DPC;


    MATCHES FOR EQUALITY, ORDERING;


    BEHAVIOUR numberPoolBlockCLASS-DPCBehavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 114};


numberPoolBlockCLASS-DPCBehavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the numberPoolBlock


        CLASS Destination Point Code.


        The 9-digit point code (DPC) is broken down into 3 components:


           3-digit Network ID: Valid range 1-255.


           3-digit Cluster ID: Valid range 0-255.


           3-digit Member number: Valid range 0-255.

        If the numberPoolBlockCLASS-DPC attribute is provided, the 


        numberPoolBlockCLASS-SSN attribute must be provided.


        The data is stored in BCD (e.g. a value of FFFFFF would be displayed


        as 255.255.255). The valid octet values on the NPAC SMS are 000-255.

!;


-- 115.0 LNP Number Pool Block Class SSN


numberPoolBlockCLASS-SSN ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.SSN;


    MATCHES FOR EQUALITY, ORDERING;


    BEHAVIOUR numberPoolBlockCLASS-SSN-Behavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 115};


numberPoolBlockCLASS-SSN-Behavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the numberPoolBlock


        CLASS SSN. The valid values on the NPAC SMS are 0-255.


        If the numberPoolBlockCLASS-SSN attribute is provided, the 


        numberPoolBlockCLASS-DPC attribute must be provided.


!;


-- 116.0 LNP Number Pool Block CNAM Destination Point Code


numberPoolBlockCNAM-DPC ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.DPC;


    MATCHES FOR EQUALITY, ORDERING;


    BEHAVIOUR numberPoolBlockCNAM-DPC-Behavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 116};


numberPoolBlockCNAM-DPC-Behavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the CNAM Destination Point


        Code for the numberPoolBlock.


        The 9-digit point code (DPC) is broken down into 3 components:


           3-digit Network ID: Valid range 1-255.


           3-digit Cluster ID: Valid range 0-255.


           3-digit Member number: Valid range 0-255.


        If the numberPoolBlockCNAM-DPC attribute is provided, the 


        numberPoolBlockCNAM-SSN attribute must be provided.


        The data is stored in BCD (e.g. a value of FFFFFF would be displayed


        as 255.255.255). The valid octet values on the NPAC SMS are 000-255.

!;


-- 117.0 LNP Number Pool Block CNAM SSN


numberPoolBlockCNAM-SSN ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.SSN;


    MATCHES FOR EQUALITY, ORDERING;


    BEHAVIOUR numberPoolBlockCNAM-SSN-Behavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 117};


numberPoolBlockCNAM-SSN-Behavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the CNAM SSN


        value for the numberPoolBlock. The valid values on the


        NPAC SMS are 0-255.


        If the numberPoolBlockCNAM-SSN attribute is provided, the 


        numberPoolBlockCNAM-DPC attribute must be provided.


!;


-- 123.0 LNP Number Pool Block ISVM Destination Point Code


numberPoolBlockISVM-DPC ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.DPC;


    MATCHES FOR EQUALITY, ORDERING;


    BEHAVIOUR numberPoolBlockISVM-DPC-Behavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 123};


numberPoolBlockISVM-DPC-Behavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the ISVM Destination Point


        Code for the numberPoolBlock.


        The 9-digit point code (DPC) is broken down into 3 components:


           3-digit Network ID: Valid range 1-255.


           3-digit Cluster ID: Valid range 0-255.


           3-digit Member number: Valid range 0-255.


        If the numberPoolBlockISVM-DPC attribute is provided, the 


        numberPoolBlockISVM-SSN attribute must be provided.


        The data is stored in BCD (e.g. a value of FFFFFF would be


        displayed as 255.255.255). The valid octet values on the NPAC SMS


        are 000-255.

!;


-- 124.0 LNP Number Pool Block ISVM SSN


numberPoolBlockISVM-SSN ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.SSN;


    MATCHES FOR EQUALITY, ORDERING;


    BEHAVIOUR numberPoolBlockISVM-SSN-Behavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 124};


numberPoolBlockISVM-SSN-Behavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the ISVM SSN


        value for the numberPoolBlock. The valid values on the


        NPAC SMS are 0-255.


        If the numberPoolBlockISVM-SSN attribute is provided, the 


        numberPoolBlockISVM-DPC attribute must be provided.


!;


-- 125.0 LNP Number Pool Block LIDB Destination Point Code


numberPoolBlockLIDB-DPC ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.DPC;


    MATCHES FOR EQUALITY, ORDERING;


    BEHAVIOUR numberPoolBlockLIDB-DPC-Behavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 125};


numberPoolBlockLIDB-DPC-Behavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the LIDB Destination Point


        Code for the numberPoolBlock.


        The 9-digit point code (DPC) is broken down into 3 components:


           3-digit Network ID: Valid range 1-255.


           3-digit Cluster ID: Valid range 0-255.


           3-digit Member number: Valid range 0-255.


        If the numberPoolBlockLIDB-DPC attribute is provided, the 


        numberPoolBlockLIDB-SSN attribute must be provided.


        The data is stored in BCD (e.g. a value of FFFFFF would be


        displayed as 255.255.255). The valid octet on the NPAC SMS are 000-255.

!;


-- 126.0 LNP Number Pool Block LIDB SSN


numberPoolBlockLIDB-SSN ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.SSN;


    MATCHES FOR EQUALITY, ORDERING;


    BEHAVIOUR numberPoolBlockLIDB-SSN-Behavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 126};


numberPoolBlockLIDB-SSN-Behavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the LIDB SSN


        value for the numberPoolBlock. The valid values on the


        NPAC SMS are 0-255.


        If the numberPoolBlockLIDB-SSN attribute is provided, the 


        numberPoolBlockLIDB-DPC attribute must be provided.


!;


-- 132.0 LNP Number Pool Block WSMSC Destination Point Code


numberPoolBlockWSMSC-DPC ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.DPC;


    MATCHES FOR EQUALITY, ORDERING;


    BEHAVIOUR numberPoolBlockWSMSC-DPC-Behavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 132};


numberPoolBlockWSMSC-DPC-Behavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the WSMSC Destination Point


        Code for the numberPoolBlock.


        The 9-digit point code (DPC) is broken down into 3 components:


           3-digit Network ID: Valid range 1-255.


           3-digit Cluster ID: Valid range 0-255.


           3-digit Member number: Valid range 0-255.


        If the numberPoolBlockWSMSC-DPC attribute is provided, the 


        numberPoolBlockWSMSC-SSN attribute must be provided.


        The data is stored in BCD (e.g. a value of FFFFFF would be


        displayed as 255.255.255). The valid octet on the NPAC SMS are 000-255.

!;


-- 133.0 LNP Number Pool Block WSMSC SSN


numberPoolBlockWSMSC-SSN ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.SSN;


    MATCHES FOR EQUALITY, ORDERING;


    BEHAVIOUR numberPoolBlockWSMSC-SSN-Behavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 133};


numberPoolBlockWSMSC-SSN-Behavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the WSMSC SSN


        value for the numberPoolBlock. The valid values on the


        NPAC SMS are 0-255.


        If the numberPoolBlockWSMSC-SSN attribute is provided, the 


        numberPoolBlockWSMSC-DPC attribute must be provided.


!;


-- 7.0 LNP Subscription Version Modify Action


subscriptionVersionModify ACTION


    BEHAVIOUR


        subscriptionVersionModifyDefinition,


        subscriptionVersionModifyBehavior;


    MODE CONFIRMED;


    WITH INFORMATION SYNTAX LNP-ASN1.ModifyAction;


    WITH REPLY SYNTAX LNP-ASN1.ModifyReply;


    REGISTERED AS {LNP-OIDS.lnp-action 7};


subscriptionVersionModifyDefinition BEHAVIOUR


    DEFINED AS !


        The subscriptionVersionModify action is the action that can be


        used by the SOA to modify a subscription version via the SOA to


        NPAC SMS interface.


    !;


subscriptionVersionModifyBehavior BEHAVIOUR


    DEFINED AS !


        Preconditions: This action is issued from an lnpSubscriptions


        object specifying the object to be modified by specifying


        the subscriptionVersionId or by specifying the subscriptionTN or


        a range of TNs (where the stop TN in the range is greater than 


        the start TN) and the status of the subscription version.  All


        attribute values to be modified shall also be specified.


        Postconditions: The NPAC SMS has modified the subscription


        version.  An error will be returned to the service provider if


        there is no version that is modifiable or if the modification fails


        due to authorization of the service provider or data validation. 


        Subscription versions with subscriptionLNPType equal to 'pool'


        cannot be specified in the action.


        Service Providers can modify attributes associated with active,


        pending or conflict subscription versions.


        Old service providers can only modify the following attributes


        for pending or conflict subscription versions:


        subscriptionOldSP-DueDate


        subscriptionOldSP-Authorization


        subscriptionStatusChangeCauseCode


        The subscriptionStatusChangeCauseCode is an optional field and is


        only specified if the subscriptionOldSP-Authorization is false.


        New service providers can only modify the following attributes


        for pending or conflict subscription versions:


        subscriptionLRN


        subscriptionNewSP-DueDate


        subscriptionCLASS-DPC


        subscriptionCLASS-SSN


        subscriptionLIDB-DPC


        subscriptionLIDB-SSN


        subscriptionCNAM-DPC


        subscriptionCNAM-SSN


        subscriptionISVM-DPC


        subscriptionISVM-SSN


        subscriptionEndUserLocationValue


        subscriptionEndUserLocationType


        subscriptionBillingId


        New service providers may specify modified valid values for the


        following attributes, when the service provider's "SOA WSMSC DPC SSN


        Data" indicator is TRUE, and may NOT specify these values when the


        indicator is set to FALSE:


        subscriptionWSMSC-DPC


        subscriptionWSMSC-SSN


        A valid SSN value must be present for the corresponding DPC value and


        vice versa.


        Validation will be done for both old and new service provider


        data that is specified for pending or conflict


        subscription versions.


        If validation fails no changes will be made and an error


        will be returned. If validation passes, the version will be


        modified and remain in a pending or active state.


        New service providers can only modify the following attributes


        for active subscription versions:


        subscriptionLRN


        subscriptionCLASS-DPC


        subscriptionCLASS-SSN


        subscriptionLIDB-DPC


        subscriptionLIDB-SSN


        subscriptionCNAM-DPC


        subscriptionCNAM-SSN


        subscriptionISVM-DPC


        subscriptionISVM-SSN


        subscriptionEndUserLocationValue


        subscriptionEndUserLocationType


        subscriptionBillingId


        New service providers may specify modified valid values for the


        following attributes, when the service provider's "SOA WSMSC DPC SSN


        Data" indicator is TRUE, and may NOT specify these values when the


        indicator is set to FALSE:


        subscriptionWSMSC-DPC


        subscriptionWSMSC-SSN


        A valid SSN value must be present for the corresponding DPC value and


        vice versa.


        If the data specified passes validation, the modified version


        is immediately broadcast.  The modified subscription version will have


        a status of sending and broadcasts will begin.  If validation fails,


        no changes will be made and an error will be returned in the action


        reply.


    !;


-- 11.0 LNP New Service Provider Subscription Version Create


subscriptionVersionNewSP-Create ACTION


    BEHAVIOUR


        subscriptionVersionNewSP-CreateDefinition,


        subscriptionVersionNewSP-CreateBehavior;


    MODE CONFIRMED;


    WITH INFORMATION SYNTAX LNP-ASN1.NewSP-CreateAction;


    WITH REPLY SYNTAX LNP-ASN1.NewSP-CreateReply;


    REGISTERED AS {LNP-OIDS.lnp-action 11};


subscriptionVersionNewSP-CreateDefinition BEHAVIOUR


    DEFINED AS !


        The subscriptionVersionNewSP-Create action is the action that is


        used via the SOA to NPAC SMS interface by the


        new service provider to create a new subscriptionVersionNPAC.


    !;


subscriptionVersionNewSP-CreateBehavior BEHAVIOUR


    DEFINED AS !


        Preconditions: This action is issued from an lnpSubscriptions


        object.  Creates can be performed provided there is only one


        currently active subscription or no subscription version in the


        NPAC; otherwise an action failure will be returned.


        The new service provider must specify valid values for the


        following attributes:


        subscriptionTN or a valid subscriptionVersionTN-Range


        subscriptionLRN


        subscriptionNewCurrentSP


        subscriptionOldSP


        subscriptionNewSP-DueDate


        subscriptionCLASS-DPC


        subscriptionCLASS-SSN


        subscriptionLIDB-DPC


        subscriptionLIDB-SSN


        subscriptionCNAM-DPC


        subscriptionCNAM-SSN


        subscriptionISVM-DPC


        subscriptionISVM-SSN


        subscriptionLNPType


        subscriptionPortingToOriginal-SPSwitch


        The new service provider must specify valid values for the following


        attributes, when the service provider's "SOA WSMSC DPC SSN Data"


        indicator is TRUE, and must NOT specify these values when the 


        indicator is set to FALSE:


        subscriptionWSMSC-DPC


        subscriptionWSMSC-SSN


        The new service provider may specify valid values for the


        following attributes:


        subscriptionEndUserLocationValue


        subscriptionEndUserLocationType


        subscriptionBillingId


        A valid SSN value must be present for the corresponding DPC value and


        vice versa.


        subscriptionPortingToOriginal-SPSwitch can only be specified as


        TRUE for a TN that is currently ported and is being ported back


        to the original service provider.   If the value of


        subscriptionPortingToOriginal-SPSwitch is TRUE, the LRN and GTT data


        should be specified as NULL.  If the variable is TRUE,


        when the activate occurs for the subscription version, the Local


        SMSs will receive a request to delete the old subscription version


        routing data in their networks. They will not receive any


        new network routing data for the subscription. Concurrence from the


        old service provider is required.


        If the port of the subscription version is an intra-service


        provider port, the new service provider can use the 


        subscriptionVersionNewSP-Create action specifying the old service


        provider equal to the new service provider.  In this case, the


        old service provider create action is not required.


        Postconditions: After this action has been executed, if


        the data specified passes validation, a pending subscription


        version or range of subscription versions will exist in the 


        NPAC SMS.  These validations are done as follows:


        subscriptionTN or range of TNs are valid in a range open for


        porting by the new service provider. TN ranges must be specified


        where the stop TN in the range is greater than the start TN.


        subscriptionLNPType is specified to be "LSPP" or "LISP".


        subscriptionNewSP-DueDate is a future date.  If not specified,


        the time defaults to 00:00.00.


        Old and New SP are valid service providers in the NPAC SMS.


        LRN data is associated with the New Service Provider.


        If a pre-existing version exists, validation will be done to insure


        that the new service provider previously specified is the same


        as the executor of the action.


        If the validations succeed and the subscription version does not 


        currently exist, a new subscription version will be created with 


        a status of pending.


        If the validations succeed and a pending subscription version exists,


        the new service provider create information will be applied to the 


        existing pending subscription version.


        If the validations fail, a new subscription version will not


        be created if one does not exist.  If one already existed, it


        will be retained.


        The action success or failure and reasons for failure will be


        returned in the action reply.


    !;


-- 16.0 LNP Service Provider Number Pool Block Create


numberPoolBlock-Create ACTION


    BEHAVIOUR


        numberPoolBlock-CreateDefinition,


        numberPoolBlock-CreateBehavior;


    MODE CONFIRMED;


    WITH INFORMATION SYNTAX LNP-ASN1.NumberPoolBlock-CreateAction;


    WITH REPLY SYNTAX LNP-ASN1.NumberPoolBlock-CreateReply;


    REGISTERED AS {LNP-OIDS.lnp-action 16};


numberPoolBlock-CreateDefinition BEHAVIOUR


    DEFINED AS !


        The numberPoolBlock-Create action is the action that is


        used on the NPAC SMS via the SOA to NPAC SMS interface by the


        block holder SOA to create a new numberPoolBlockNPAC.


    !;


numberPoolBlock-CreateBehavior BEHAVIOUR


    DEFINED AS !


        Preconditions: This action is issued from an lnpSubscriptions


        object.


        The service provider block holder must specify valid values for the


        following attributes:


        numberPoolBlockNPA-NXX-X


        numberPoolBlockHolderSPID


        numberPoolBlockLRN


        numberPoolBlockCLASS-DPC


        numberPoolBlockCLASS-SSN


        numberPoolBlockLIDB-DPC


        numberPoolBlockLIDB-SSN


        numberPoolBlockCNAM-DPC


        numberPoolBlockCNAM-SSN


        numberPoolBlockISVM-DPC


        numberPoolBlockISVM-SSN


        If the SOA WSMSC DPC SSN Data Indicator is set in the service


        provider's profile, the following attributes must be provided:


        numberPoolBlockWSMSC-DPC


        numberPoolBlockWSMSC-SSN


        A valid SSN value must be present for the corresponding DPC value and


        vice versa.


        Postconditions: After this action has been executed, if


        the data specified passes validation, a number pool block with a


        status of 'sending' will exist on the NPAC SMS. 


        The validations performed are as follows:


        The serviceProvNPA-NXX-X object exists and the current date and time


        are greater than or equal to the effective date of the


        serviceProvNPA-NXX-X object.


        The requesting service provider is the block holder and service


        provider ID on the serviceProvNPA-NXX-X object.


        LRN data is associated with the Block Holder Service Provider.


        The attributes are all valid and correctly formatted.


        If the validations succeed, a new number pool block and corresponding


        subscription versions will be created with a status of 'sending'.


        The NPAC SMS sends the object creation notification for the


        number pool block.


        If the validations fail, no new number pool block or subscription


        versions will be created. If a number pool block already existed, it


        will be retained.


        The action success or failure and reasons for failure will be


        returned in the action reply.


        If the requesting SOA is not the owner of the serviceProvNPA-NXX-X,


        'soa-not-authorized' will be selected in the error reply.


        If the corresponding serviceProvNPA-NXX-X is not found,


        'no-npa-nxx-x-found' will be selected in the error reply.


        If one of the attribute values is in error, 'invalid-data-values'


        will be selected in the error reply and the block-invalid-values


        will be present.


        If the number pool block object already exists,


        'number-pool-block-already-exists' will be selected in the error


        reply.


        If the request is sent prior to the effective date,


        'prior-to-effective-date' will be selected in the error reply.


        If the request is sent and any subscription version objects exist


        within the TN range with a status of pending, conflict,


        cancel-pending or failed ("pending-like") and no active subscription


        version for that TN exists, 'invalid-subscription-versions' will be


        selected in the error reply.


    !;
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Business Need: 


Current NPA Split processing requires each SP to notify the NPAC of NPA-NXXs involved in an NPA Split.  This process is new to SPs and is causing confusion, missed NPA Split processing, extra data clean up work for the SPs, and possible customer affecting outages.


This Change Order would eliminate the current NPAC process of SP notification, prevent manual data entry, and establish the means for NPAC to use the industry standard data from the LERG to make sure the NPA Split processing is consistent within the industry.


Description of Change:


It was requested that current information in the LERG be used to load NPA Split information into the NPAC SMS.  This would prevent manual data entry that could introduce errors when entering the NPA Split information.


John Malyar from Bellcore gathered some information for the group as to the whom, how, and when for files containing the data that are distributed in the industry currently.  John indicated that NANPA identifies and announces the split.  The LERG has tools to pull data for a split and distribute it electronically.  This is one source from which a file can be obtained.

NeuStar will look at the file format, and determine if there is a mechanism that can be used to populate the data on the NPAC (since both NANPA and NPAC are NeuStar).


February 2000: During the LNPA-WG meeting the group discussed at a high level, the desired functionality of this change order.  Redline changes to these bullet based on NeuStar questions and LNPAWG response in June 2002 meeting.


· Process the load file in the NPAC SMS.


· For each split in the file, check to see if the split is already scheduled:
  1.)  if already scheduled, then make sure both old and new NPA-NXXs exist, and check if any effective date changes to split, or a removal from a scheduled or existing split.  Perform necessary updates.
  2.)  if not yet scheduled, check for the new NPA-NXX.  If already exists, error.  Otherwise, continue with the scheduling of the split.


· When scheduling split, auto generate the new NPA-NXX with the effective date the same as the PDP start date/time (example, date with 6:00am as time), and broadcast the new NPA-NXX (if new is already there, reject the split and log error).


· When adding an NPA-NXX to an existing split, whether or not the permissive dial period has already started for the NPA (with other NXXs), the NPAC SMS would add this to the existing split.


· When removing an NPA-NXX from an existing split, broadcast the delete of the NPA- associated new NXX to all accepting SPs.


· When updating effective date of split, perform the following steps:
  1.)  if a PDP start date is modified to a further out date, and no pending SVs for new NPA-NXX exist, NPAC changes date in split for PDP start date, and makes same date change to new NPA-NXX effective date.
  2.)  If PDP start date is modified to a closer in date, delete the scheduled split data, delete the new NPA-NXX, and log error.  Upon completion of the delete, M&P directs NPAC personnel to initiate the re-processing of the split file that has the modified closer in effective date.  New NPA-NXX will be re-added with new closer in effective date to match new closer in PDP start date.  At the time the NPAC SMS is to delete the new NPA-NXX, it will check if pending SVs exist, if yes then log an error (and let the SP take care of canceling these so that the new NPA-NXX can be deleted).
  3.)  For any PDP start date modification, where pending-like SVs exist in the new NPA-NXX, log an error.


· NPAC needs to be able to reprocess a file, if any errors occurred, and shall not process any subsequent ones until the current one is fully successful, except in cases where the subsequent file or data corrects an error in a previous file.

· 

· NPAC shall log an error if the split file says to modify the PDP start date and the split processing for that split has already occurred in the NPAC.


Requirements:


Req 1 – NPA Split – Load File from LERG Data


NPAC SMS shall allow an NPA Split Load Flat File from the LERG, to be used to enter, modify, or remove NPA Split information into/from the NPAC SMS.


Note: The information from the LERG is assumed to include all necessary updates, including, but not limited to monthly plus emergency updates.


Req 2 – NPA Split – Load File from LERG Data During Housekeeping Process


NPAC SMS shall allow the NPA Split Load Flat File to be loaded into the NPA Split information in the NPAC SMS during the current housekeeping process.


Req 3 – NPA Split – Load File from LERG Data Processing Results


NPAC SMS shall be capable of storing NPA Split Load Flat File processing data that can be used to generate the NPA Split Load Flat File Exception Report.


Req 3.1 – NPA Split – Load File from LERG Data, Reject existing new NPA-NXX


NPAC SMS shall process the NPA Split Load Flat File and for each new NPA split that is not yet scheduled in the NPAC SMS, reject the request, log an entry to be used for the NPA Split exception report, and continue processing the NPA Split Load Flat File, when the new NPA-NXX already exists in the NPAC SMS and is not already part of an NPA Split.


Req 3.2 – NPA Split – Load File from LERG Data, Generate new NPA-NXX


NPAC SMS shall process the NPA Split Load Flat File and for each new NPA split that is not yet scheduled in the NPAC SMS, automatically generate and broadcast the new NPA-NXX, using the PDP start date/time as the value to populate the effective date for the new NPA-NXX.


Req 3.3 – NPA Split – Load File from LERG Data, Delete new NPA-NXX


NPAC SMS shall process the NPA Split Load Flat File and for each NPA split that is scheduled in the NPAC SMS and being removed as an NPA Split, automatically delete and broadcast the delete of the new NPA-NXX.


Req 4 – NPA Split – NPA Split Load Flat File Exception Report with An Existing New NPA-NXX


NPAC SMS shall provide an NPA Split Load Flat File Exception Report that identifies NPA split processing errors:
 1. – NPA splits that cannot be added to the NPAC SMS because the new NPA-NXX already exists in the NPAC SMS at the time the NPA Split Load Flat File from the LERG is processed by the NPAC SMS, and that NPA-NXX is NOT already scheduled for an NPA Split in the NPAC SMS.
 2. – NPA splits already scheduled in the NPAC SMS where the PDP start date is modified to a closer in date.
 3. – NPA splits already scheduled in the NPAC SMS where the PDP start date is modified, and pending SVs exist in the new NPA-NXX.


Req 5 – NPA Split – Load File from LERG Data, Verifying Old and New NPA-NXX


NPAC SMS shall process the NPA Split Load Flat File and for each NPA split that is already scheduled in the NPAC SMS, verify the old and new NPA-NXXs exist, and generate an error if at least one does not exist.


Req 6 – NPA Split – Load File from LERG Data, Pushing Out PDP Start Date


NPAC SMS shall process the NPA Split Load Flat File and for each NPA split that is already scheduled in the NPAC SMS, check for an effective date change in the new NPA-NXX where the PDP start date is pushed out to a further date in the future, and if no pending subscription versions exist in the new NPA-NXX, update both the new NPA-NXX Effective Date and the PDP start date.




Note:  The update of the new NPA-NXX effective date will be accomplished via a delete and re-add of the new NPA-NXX.  Both of these will be broadcast to all accepting SOAs and LSMSs.


RN3-4.12
NPA Split – Exception Processing for Subscription Versions that exist in the New and Old NPA-NXX


NPAC SMS shall upon finding a subscription version that exists in the new NPA-NXX that currently exists in the old NPA-NXX during NPA split processing, do the following and continue processing:


· log an error


· the Subscription Version in the new NPA-NXX will be moved to old if active or to cancelled if it is in any pending state.


· the Subscription Version in the old NPA-NXX will be modified to the new NPA-NXX.


Req 7 – NPA Split – Load File from LERG Data, Pulling In PDP Start Date


NPAC SMS shall process the NPA Split Load Flat File and for each NPA split that is already scheduled in the NPAC SMS, check for an effective date change in the new NPA-NXX where the PDP start date is pulled in to a closer date, and if no pending subscription versions exist in the new NPA-NXX, delete the scheduled NPA split, delete the new NPA-NXX, and log an error.


Note:  M&P will be added that indicate under this condition, NPAC Personnel will re-initiate the processing of the NPA Split file.


Req 8 – NPA Split – Load File from LERG Data, Error Modifying PDP Start Date with Existing Subscription Versions


NPAC SMS shall process the NPA Split Load Flat File and for each NPA split that is already scheduled in the NPAC SMS, check for an effective date change in the new NPA-NXX where the PDP start date is modified, and if pending subscription versions exist in the new NPA-NXX, perform no updates to the NPA Split or new NPA-NXX, and log an error.


Req 9 – NPA Split – Load File from LERG Data, Complete Processing of File


NPAC SMS shall process the NPA Split Load Flat File for each NPA split in the file, and shall NOT process any subsequent NPA Split Load Flat Files until the current file has been processed to completion, except in conditions where a subsequent file corrects an error in a previous file.


Req 10 – NPA Split – Load File from LERG Data, Re-Processing of File


NPAC SMS shall be capable of re-processing the NPA Split Load Flat File in cases where the file was not completely processed due to NPA split processing errors, except in conditions where a subsequent file corrects an error in a previous file.


Req 11 – NPA Split – Load File from LERG Data, Error Modifying PDP Start Date for NPA Split Already in Progress


NPAC SMS shall process the NPA Split Load Flat File for each NPA split in the file, and shall reject a modify PDP start date request, if the NPAC SMS has already initiated NPA Split processing for that NPA-NXX.


Req 12 – NPA Split – Load File from LERG Data, Adding an NXX to an Existing Split


NPAC SMS shall process the NPA Split Load Flat File and for an NPA split that is already scheduled or in permissive dialing in the NPAC SMS, and an additional NXX is being added to the split, the NPAC SMS shall accept the addition of the NXX to the existing split.


Note:  The NPAC SMS will handle the additional split data appropriately (whether adding the NXX to the existing split, or creating a new split for the NPA-NXX), and maintain split data relationships between the existing split (NPA with different NXXs) and this newly added NXX (NPA with this new NXX), such that any subsequent actions on this split data will treat the relationship between all of the existing NPA-NXXs, and this newly added NXX, as part of the same split.








Req 13 – NPA Split – Load File from LERG Data Information on the Web


NPAC SMS shall inform all Service Providers about the processing of the NPA Split Load Flat File from LERG data via the Web bulletin board.  The data field sent to the WEB bulletin board is the unique identifier for the file that is processed.


Note:  the Web will contain the lastest full monthly file, plus the most recent incremental file.






Modifications to Section 3.5 of the FRS
NPA Splits Requirements


AN3-4.1
NPA Split Information Source


Deleted.The service provider responsible for the NPA split communicates NPA Split information to the NPAC.


RN3-4.1
NPA Split – NPA-NXX existence prior to the NPA Split


Deleted.NPAC SMS shall verify that the new and the old NPA-NXX(s) involved in an NPA Split exist when NPAC personnel enter the split information.

Note: New NPA-NXX(s) will be opened via normal processing prior to the NPA Split.


RN3-4.2
NPA Split - NPA-NXX existence prior to the NPA Split - Error


Deleted.NPAC SMS shall report an error to NPAC personnel and reject the NPA Split upon determining that the new or old NPA-NXX(s) involved in an NPA Split do not exist when the NPA Split information is entered.


RN3-4.3
NPA Split – NPA-NXX Effective Date Validation


Deleted. NPAC SMS shall verify that the new NPA-NXX(s) involved in an NPA Split has an effective date equal to the start of permissive dialing when NPAC personnel enter the NPA Split information.

RN3-4.4
NPA Split – NPA-NXX Effective Date Validation – Error


Deleted. NPAC SMS shall report an error to NPAC personnel and reject the NPA Split upon determining that a new NPA-NXX involved in an NPA Split has an effective date not equal to the start of permissive dialing.

RN3-4.5
NPA Split – NPA-NXX involved in one NPA Split Validation


NPAC SMS shall verify that the new NPA-NXX(s) involved in an NPA Split are not currently involved in another NPA Split when NPAC personnel enter the NPA split information the NPA Split Load Flat File is processed.


RN3-4.6
NPA Split – NPA-NXX involved in one NPA Split Validation


Deleted.NPAC SMS shall report an error to NPAC personnel and reject the NPA Split upon determining that a new NPA-NXX involved in an NPA Split is currently involved in another NPA Split.


Req 16 – NPA Split – NPA Split Load Flat File Exception Report with New NPA-NXX Already Involved in NPA Split


NPAC SMS shall provide an NPA Split Load Flat File Exception Report that identifies NPA splits that cannot be added to the NPAC SMS because the new NPA-NXX is currently involved in another NPA Split.


RN3-4.15
NPA Split – Entering of Split Data


Deleted.The NPAC SMS shall require the following data for entry of NPA Split information into the NPAC: 


· the Service Provider Id


· the old and new NPA


· the affected NXX(s)


· the start date of the permissive dialing period


· the end date of the permissive dialing period


RN3-4.25
NPA Split - Old NPA-NXX involved in one NPA Split Validation


NPAC SMS shall verify that the old NPA-NXX(s) involved in an NPA Split are not currently involved in another NPA Split when NPAC personnel enter the NPA split information the NPA Split Load Flat File is processed.


RN3-4.26
NPA Split - Old NPA-NXX involved in one NPA Split Validation - Error


Deleted.NPAC SMS shall report an error to NPAC personnel and reject the NPA Split upon determining that an old NPA-NXX involved in an NPA Split is currently involved in another NPA Split.


Req 17 – NPA Split – NPA Split Load Flat File Exception Report with Old NPA-NXX Already Involved in NPA Split


NPAC SMS shall provide an NPA Split Load Flat File Exception Report that identifies NPA splits that cannot be added to the NPAC SMS because the old NPA-NXX is currently involved in another NPA Split.


RN3-4.29
NPA Split - Old NPA-NXX and New NPA-NXX Ownership Validation - Error


Deleted.NPAC SMS shall report an error to NPAC personnel and reject the NPA Split upon determining that the owner of the old NPA-NXX does not match the owner of the new NPA-NXX for each  NXX in a NPA split.


Req 18 – NPA Split – NPA Split Load Flat File Exception Report with Mismatched SPIDs for Old and New NPA-NXX


NPAC SMS shall provide an NPA Split Load Flat File Exception Report that identifies NPA splits that cannot be added to the NPAC SMS because the owner of the old NPA-NXX does not match the owner of the new NPA-NXX.


NPA-NXX-X Holder, NPA Splits


RR3-32
NPA Splits and the Number Pool NPA-NXX-X Holder Information – New NPA Split Error Message if New NPA-NXX-X Already Exists


NPAC SMS shall reject the request and generate an error message to the NPAC Personnel when a request is made to add an NPA Split, and the new NPA-NXX-X already exists in the Number Pooling NPA-NXX-X Information.  (Previously N-301)


Req 19 – NPA Split – NPA Split Load Flat File Exception Report with Already Existing New NPA-NXX-X


NPAC SMS shall provide an NPA Split Load Flat File Exception Report that identifies NPA splits that cannot be added to the NPAC SMS because the new NPA-NXX-X already exists in the Number Pooling NPA-NXX-X Information.


IIS:


Flows B.8.2 and B.8.2.1, NPA-NXX Split will be updated from “Action is taken by the NPAC SMS personnel to create an NPA-NXX split.” to say, “NPAC SMS will create NPA-NXX split data based on information in the NPA Split Load Flat File from the LERG.”  Also, “The NPA-NXX owner service provider first creates the new NPA-NXX.” will be updated say, “The NPAC SMS will automatically generate the add/modify/delete of the new NPA-NXX based on information in the NPA Split Load Flat File from the LERG.”


GDMO:


No change required.


ASN.1:


No change required.


M&P:


1. SP can no longer contact NPAC personnel for entering/modifying/removing split information for them in the NPAC database.


2. NPAC personnel need to contact SP for NPA-NXXs on the NPA Split Load Flat File Exception Report.


Origination Date:  6/5/1998


Originator:  Sprint


Change Order Number:  NANC 218

Description:  Conflict Timestamp Broadcast to SOA


Pure Backwards Compatible:  NO


Interface and Functional Backwards Compatible:  YES


IMPACT/CHANGE ASSESSMENT


		FRS

		IIS

		GDMO

		ASN.1

		NPAC

		SOA

		LSMS



		

		Y

		Y

		

		Low

		Low

		N/A





Business Need:


Currently the SP does not know exactly when a telephone number was placed into conflict with out querying the NPAC database.  SPs need to take action to resolve the conflict in order to complete the port.


This change order will provide a timestamp on the NPAC broadcast to the SPs SOA.  This will minimize traffic to the NPAC and ensure the SP can take timely action.


Description of Change:


It has been requested that when a subscription gets placed in conflict, that the time that the subscription version was placed into conflict be broadcast in the status attribute value change notifications to the SOA.  Currently it is defined in the IIS on page 262 (version 1.8) that NPAC is not required to send the timestamp information.  This change would prevent the service provider SOA from having to query the NPAC anytime they need to retrieve a timestamp.  This conflict timestamp is needed so that the new service provider knows when the 6-hour timer has expired and so that they can remove it from conflict.  Also the presence of this timestamp indicates if the subscription has been placed into conflict before.


Requirements:


No change required (generically covered in R5-44.2 and R5-44.3).


IIS:


B.5.2.3

SubscriptionVersion Modify Prior to Activate Using M-ACTION


This scenario can only be performed when the subscriptionVersionStatus is conflict or pending.


Step-by-step message flow text is shown below:


1. Action is taken by a service provider to modify a subscriptionVersion by specifying the TN, TN range, and the version status, or by specifying the version ID of the subscription version to be modified; and the data to be modified.

The old service provider can only update the following attributes:


subscriptionOldSP-DueDate (seconds set to zeros)

subscriptionOldSP-Authorization

subscriptionStatusChangeCauseCode

NOTE:  The subscriptionStatusChangeCauseCode can only be modified when the subscriptionOldSP-Authorization is set to FALSE

The new service provider can only update the attributes:


subscriptionLRN

subscriptionNewSP-DueDate (seconds set to zeros)

subscriptionCLASS-DPC

subscriptionCLASS-SSN

subscriptionLIDB-DPC

subscriptionLIDB-SSN

subscriptionCNAM-DPC

subscriptionCNAM-SSN

subscriptionISVM-DPC

subscriptionISVM-SSN

subscriptionWSMSC-DPC - if supported by the Service Provider SOA

subscriptionWSMSC-SSN - if supported by the Service Provider SOA

subscriptionEndUserLocationValue

subscriptionEndUserLocationType

subscriptionBillingId


2. Service provider SOA issues M-ACTION subscriptionVersionModify to the NPAC SMS lnpSubscriptions object to update the version. The NPAC SMS validates the data.


3. If validation is successful, NPAC SMS will M-SET the attributes modified in the subscriptionVersionNPAC object and set the subscriptionModifiedTimeStamp.


4. The NPAC SMS will issue an M-SET response.


5. NPAC SMS replies to the M-ACTION with success or failure and reasons for failure.

Note:  If the old service provider was the initiator of the M-ACTION that caused the subscription version status to change, the NPAC SMS would issue a subscriptionVersionStatusAttributeValueChange M-EVENT-REPORT to the old and new service provider SOAs.


6. NPAC SMS issues M-EVENT-REPORT attributeValueChange to the old service provider SOA.  If the subscriptionVersionStatus was set to conflict, include the subscriptionConflictTimeStamp attribute in the broadcast.

7. The old service provider SOA returns M-EVENT-REPORT confirmation to the NPAC SMS.


8. NPAC SMS issues M-EVENT-REPORT attributeValueChange to the new service provider SOA.  If the subscriptionVersionStatus was set to conflict, include the subscriptionConflictTimeStamp attribute in the broadcast.

9. The new service provider SOA returns M-EVENT-REPORT confirmation to the NPAC SMS.


B.5.2.4

SubscriptionVersion Modify Prior to Activate Using M-SET


This scenario shows a modify using an M-SET.  The M-SET can only be performed when the subscriptionVersionStatus is conflict or pending.


Step-by-step message flow text is shown below:


1. Action is taken by a service provider to modify the subscriptionVersion by specifying the TN, TN range, and the version status, or by specifying the version ID of the subscription version to be modified; and the data to be modified. The old service provider can only update the following attributes:


subscriptionOldSP-DueDate (seconds set to zeros)

subscriptionOldSP-Authorization

subscriptionStatusChangeCauseCode

NOTE:  The subscriptionStatusChangeCauseCode can only be modified when the subscriptionOldSP-Authorization is set to FALSE

The new service provider can only update the attributes:


subscriptionLRN

subscriptionNewSP-DueDate (seconds set to zeros)

subscriptionCLASS-DPC

subscriptionCLASS-SSN

subscriptionLIDB-DPC

subscriptionLIDB-SSN

subscriptionCNAM-DPC

subscriptionCNAM-SSN

subscriptionISVM-DPC

subscriptionISVM-SSN

subscriptionWSMSC-DPC - if supported by the Service Provider SOA

subscriptionWSMSC-SSN - if supported by the Service Provider SOA

subscriptionEndUserLocationValue

subscriptionEndUserLocationType

subscriptionBillingId


2. The new or old service provider SOA will issue an M-SET request for the attributes to be updated in the subscriptionVersionNPAC object. The request will be validated for an authorized service provider and validation of the attributes and values.


3. The NPAC SMS will issue an M-SET response indicating success or failure and reasons for failure.

Note:  If the old service provider was the initiator of the M-SET that caused the subscription version status to change, the NPAC SMS would issue a subscriptionVersionStatusAttributeValueChange M-EVENT-REPORT to the old and new service provider SOAs


4. NPAC SMS issues M-EVENT-REPORT attributeValueChange to the old service provider SOA.  If the subscriptionVersionStatus was set to conflict, include the subscriptionConflictTimeStamp attribute in the broadcast.

5. The old service provider SOA returns M-EVENT-REPORT confirmation to the NPAC SMS.


6. NPAC SMS issues M-EVENT-REPORT attributeValueChange to the new service provider SOA.  If the subscriptionVersionStatus was set to conflict, include the subscriptionConflictTimeStamp attribute in the broadcast.

7. The new service provider SOA returns M-EVENT-REPORT confirmation to the NPAC SMS.


B.5.5.1

SubscriptionVersion Conflict and Conflict Resolution by the NPAC SMS


This scenario shows a version being placed into conflict and removed from conflict by the NPAC personnel.


Step-by-step message flow text is shown below:


1. NPAC personnel or NPAC SMS take action to set the status of a subscription to “conflict.”


2. NPAC SMS issues M-SET request to update subscriptionVersionStatus to “conflict,” subscriptionConflictTimeStamp, and subscriptionModifiedTimeStamp in the subscriptionVersionNPAC object.


3. NPAC SMS issues an M-SET response. If the M-SET fails, processing for this scenario stops.


4. NPAC SMS issues an M-EVENT-REPORT subscriptionVersionStatusAttributeValueChange to old service provider SOA.


5. The old service provider SOA returns an M-EVENT-REPORT confirmation to the NPAC SMS.


6. NPAC SMS issues subscriptionVersionStatusAttributeValueChange for status to new service provider SOA.


7. The new service provider SOA returns an M-EVENT-REPORT confirmation to the NPAC SMS.


8. NPAC SMS sends a subscriptionVersionStatusAttributeValueChange to set the old service provider’s authorization to “FALSE”.  Since the subscriptionVersionStatus was set to conflict, include the subscriptionConflictTimeStamp attribute in the broadcast.

9. The old service provider SOA returns an M-EVENT-REPORT confirmation to the NPAC SMS.


10. NPAC SMS sends an AttributeValueChange to set the new service provider authorization to “FALSE”.  Since the subscriptionVersionStatus was set to conflict, include the subscriptionConflictTimeStamp attribute in the broadcast.

11. The new service provider SOA returns an M-EVENT-REPORT confirmation to the NPAC SMS.


12. Once the conflict is resolved, NPAC personnel take action to remove the subscriptionVersion from conflict.


13. NPAC SMS issues an M-SET request to update the subscriptionModifiedTimeStamp and the subscriptionVersionStatus to “pending.”


14. NPAC SMS issues an M-SET response. If the M-SET fails, processing for this scenario stops.


15. NPAC SMS issues subscriptionVersionStatusAttributeValueChange for the new status to the old service provider SOA.


16. The old service provider SOA returns an M-EVENT-REPORT confirmation to the NPAC SMS.


17. NPAC SMS issues subscriptionVersionStatusAttributeValueChange for the new status to the new service provider SOA.


18. The new service provider SOA returns an M-EVENT-REPORT confirmation to the NPAC SMS.


19. NPAC SMS sends a subscriptionVersionStatusAttributeValueChange to the old service provider’s indicating the authorization has been set to “TRUE”.


20. The old service provider SOA returns an M-EVENT-REPORT confirmation to the NPAC SMS.


21. NPAC SMS sends an AttributeValueChange to the new service provider indicating the authorization has been set to “TRUE”.


22. The new service provider SOA returns an M-EVENT-REPORT confirmation to the NPAC SMS.


B.5.5.3

SubscriptionVersion Conflict: No Conflict Resolution


This scenario shows the action taken at the NPAC SMS when service providers do not reach a conflict resolution.


Step-by-step message flow text is shown below:


1. NPAC personnel or NPAC SMS take action to set a subscriptionVersionStatus to “conflict.”


2. NPAC SMS issues an M-SET request to set the subscriptionVersionStatus to “conflict,” the subscriptionConflictTimeStamp, and the subscriptionModifiedTimeStamp in the subscriptionVersionNPAC object.


3. NPAC SMS responds to M-SET. If the M-SET fails, processing stops for this scenario until the M-SET completes successfully.


4. NPAC SMS issues subscriptionVersionStatusAttributeValueChange to old service provider SOA for the new “conflict” status.


5. The old service provider SOA returns an M-EVENT-REPORT confirmation to the NPAC SMS.


6. NPAC SMS issues subscriptionVersionStatusAttributeValueChange to new service provider SOA for the “conflict” status.


7. The new service provider SOA returns an M-EVENT-REPORT confirmation to the NPAC SMS.


8. NPAC SMS issues M-EVENT-REPORT attributeValueChange to old service provider SOA.  Since the Subscription Version Status was set to conflict, include the subscriptionConflictTimeStamp attribute in the broadcast.


9. The old service provider SOA returns an M-EVENT-REPORT confirmation to the NPAC SMS.


10. NPAC SMS issues M-EVENT-REPORT attributeValueChange to new service provider SOA.  Since the Subscription Version Status was set to conflict, include the subscriptionConflictTimeStamp attribute in the broadcast.


11. The new service provider SOA returns an M-EVENT-REPORT confirmation to the NPAC SMS.


12.  “Version Conflict Cancellation Window” expires without conflict resolution.


13. NPAC SMS issues an M-SET request to set the subscriptionVersionStatus to “cancel” in the subscriptionVersionNPAC object and sets the subscriptionCancellationTimeStamp and subscriptionModifiedTimeStamp.


14. NPAC SMS responds to M-SET. If the M-SET fails, processing stops for this scenario until the M-SET is successfully completed.


15. NPAC SMS issues status attribute value change for status to new service provider SOA for the “cancel” status.


16. The new service provider SOA returns an M-EVENT-REPORT confirmation to the NPAC SMS.


17. NPAC SMS issues status attribute value change for status to old service provider SOA for the “cancel” status.


18. The old service provider SOA returns an M-EVENT-REPORT confirmation to the NPAC SMS.


B.5.5.4

Subscription Version Conflict by Old Service Provider Explicitly Not Authorizing (First Create)


The old service provider SOA can put a pending subscription version into conflict by setting its authorization flag to off.  This can be done on the subscriptionVersionOldSP-Create action, subscriptionVersionModify action, or M-SET of the attribute on the subscription version object.


This scenario shows the old service provider putting a new pending subscription version into conflict by turning the authorization flag off on the subscriptionVersionOldSP-Create.  In this case, the old service provider’s create action is the first sent to the NPAC SMS.


Step-by-step message flow text is shown below:


1. Action is taken by the old service provider to set a subscription version to conflict using the subscriptionVersionOldSP-Create action.


2. The old service provider SOA sends M-ACTION subscriptionVersionOldSP-Create to the NPAC SMS lnpSubscriptions object to create a new subscriptionVersionNPAC with the status of “conflict”.

The old service provider SOA specifies the following valid attributes:

subscriptionTN or valid subscriptionVersionTN-Range
subscriptionNewCurrentSP
subscriptionOldSP
subscriptionOldSP-DueDate (seconds set to zeros)
subscriptionOldSP-Authorization
subscriptionLNPType 
subscriptionStatusChangeCauseCode

In this case, the subscriptionOldSP-Authorization is set to NO.


3. NPAC SMS issues M-CREATE to create the subscriptionVersionNPAC with a status of “conflict” and sets all the other attribute values from the subscriptionVersionOldSP-Create action.


4. NPAC SMS issues M-CREATE response.


5. NPAC SMS returns M-ACTION reply.  This either reflects a success or failure and reasons for the failure.


6. If the action was successful, the NPAC SMS issues the M-EVENT-REPORT to the old service provider SOA notifying them of the object creation.  If the subscriptionVersionStatus was set to conflict, include the subscriptionConflictTimeStamp attribute in the broadcast.

7. The old service provider SOA confirms the M-EVENT-REPORT.


8. If the action was successful, the NPAC SMS issues the M-EVENT-REPORT to the new service provider SOA notifying them of the object creation.  If the subscriptionVersionStatus was set to conflict, include the subscriptionConflictTimeStamp attribute in the broadcast.

9. The new service provider SOA confirms the M-EVENT-REPORT.


GDMO:


No change required.


ASN.1:


No change required.


M&P:


No change required.


Origination Date:  8/12/1998


Originator:  Sprint


Change Order Number:  NANC 230

Description:  Donor SOA Port-To-Original of an Intra-Service Provider Port


Pure Backwards Compatible:  NO


Interface and Functional Backwards Compatible:  YES


IMPACT/CHANGE ASSESSMENT


		FRS

		IIS

		GDMO

		ASN.1

		NPAC

		SOA

		LSMS



		Y

		Y

		Y

		

		Med

		Med

		N/A





Business Need:


The current implementation does not allow an SP to revert an intra-ported TN from routing based on LRN to routing based on dialed digits (non-LRN) without disconnecting the TN.  The disconnecting of the TN creates operational problems because the systems think that the TN is deleted/disconnected yet the customer is still in service.  This change order will enable SPs to perform a "port to original" of an intra-ported TN.  This will increase operational effectiveness and uninterrupted customer service.


Description of Change:


The current NPAC SMS functionality does not allow a Donor SOA to create a PTO SV with LNPType = LISP.


The business scenario is that a customer is “home'd” to switch A, then moves down the street and is “home'd” to switch B (still in same rate center, so was LISP-ed to switch B), then moves back up the street (and needs to be re “home'd” to switch A, but is still a working number).
In this scenario, the SP should send an LISP PTO create and activate.


Requirements:


5.1.2.2.1.1
Subscription Version Creation – Inter-Service Provider Port


R5-15.2
Create “Inter-Service Provider porting to original Port” Subscription Version - New Service Provider Input Data


NPAC SMS shall require the following data from NPAC personnel or the new Service Provider upon Subscription Version creation for an Inter-Service Provider “porting to original” port:


· Local Number Portability Type ‑ Port Type.  This field must be set to “LSPP” for “Inter-Service Provider porting to original” ports.


· Ported Telephone Number(s) ‑ this entry can be a single TN or a continuous range of TNs that identifies a subscription or a group of Subscription Versions that share the same attributes.


· Due Date ‑ date on which transfer of service from old facilities‑based Service Provider to new facilities‑based Service Provider is initially planned to occur.


· New Facilities‑based Service Provider ID ‑ the identifier of the new facilities‑based Service Provider.


· Old Facilities‑based Service Provider ID ‑ the identifier of the old facilities‑based Service Provider.


· Porting to original ‑ flag indicating whether or not this is a “porting to original” port.  This flag must be set to “TRUE” for “Inter-Service Provider porting to original” ports, and set to FALSE for other Inter-Service Provider ports.


5.1.2.2.1.2
Subscription Version Creation - Intra-Service Provider Port


This section provides the Subscription Version Creation requirements for performing an Intra-Service Provider port of a TN. An Intra-Service Provider port of a TN is when a TN is ported to a new location within the current Service Provider network (i.e., the routing data is modified, but the Service Provider remains the same).  A “port to original” port for an Intra-Service Provider port should be handled by a requesting user via submission of an Intra-Service Provider “port to original” port to the NPAC SMS.


RR5-4
Create “Intra-Service Provider Port” Subscription Version - Current Service Provider Input Data


NPAC SMS shall require the following data from the NPAC personnel or the Current (New) Service Provider at the time of Subscription Version Creation for an Intra-Service Provider port when NOT porting to original:


· LNP Type - port type, this field must be set to “LISP” for Intra-Service Provider ports.


· Ported Telephone Number(s) - this entry can be a single TN or a continuous range of TNs that identifies a subscription or group of Subscription Versions that share the same attributes.


· Due Date - date on which Intra-Service Provider port is planned to occur.


· New facilities-based Service Provider ID - current Service Provider within which the Intra-Service Provider port will occur.


· Old facilities-based Service Provider ID - current Service Provider within which the Intra-Service Provider port will occur.


· Location Routing Number (LRN) - identifier of the ported-to switch 


· Class DPC


· Class SSN


· LIDB DPC


· LIDB SSN


· CNAM DPC


· CNAM SSN


· ISVM DPC


· ISVM SSN


· WSMSC DPC (if supported by the Service Provider SOA)


· WSMSC SSN (if supported by the Service Provider SOA)


· Porting to Original – flag indicating whether or not this is a “porting to original” port.  This flag must be set to FALSE for this type of Intra-Service Provider port.


Req 1
Create “Intra-Service Provider porting to original Port” Subscription Version - New Service Provider Input Data


NPAC SMS shall require the following data from NPAC personnel or the new Service Provider upon Subscription Version creation for an Intra-Service Provider “porting to original” port:


· Local Number Portability Type ‑ Port Type.  This field must be set to “LISP” for “Intra-Service Provider porting to original” ports.


· Ported Telephone Number(s) ‑ this entry can be a single TN or a continuous range of TNs that identifies a subscription or a group of Subscription Versions that share the same attributes.


· Due Date ‑ date on which Intra-Service Provider port is planned to occur.


· New Facilities‑based Service Provider ID – current Service Provider within which the Intra-Service Provider port will occur.


· Old Facilities‑based Service Provider ID – current Service Provider within which the Intra-Service Provider port will occur.


· Porting to original ‑ flag indicating whether or not this is a “porting to original” port.  This flag must be set to “TRUE” for “Intra-Service Provider porting to original” ports, and set to “FALSE” for other Intra-Service Provider ports.


RR5-6.1
Create “Intra-Service Provider Port” Subscription Version - Field-level Data Validation


NPAC SMS shall perform field-level data validations to ensure that the value formats for the following input data, if supplied, is valid according to the formats specified in Table 3-6 upon Subscription Version creation for an Intra-Service Provider port:


· LNP Type


· Ported TN(s)


· Current Service Provider Due Date


· Old Service Provider ID


· New Service Provider ID


· LRN


· Class DPC


· Class SSN


· LIDB DPC


· LIDB SSN


· CNAM DPC


· CNAM SSN


· ISVM DPC


· ISVM SSN


· WSMSC DPC (if supported by the Service Provider SOA)


· WSMSC SSN (if supported by the Service Provider SOA)


· Porting to Original


· Billing Service Provider ID


· End-User Location - Value


· End-User Location - Type


RR5-76
Create Inter-Service Provider Port-to-Original Port – NPAC and SOA After NPA-NXX-X Creation


NPAC SMS shall reject an inter-service provider Subscription Version Create message where there is no active subscription version for the requested TN, or an inter-service provider Port-to-Original Subscription Version Create message, for a TN within the 1K Block, from NPAC Personnel, a Service Provider SOA via the SOA to NPAC SMS Interface, or Service Provider via the NPAC SOA Low-tech Interface, after the Creation of the NPA-NXX-X, and prior to the existence of the Block in the NPAC SMS.   (wording change to existing requirement)

Req 2
Create Intra-Service Provider Port-to-Original Port – NPAC and SOA After NPA-NXX-X Creation


NPAC SMS shall reject an intra-service provider Port-to-Original Subscription Version Create message for a TN within the 1K Block, from NPAC Personnel, a Service Provider SOA via the SOA to NPAC SMS Interface, or Service Provider via the NPAC SOA Low-tech Interface, after the Creation of the NPA-NXX-X, and prior to the existence of the Block in the NPAC SMS.


RR5-77
Create Intra- or Inter-Service Provider Port-to-Original Subscription Version – After Block Activation


NPAC SMS shall validate that the New Service Provider is the Block Holder, in an intra-service provider Port-to-Original Subscription Version Create message or inter-service provider port-to-original port for a TN within the 1K Block, once the Block exists in the NPAC SMS.


IIS:


New flow is shown below:


B.5.1.x

SubscriptionVersion Create for Intra-Service Provider Port with Port-to-Original


This scenario shows how an intra-service port with port-to-original is processed.


		SOA

		NPAC SMS

		Local SMS

		



		SOA takes action

		

		

		1



		( M-ACTION svNewSP-Create

		

		

		2



		

		Internal, M-CREATE Request
svNPAC

		

		3



		

		Internal, M-CREATE Response

		

		4



		( M-ACTION Response

		

		

		5



		( M-EVENT-REPORT objectCreation

		

		

		6



		( M-EVENT-REPORT Confirm

		

		

		7





1. Action is taken by the current provider SOA to create a new version of a subscriber that is porting back to the original switch.


2. Current provider SOA sends M-ACTION subscriptionVersionNewSP-Create to the NPAC SMS lnpSubscriptions object to create a new subscriptionVersionNPAC. The SOA must specify the following valid attributes:


subscriptionTN or a valid subscriptionVersionTN-Range

subscriptionNewCurrentSP

subscriptionOldSP

subscriptionNewSP-DueDate (seconds set to zeros)

subscriptionPortingToOriginal-SPSwitch (set to TRUE)

subscriptionLRN

subscriptionCLASS-DPC

subscriptionCLASS-SSN

subscriptionLIDB-DPC

subscriptionLIDB-SSN

subscriptionCNAM-DPC

subscriptionCNAM-SSN

subscriptionISVM-DPC

subscriptionISVM-SSN

subscriptionLNPType (set to LISP)

subscriptionWSMSC-DPC - if supported by the Service Provider SOA

subscriptionWSMSC-SSN - if supported by the Service Provider SOA

The subscriptionNewCurrentServiceProv must be equal to the subscriptionOldServiceProv.

The following attributes are optional:


subscriptionEndUserLocationValue

subscriptionEndUserLocationType

subscriptionBillingId


3. If the request is valid, the NPAC SMS will M-CREATE the subscriptionVersionNPAC object. The status will be set to “pending.” Also the subscriptionCreationTimeStamp, the subscriptionNewSP-AuthorizationTimeStamp, subscriptionOldSP-AuthorizationTimeStamp, and the subscriptionModifiedTimeStamp will be set.


4. NPAC SMS responds to M-CREATE.


5. NPAC SMS sends an action reply with success or failure and reasons for failure. If the action fails, no modifications are applied and processing stops for this scenario.


6. NPAC SMS notifies intra-service provider SOA of subscriptionVersionNPAC creation.


7. Service provider SOA sends M-EVENT-REPORT confirmation to NPAC SMS.


The intra-service subscriptionVersion now follows the same flow as an inter-service subscriptionVersionCreation to activate the subscriptionVersion on the NPAC SMS and create the subscriptionVersion on the Local SMSs.


The only difference is the M-EVENT-REPORT for the subscriptionVersionStatusAttributeValueChange is only sent to the new provider.


GDMO:


-- 11.0 LNP New Service Provider Subscription Version Create


subscriptionVersionNewSP-Create ACTION


    BEHAVIOUR


        subscriptionVersionNewSP-CreateDefinition,


        subscriptionVersionNewSP-CreateBehavior;


    MODE CONFIRMED;


    WITH INFORMATION SYNTAX LNP-ASN1.NewSP-CreateAction;


    WITH REPLY SYNTAX LNP-ASN1.NewSP-CreateReply;


    REGISTERED AS {LNP-OIDS.lnp-action 11};


subscriptionVersionNewSP-CreateDefinition BEHAVIOUR


    DEFINED AS !


        The subscriptionVersionNewSP-Create action is the action that is


        used via the SOA to NPAC SMS interface by the


        new service provider to create a new subscriptionVersionNPAC.


    !;


subscriptionVersionNewSP-CreateBehavior BEHAVIOUR


    DEFINED AS !


        Preconditions: This action is issued from an lnpSubscriptions


        object.  Creates can be performed provided there is only one


        currently active subscription or no subscription version in the


        NPAC; otherwise an action failure will be returned.


        The new service provider must specify valid values for the


        following attributes:


        subscriptionTN or a valid subscriptionVersionTN-Range


        subscriptionLRN


        subscriptionNewCurrentSP


        subscriptionOldSP


        subscriptionNewSP-DueDate


        subscriptionCLASS-DPC


        subscriptionCLASS-SSN


        subscriptionLIDB-DPC


        subscriptionLIDB-SSN


        subscriptionCNAM-DPC


        subscriptionCNAM-SSN


        subscriptionISVM-DPC


        subscriptionISVM-SSN


        subscriptionLNPType


        subscriptionPortingToOriginal-SPSwitch


        The new service provider must specify valid values for the following


        attributes, when the service provider's "SOA WSMSC DPC SSN Data"


        indicator is TRUE, and must NOT specify these values when the 


        indicator is set to FALSE:


        subscriptionWSMSC-DPC


        subscriptionWSMSC-SSN


        The new service provider may specify valid values for the


        following attributes:


        subscriptionEndUserLocationValue


        subscriptionEndUserLocationType


        subscriptionBillingId


        subscriptionPortingToOriginal-SPSwitch can only be specified as


        TRUE for a TN that is currently ported and is being ported back


        to the original service provider, along with the home switch of


        the NPA-NXX.  If the value of


        subscriptionPortingToOriginal-SPSwitch is TRUE, the LRN and GTT data


        should be specified as NULL.  If the value of


        subscriptionPortingToOriginal-SPSwitch is TRUE,


        when the activate occurs for the subscription version, the Local


        SMSs will receive a request to delete the old subscription version


        routing data in their networks. They will not receive any


        new network routing data for the subscription. Concurrence from the


        old service provider is required. If the value of


        subscriptionPortingToOriginal-SPSwitch is TRUE, the LNP


        Type may be either "LSPP" or "LISP".

        If the port of the subscription version is an intra-service


        provider port, the new service provider can use the 


        subscriptionVersionNewSP-Create action specifying the old service


        provider equal to the new service provider.  In this case, the


        old service provider create action is not required.

        Postconditions: After this action has been executed, if


        the data specified passes validation, a pending subscription


        version or range of subscription versions will exist in the 


        NPAC SMS.  These validations are done as follows:


        subscriptionTN or range of TNs are valid in a range open for


        porting by the new service provider. TN ranges must be specified


        where the stop TN in the range is greater than the start TN.


        subscriptionLNPType is specified to be "LSPP" or "LISP".


        subscriptionNewSP-DueDate is a future date.  If not specified,


        the time defaults to 00:00.00.


        Old and New SP are valid service providers in the NPAC SMS.


        LRN data is associated with the New Service Provider.


        If a pre-existing version exists, validation will be done to insure


        that the new service provider previously specified is the same


        as the executor of the action.


        If the validations succeed and the subscription version does not 


        currently exist, a new subscription version will be created with 


        a status of pending.


        If the validations succeed and a pending subscription version exists,


        the new service provider create information will be applied to the 


        existing pending subscription version.


        If the validations fail, a new subscription version will not


        be created if one does not exist.  If one already existed, it


        will be retained.


        The action success or failure and reasons for failure will be


        returned in the action reply.


    !;


ASN.1:


No change required.


M&P:


No change required.


Origination Date:  12/9/1998


Originator:  Sprint


Change Order Number:  NANC 249

Description:  Modification of Dates for a Disconnect Pending SV


Pure Backwards Compatible:  NO


Interface and Functional Backwards Compatible:  YES

IMPACT/CHANGE ASSESSMENT


		FRS

		IIS

		GDMO

		ASN.1

		NPAC

		SOA

		LSMS



		Y

		Y

		Y

		

		Low

		Med

		N/A





Business Need:


The current situation requires an SP to cancel the existing order and create a new order to change a pending disconnect date.  This change order would allow modification of the customer disconnect date resulting in labor savings in the work center.


Description of Change:


The NPAC should be changed to allow a Service Provider to modify the CDD (Customer Disconnect Date) and ERD (Effective Release Date) for an SV that has a status of “disconnect pending”.


The current Service Provider would send a subscriptionVersionModify using an M-ACTION.  The two attributes that would need to be added as “modifiable” are subscriptionCustomerDisconnectDate and subscriptionEffectiveReleaseDate.


Requirements:


R5‑25
Modify Subscription Version - Invalid Version Status Notification


NPAC SMS shall return an error to the originating NPAC personnel, NPAC SOA Low-tech Interface users, or SOA to NPAC SMS interface user if the version status is sending, failed, partial failure, canceled, cancel pending, or old or disconnect pending upon Subscription Version modification.


Req 1
Modify Disconnect Pending Subscription Version - Input Data


NPAC SMS shall allow the following data to be modified for a disconnect pending Subscription Version:


· Customer Disconnect Date


· Effective Release Date


Req 2
Modify Disconnect Pending Subscription Version - Field-level Data Validation


NPAC SMS shall perform field-level data validations to ensure that the value formats for the following input data, if supplied, is valid according to the formats specified in Table 3-6 upon Subscription Version modification of a disconnect pending version:


· Customer Disconnect Date


· Effective Release Date


RR5-11
Modify Active/Disconnect Pending Subscription Version - Service Provider Owned


NPAC SMS shall allow only NPAC personnel and the current Service Provider to modify their own active/disconnect pending Subscription Versions.


Req 3
Modify Disconnect Pending Subscription Version - Version Identification


NPAC SMS shall require the following data from NPAC personnel, NPAC SOA Low-tech Interface users,  or SOA to NPAC SMS interface users to identify the disconnect pending Subscription Version to be modified:


Ported Telephone Numbers (or a specified range of numbers) and status of Disconnect Pending


or


Subscription Version ID


R5‑39.1
Modify Active/Disconnect Pending Subscription Version - Validation Failure Notification


NPAC SMS shall send an appropriate error message to the originating user if the modified active/disconnect pending Subscription Version fails validations.


R5-39.2
Modify Active/Disconnect Pending Subscription Version - Validation Error Processing


NPAC SMS shall leave the original version intact upon validation failure of a modified active/disconnect pending Subscription Version.


Req 4
Activation Of A Modified Disconnect Pending Subscription Version when ERD is Modified to Current Date


NPAC SMS shall proceed with the broadcast immediate disconnect subscription process upon successful modification of a disconnect pending Subscription Version, only in cases where the Effective Release Date has been modified to the current date/time or previous date/time, in the NPAC SMS.


Note:  If the ERD is set to a future date/time, the NPAC SMS will not broadcast any updates at the time of modification.  The disconnect broadcast will occur once the future date/time has been reached in the NPAC SMS.


Req 5
Modify Disconnect Pending Subscription Version – Rejection for Empty CDD


NPAC SMS shall reject a Subscription Version Modify Disconnect Pending Request, if the new value for the Customer Disconnect Date is not populated.


Note to Service Providers:  If changing the Customer Disconnect Date, the date must be populated in the message that is sent to the NPAC.  If the SOA is not changing the date, the date must still be sent to the NPAC in the Modify Disconnect Pending Request with the same/current value.


Note to Service Providers:  In the case where a SOA is modifying a range of disconnect-pending Subscription Versions that have different CDD or ERD values, all of the Subscription Versions in that range will be updated to the same CDD or ERD value, even though they previously had different values.


Req 6
Modify Disconnect Pending Subscription Version – Valid Dates for CDD and ERD


NPAC SMS shall allow a Subscription Version Modify Disconnect Pending Request, to contain date/time values in the past for the Customer Disconnect Date and Effective Release Date.


IIS:


New flow is shown below:


B.5.2.x

SubscriptionVersion Modify Disconnect Pending Version Using M-ACTION by a Service Provider SOA


This scenario shows the modification of a disconnect pending subscription. The modification of a disconnect pending subscription version can be performed using an M-ACTION only by the current service provider SOA.
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1. Action is taken by current service provider to modify a disconnect pending subscription version by specifying the TN, TN range, and the version status, or by specifying the version ID of the subscription version to be modified; and the data to be modified.

The current service provider can only modify the following attributes:


subscriptionCustomerDisconnectDate

subscriptionEffectiveReleaseDate


2. Current service provider SOA issues M-ACTION ModifySubscriptionVersion to the NPAC SMS lnpSubscriptions object to update the disconnect pending version. The NPAC SMS validates the data.


3. If the M-ACTION data validates, NPAC SMS issues M-SET to the subscriptionVersionNPAC. The subscriptionModifiedTimeStamp is set, and any other modified attributes are updated.


4. NPAC SMS issues M-SET response indicating success or failure.


5. NPAC SMS replies to the M-ACTION with success or failure and reasons for failure to the service provider SOA. If the action fails, no modifications are applied and processing stops. Failure reasons include accessDenied (not the current service provider) and invalidArgumentValue (validation problems).


If the newly modified ERD is the current date or a previous date, the NPAC will follow the “immediate disconnect” flow (B.5.4.1).  Otherwise, it will follow the future dated ERD flow (B.5.4.2).


GDMO:


-- 7.0 LNP Subscription Version Modify Action


subscriptionVersionModify ACTION


    BEHAVIOUR


        subscriptionVersionModifyDefinition,


        subscriptionVersionModifyBehavior;


    MODE CONFIRMED;


    WITH INFORMATION SYNTAX LNP-ASN1.ModifyAction;


    WITH REPLY SYNTAX LNP-ASN1.ModifyReply;


    REGISTERED AS {LNP-OIDS.lnp-action 7};


subscriptionVersionModifyDefinition BEHAVIOUR


    DEFINED AS !


        The subscriptionVersionModify action is the action that can be


        used by the SOA to modify a subscription version via the SOA to


        NPAC SMS interface.


    !;


subscriptionVersionModifyBehavior BEHAVIOUR


    DEFINED AS !


        Preconditions: This action is issued from an lnpSubscriptions


        object specifying the object to be modified by specifying


        the subscriptionVersionId or by specifying the subscriptionTN or


        a range of TNs (where the stop TN in the range is greater than 


        the start TN) and the status of the subscription version.  All


        attribute values to be modified shall also be specified.


        Postconditions: The NPAC SMS has modified the subscription


        version.  An error will be returned to the service provider if


        there is no version that is modifiable or if the modification fails


        due to authorization of the service provider or data validation. 


        Subscription versions with subscriptionLNPType equal to 'pool'


        cannot be specified in the action.


        Service Providers can modify attributes associated with active,


        pending, disconnect-pending or conflict subscription versions.


        Old service providers can only modify the following attributes


        for pending or conflict subscription versions:


        subscriptionOldSP-DueDate


        subscriptionOldSP-Authorization


        subscriptionStatusChangeCauseCode


        The subscriptionStatusChangeCauseCode is an optional field and is


        only specified if the subscriptionOldSP-Authorization is false.


        New service providers can only modify the following attributes


        for pending or conflict subscription versions:


        subscriptionLRN


        subscriptionNewSP-DueDate


        subscriptionCLASS-DPC


        subscriptionCLASS-SSN


        subscriptionLIDB-DPC


        subscriptionLIDB-SSN


        subscriptionCNAM-DPC


        subscriptionCNAM-SSN


        subscriptionISVM-DPC


        subscriptionISVM-SSN


        subscriptionEndUserLocationValue


        subscriptionEndUserLocationType


        subscriptionBillingId


        New service providers may specify modified valid values for the


        following attributes, when the service provider's "SOA WSMSC DPC SSN


        Data" indicator is TRUE, and may NOT specify these values when the


        indicator is set to FALSE:


        subscriptionWSMSC-DPC


        subscriptionWSMSC-SSN


        Validation will be done for both old and new service provider


        data that is specified for pending or conflict


        subscription versions.


        If validation fails no changes will be made and an error


        will be returned. If validation passes, the version will be


        modified and remain in a pending, disconnect pending or active state.


        New service providers can only modify the following attributes


        for active subscription versions:


        subscriptionLRN


        subscriptionCLASS-DPC


        subscriptionCLASS-SSN


        subscriptionLIDB-DPC


        subscriptionLIDB-SSN


        subscriptionCNAM-DPC


        subscriptionCNAM-SSN


        subscriptionISVM-DPC


        subscriptionISVM-SSN


        subscriptionEndUserLocationValue


        subscriptionEndUserLocationType


        subscriptionBillingId


        New service providers may specify modified valid values for the


        following attributes, when the service provider's "SOA WSMSC DPC SSN


        Data" indicator is TRUE, and may NOT specify these values when the


        indicator is set to FALSE:


        subscriptionWSMSC-DPC


        subscriptionWSMSC-SSN


        For the modification of an active subscription version where


        the data specified passes validation, the modified version


        is immediately broadcast.  The modified subscription version will have


        a status of sending and broadcasts will begin.  If validation fails,


        no changes will be made and an error will be returned in the action


        reply.


        The new/current service provider can only modify the following


        attributes for a disconnect-pending subscription version:


        subscriptionCustomerDisconnectDate


        subscriptionEffectiveReleaseDate


        For the modification of a disconnect-pending subscription version


        where the Effective Release Date is specified to a current or


        previous date/time, and passes validation, then the modified version


        is immediately broadcast.  The modified subscription version will have


        a status of sending and broadcasts will begin.  If validation fails,


        no changes will be made and an error will be returned in the action


        reply.


        If the data specified passes validation, the modified version


        is immediately broadcast.  The modified subscription version will have


        a status of sending and broadcasts will begin.  If validation fails,


        no changes will be made and an error will be returned in the action


        reply.


    !;


ASN.1:


subscriptionModifyData ::= SEQUENCE { 


    subscription-lrn [0] LRN OPTIONAL, 


    subscription-new-sp-due-date [1] GeneralizedTime OPTIONAL, 


    subscription-old-sp-due-date [2] GeneralizedTime OPTIONAL, 


    subscription-old-sp-authorization [3] ServiceProvAuthorization OPTIONAL, 


    subscription-class-dpc [4] EXPLICIT DPC OPTIONAL, 


    subscription-class-ssn [5] EXPLICIT SSN OPTIONAL, 


    subscription-lidb-dpc [6] EXPLICIT DPC OPTIONAL, 


    subscription-lidb-ssn [7] EXPLICIT SSN OPTIONAL, 


    subscription-isvm-dpc [8] EXPLICIT DPC OPTIONAL, 


    subscription-isvm-ssn [9] EXPLICIT SSN OPTIONAL, 


    subscription-cnam-dpc [10] EXPLICIT DPC OPTIONAL, 


    subscription-cnam-ssn [11] EXPLICIT SSN OPTIONAL, 


    subscription-end-user-location-value [12] EndUserLocationValue OPTIONAL, 


    subscription-end-user-location-type [13] EndUserLocationType OPTIONAL, 


    subscription-billing-id [14] BillingId OPTIONAL, 


    subscription-status-change-cause-code [15] 


        SubscriptionStatusChangeCauseCode OPTIONAL, 


    subscription-wsmsc-dpc [16] EXPLICIT DPC OPTIONAL, 


    subscription-wsmsc-ssn [17] EXPLICIT SSN OPTIONAL, 


    subscription-customer-disconnect-date  [18] GeneralizedTime OPTIONAL, 


    subscription-effective-release-date [19] GeneralizedTime OPTIONAL 


} 


SubscriptionModifyInvalidData ::= CHOICE { 


    subscription-lrn [0] EXPLICIT LRN, 


    subscription-new-sp-due-date [1] EXPLICIT GeneralizedTime, 


    subscription-old-sp-due-date [2] EXPLICIT GeneralizedTime, 


    subscription-old-sp-authorization [3] EXPLICIT ServiceProvAuthorization, 


    subscription-class-dpc [4] EXPLICIT DPC, 


    subscription-class-ssn [5] EXPLICIT SSN, 


    subscription-lidb-dpc [6] EXPLICIT DPC, 


    subscription-lidb-ssn [7] EXPLICIT SSN, 


    subscription-isvm-dpc [8] EXPLICIT DPC, 


    subscription-isvm-ssn [9] EXPLICIT SSN, 


    subscription-cnam-dpc [10] EXPLICIT DPC, 


    subscription-cnam-ssn [11] EXPLICIT SSN, 


    subscription-end-user-location-value [12] EXPLICIT EndUserLocationValue, 


    subscription-end-user-location-type [13] EXPLICIT EndUserLocationType, 


    subscription-billing-id [14] EXPLICIT BillingId, 


    subscription-status-change-cause-code [15] 


          EXPLICIT SubscriptionStatusChangeCauseCode, 


    subscription-wsmsc-dpc [16] EXPLICIT DPC, 


    subscription-wsmsc-ssn [17] EXPLICIT SSN, 


   subscription-customer-disconnect-date  [18] EXPLICIT GeneralizedTime, 


    subscription-effective-release-date [19] EXPLICIT GeneralizedTime 

}


M&P:


No change required.


Origination Date:  5/27/1999


Originator:  AT&T


Change Order Number:  NANC 287

Description:  ASN.1 Change for Required Field in VersionNewNPA-NXX and VersionNewNPA-NXX Recovery Notification


Pure Backwards Compatible:  NO


Interface and Functional Backwards Compatible:  NO


Re-Compile Only Backwards Compatible:  YES

IMPACT/CHANGE ASSESSMENT


		FRS

		IIS

		GDMO

		ASN.1

		NPAC

		SOA

		LSMS



		

		

		

		Y

		Low

		Low

		Low





Business Need:


Currently, there is an ASN.1 definition error that requires a change order due to the fact that a recompile action is necessary for all SOAs and LSMSs.  This will change a field that is defined as optional to required.


Description of Change:


(Recompile only).  The current ASN.1 has incorrect field definition.  The requested change is to make the service-prov-npa-nxx-value of the VersionNewNPA-NXX notification and VersionNewNPA-NXX-Recovery notification a required field instead of  'optional'.


Requirements:


No change required.


IIS:


No change required.


GDMO:


No change required.


ASN.1:


See below.

Current asn.1:


VersionNewNPA-NXX ::= SEQUENCE {


    service-prov-npa-nxx-id NPA-NXX-ID,


    service-prov-npa-nxx-value NPA-NXX OPTIONAL,


    service-prov-npa-nxx-effective-time-stamp GeneralizedTime,


    service-prov-id ServiceProvId,


    access-control LnpAccessControl


}


Proposed:


VersionNewNPA-NXX ::= SEQUENCE {


    service-prov-npa-nxx-id NPA-NXX-ID,


    service-prov-npa-nxx-value NPA-NXX,


    service-prov-npa-nxx-effective-time-stamp GeneralizedTime,


    service-prov-id ServiceProvId,


    access-control LnpAccessControl


}


Current asn.1:


VersionNewNPA-NXX-Recovery ::= SEQUENCE {


    service-prov-npa-nxx-id NPA-NXX-ID,


    service-prov-npa-nxx-value NPA-NXX OPTIONAL,


    service-prov-npa-nxx-effective-time-stamp GeneralizedTime,


    service-prov-id ServiceProvId


}


Proposed:


VersionNewNPA-NXX-Recovery ::= SEQUENCE {


    service-prov-npa-nxx-id NPA-NXX-ID,


    service-prov-npa-nxx-value NPA-NXX,


    service-prov-npa-nxx-effective-time-stamp GeneralizedTime,


    service-prov-id ServiceProvId


}


M&P:


No change required.


Origination Date:  7/7/1999


Originator:  Bell Atlantic


Change Order Number:  NANC 291

Description:  SSN Edits in the NPAC SMS


Pure Backwards Compatible:  YES (however, operational impacts to SPs)


IMPACT/CHANGE ASSESSMENT


		FRS

		IIS

		GDMO

		ASN.1

		NPAC

		SOA

		LSMS



		Y

		

		Y

		

		Low

		N/A

		N/A





Business Need:


The current environment allows the new SP to send up final Global Title Translation data.  This final GTT data is broadcasted by NPAC to all applicable subtending SPs in the Region.  This has resulted in service-affecting TCAP routing errors for subtending SPs who do not have route sets built based on final GTT to the new SP, causing trouble-shooting expense and re-broadcast of the data to modify the DPCs to non-final GTT.  This issue is addressed by this change order, NANC 291.


In addition, invalid GTT data (e.g. a DPC with no SSN, a DPC with Network ID set to 000, etc.) contained within the new SP CREATE has also resulted in TCAP routing errors when broadcasted to subtending SPs.  This issue is addressed by NANC 191.


These two Change Orders will ensure that GTT data is formatted consistent with SS7 signaling standards and contains only non-final DPCs in accordance with recommendations documented in T1S1.6 standards for Local Number Portability.  This will mitigate the trouble-shooting and NPAC broadcast expense due to incorrect or invalid GTT data.


Description of Change:


The NPAC SMS should edit and prevent a new Service Provider CREATE message from specifying final Global Title Translations for CLASS, LIDB, CNAM, ISVM MWI, and WSMSC.


Description of Issue:


There have been instances when the new Service Provider, upon sending the new SP CREATE message to NPAC, has provided final Global Title Translation data for the Destination Point Codes and Subsystem Numbers for CLASS, LIDB, CNAM, and/or ISVM MWI.  This final GTT data is broadcasted by NPAC to all applicable subtending service providers in the Region.  This has resulted in TCAP routing errors for subtending service providers who do not have route sets built based on final GTT to the new SP.


Some SPs using final, but not sure how much of a problem this is creating.  In all cases discussed, led to new SP changing SSN to gateway value instead of final value.


All SPs need to figure out if there is a requirement to broadcast final GTT instead of gateway, and if so, their willingness to change this approach.  SPs will need to substitute final in their own network.  SPs should understand that if no arrangement is set up between the providers, then routing errors (to the new SP’s customer) will occur.  This affect creates, modifies, and mass update functionality.


Proposed Change Order:


Implement an edit in NPAC that will reject a new SP CREATE message if the message contains a Destination Point Code with a non-zero (000) Subsystem Number for CLASS, LIDB, CNAM, ISVM MWI, or Wireless Short Message Service.  This edit shall be settable (active or inactive) on a service and Regional NPAC combination basis (i.e., there will be five settable edits per region).  It shall apply to that specific service’s DPCs associated with ported and pooled DNs.  For 1K block pooling, the NPAC SMS will reject creation of block data containing a non-zero Subsystem Number, whether by NPAC personnel or via the new SP's SOA, if the edit is active for that specific service.


Requirements:


The backwards compatibility sunset period for the CLASS SSN Edit Flag Indicator, LIDB SSN Edit Flag Indicator, CNAM SSN Edit Flag Indicator, ISVM SSN Edit Flag Indicator, and WSMSC SSN Edit Flag Indicator, is two major NPAC SMS Releases (i.e., if implemented in R4, it is only guaranteed to be available through R5, and may be unavailable starting with R6).


Req 1 – DPC/SSN Edits – CLASS SSN Edit Flag Indicator


NPAC SMS shall provide a CLASS SSN Edit Flag Indicator, which is defined as an indicator on whether or not CLASS DPC/SSN consistency edits will be enforced by the NPAC SMS, upon Subscription Version or Number Pool Block Creation, Modification, or mass update.


Req 2 – DPC/SSN Edits – LIDB SSN Edit Flag Indicator


NPAC SMS shall provide a LIDB SSN Edit Flag Indicator, which is defined as an indicator on whether or not LIDB DPC/SSN consistency edits will be enforced by the NPAC SMS, upon Subscription Version or Number Pool Block Creation, Modification, or mass update.


Req 3 – DPC/SSN Edits – CNAM SSN Edit Flag Indicator


NPAC SMS shall provide a CNAM SSN Edit Flag Indicator, which is defined as an indicator on whether or not CNAM DPC/SSN consistency edits will be enforced by the NPAC SMS, upon Subscription Version or Number Pool Block Creation, Modification, or mass update.


Req 4 – DPC/SSN Edits – ISVM SSN Edit Flag Indicator


NPAC SMS shall provide a ISVM SSN Edit Flag Indicator, which is defined as an indicator on whether or not ISVM DPC/SSN consistency edits will be enforced by the NPAC SMS, upon Subscription Version or Number Pool Block Creation, Modification, or mass update.


Req 5 – DPC/SSN Edits – WSMSC SSN Edit Flag Indicator


NPAC SMS shall provide a WSMSC SSN Edit Flag Indicator, which is defined as an indicator on whether or not WSMSC DPC/SSN consistency edits will be enforced by the NPAC SMS, upon Subscription Version or Number Pool Block Creation, Modification, or mass update.


Req 6 – DPC/SSN Edits – CLASS SSN Rejection for Non-Zero Value


NPAC SMS shall, based on the CLASS SSN Edit Flag Indicator for CLASS service when the value is TRUE, reject a Subscription Version or Number Pool Block Creation, Modification of any data, or mass update of any data, when the CLASS Destination Point Code (DPC) for that specific service contains a value (network 001-255, cluster 000-255, member 000-255), and the corresponding CLASS Sub-System Number (SSN) is not a zero (000) value.


Req 7 – DPC/SSN Edits – LIDB SSN Rejection for Non-Zero Value


NPAC SMS shall, based on the LIDB SSN Edit Flag Indicator for LIDB service when the value is TRUE, reject a Subscription Version or Number Pool Block Creation, Modification of any data, or mass update of any data, when the LIDB Destination Point Code (DPC) for that specific service contains a value (network 001-255, cluster 000-255, member 000-255), and the corresponding LIDB Sub-System Number (SSN) is not a zero (000) value.


Req 8 – DPC/SSN Edits – CNAM SSN Rejection for Non-Zero Value


NPAC SMS shall, based on the CNAM SSN Edit Flag Indicator for CNAM service when the value is TRUE, reject a Subscription Version or Number Pool Block Creation, Modification of any data, or mass update of any data, when the CNAM Destination Point Code (DPC) for that specific service contains a value (network 001-255, cluster 000-255, member 000-255), and the corresponding CNAM Sub-System Number (SSN) is not a zero (000) value.


Req 9 – DPC/SSN Edits – ISVM SSN Rejection for Non-Zero Value


NPAC SMS shall, based on the ISVM SSN Edit Flag Indicator for ISVM service when the value is TRUE, reject a Subscription Version or Number Pool Block Creation, Modification of any data, or mass update of any data, when the ISVM Destination Point Code (DPC) for that specific service contains a value (network 001-255, cluster 000-255, member 000-255), and the corresponding ISVM Sub-System Number (SSN) is not a zero (000) value.


Req 10 – DPC/SSN Edits – WSMSC SSN Rejection for Non-Zero Value


NPAC SMS shall, based on the WSMSC SSN Edit Flag Indicator for WSMSC service when the value is TRUE, reject a Subscription Version or Number Pool Block Creation, Modification of any data, or mass update of any data, when the WSMSC Destination Point Code (DPC) for that specific service contains a value (network 001-255, cluster 000-255, member 000-255), and the corresponding WSMSC Sub-System Number (SSN) is not a zero (000) value.


Req 11 – DPC/SSN Edits – CLASS SSN Edit Flag Indicator – OpGUI Modification


NPAC SMS shall allow the NPAC Personnel, via the NPAC Administrative Interface, to modify the CLASS SSN Edit Flag Indicator.


Req 12 – DPC/SSN Edits – LIDB SSN Edit Flag Indicator – OpGUI Modification


NPAC SMS shall allow the NPAC Personnel, via the NPAC Administrative Interface, to modify the LIDB SSN Edit Flag Indicator.


Req 13 – DPC/SSN Edits – CNAM SSN Edit Flag Indicator – OpGUI Modification


NPAC SMS shall allow the NPAC Personnel, via the NPAC Administrative Interface, to modify the CNAM SSN Edit Flag Indicator.


Req 14 – DPC/SSN Edits – ISVM SSN Edit Flag Indicator – OpGUI Modification


NPAC SMS shall allow the NPAC Personnel, via the NPAC Administrative Interface, to modify the ISVM SSN Edit Flag Indicator.


Req 15 – DPC/SSN Edits – WSMSC SSN Edit Flag Indicator – OpGUI Modification


NPAC SMS shall allow the NPAC Personnel, via the NPAC Administrative Interface, to modify the WSMSC SSN Edit Flag Indicator.


Req 16 – DPC/SSN Edits – CLASS SSN Edit Flag Indicator Default


NPAC SMS shall default the CLASS SSN Edit Flag Indicator to TRUE.


Req 17 – DPC/SSN Edits – LIDB SSN Edit Flag Indicator Default


NPAC SMS shall default the LIDB SSN Edit Flag Indicator to TRUE.


Req 18 – DPC/SSN Edits – CNAM SSN Edit Flag Indicator Default


NPAC SMS shall default the CNAM SSN Edit Flag Indicator to TRUE.


Req 19 – DPC/SSN Edits – ISVM SSN Edit Flag Indicator Default


NPAC SMS shall default the ISVM SSN Edit Flag Indicator to TRUE.


Req 20 – DPC/SSN Edits – WSMSC SSN Edit Flag Indicator Default


NPAC SMS shall default the WSMSC SSN Edit Flag Indicator to TRUE.


IIS:


No change required.


GDMO:


-- 21.0 LNP NPAC Subscription Version Managed Object Class


subscriptionVersionNPAC MANAGED OBJECT CLASS


…


subscriptionVersionNPAC-Behavior BEHAVIOUR


    DEFINED AS !


…


        When the subscription version is created, the


        subscriptionBusinessType is set according to the business days and


        hours selection of the old and new service providers.


        When the subscription version is created, modified, or mass updated


        and contains a DPC value, the corresponding SSN value must be set


        to 0 (zero), if the corresponding SSN edit flag indicator is true.


        The Service Provider SOA can M-GET and M-SET subscriptionVersionNPAC


        objects via the SOA to NPAC SMS interface (SOA Management Association


        Function).  Rules for M-SET are described below.

-- 30.0 Number Pool Block NPAC Data Managed Object Class


--


numberPoolBlockNPAC MANAGED OBJECT CLASS


…


numberPoolBlockNPAC-Behavior BEHAVIOUR


    DEFINED AS !


…


        The numberPoolBlockFailed-SP-List is set when a failure occurs


        in sending to the LSMSs. It contains the list of EDR and non-EDR


        service provider IDs who failed to successfully respond to the


        broadcasted data.


        When the numberPoolBlock is created, modified, or mass updated


        and contains a DPC value, the corresponding SSN value must be set


        to 0 (zero), if the corresponding SSN edit flag indicator is true.


        Service providers can M-GET any numberPoolBlockNPAC object


        from the LSMS and SOA.


-- 63.0 LNP Subscription Version Class Destination Point Code


subscriptionCLASS-DPC ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.DPC;


    MATCHES FOR EQUALITY, ORDERING;


    BEHAVIOUR subscriptionCLASS-DPCBehavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 63};


subscriptionCLASS-DPCBehavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the subscription version


        CLASS Destination Point Code. 


        If the subscriptionCLASS-DPC attribute is provided, the


        subscriptionCLASS-SSN attribute must be 0 (zero), if the


        corresponding SSN edit flag indicator is true.


        The data is stored in BCD (e.g. a value of FFFFFF would be displayed


        as 255.255.255). 


!;  


-- 64.0 LNP Subscription Version Class SSN


subscriptionCLASS-SSN ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.SSN;


    MATCHES FOR EQUALITY, ORDERING;


    BEHAVIOUR subscriptionCLASS-SSN-Behavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 64};


subscriptionCLASS-SSN-Behavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the subscription version


        CLASS SSN.

        If the subscriptionCLASS-SSN attribute is provided, the


        value must be 0 (zero), if the corresponding SSN edit flag


        indicator is true.


!;  


-- 65.0 LNP Subscription CNAM Destination Point Code


subscriptionCNAM-DPC ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.DPC;


    MATCHES FOR EQUALITY, ORDERING;


    BEHAVIOUR subscriptionCNAM-DPC-Behavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 65};


subscriptionCNAM-DPC-Behavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the CNAM Destination Point


        value for the subscription version.


        If the subscriptionCNAM-DPC attribute is provided, the


        subscriptionCNAM-SSN attribute must be 0 (zero), if the


        corresponding SSN edit flag indicator is true.


        The data is stored in BCD (e.g. a value of FFFFFF would be displayed


        as 255.255.255).


!;  


-- 66.0 LNP Subscription CNAM SSN


subscriptionCNAM-SSN ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.SSN;


    MATCHES FOR EQUALITY, ORDERING;


    BEHAVIOUR subscriptionCNAM-SSN-Behavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 66};


subscriptionCNAM-SSN-Behavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the CNAM SSN


        value for the subscription version. 


        If the subscriptionCNAM-SSN attribute is provided, the


        value must be 0 (zero), if the corresponding SSN edit flag


        indicator is true.


!;  


-- 76.0 LNP Subscription ISVM Destination Point Code


subscriptionISVM-DPC ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.DPC;


    MATCHES FOR EQUALITY, ORDERING;


    BEHAVIOUR subscriptionISVM-DPC-Behavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 76};


subscriptionISVM-DPC-Behavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the ISVM Destination Point


        value for the subscription version.


        If the subscriptionISVM-DPC attribute is provided, the


        subscriptionISVM-SSN attribute must be 0 (zero, if the


        corresponding SSN edit flag indicator is true).


        The data is stored in BCD (e.g. a value of FFFFFF would be


        displayed as 255.255.255).


!;  


-- 77.0 LNP Subscription ISVM SSN


subscriptionISVM-SSN ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.SSN;


    MATCHES FOR EQUALITY, ORDERING;


    BEHAVIOUR subscriptionISVM-SSN-Behavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 77};


subscriptionISVM-SSN-Behavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the ISVM SSN


        value for the subscription version. 


        If the subscriptionISVM-SSN attribute is provided, the


        value must be 0 (zero), if the corresponding SSN edit flag


        indicator is true.


!;  


-- 78.0 LNP Subscription LIDB Destination Point Code


subscriptionLIDB-DPC ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.DPC;


    MATCHES FOR EQUALITY, ORDERING;


    BEHAVIOUR subscriptionLIDB-DPC-Behavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 78};


subscriptionLIDB-DPC-Behavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the LIDB Destination Point


        value for the subscription version.


        If the subscriptionLIDB-DPC attribute is provided, the


        subscriptionLIDB-SSN attribute must be 0 (zero), if the


        corresponding SSN edit flag indicator is true.


        The data is stored in BCD (e.g. a value of FFFFFF would be


        displayed as 255.255.255).


!;  


-- 79.0 LNP Subscription LIDB SSN


subscriptionLIDB-SSN ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.SSN;


    MATCHES FOR EQUALITY, ORDERING;


    BEHAVIOUR subscriptionLIDB-SSN-Behavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 79};


subscriptionLIDB-SSN-Behavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the LIDB SSN


        value for the subscription version. 


        If the subscriptionLIDB-SSN attribute is provided, the


        value must be 0 (zero), if the corresponding SSN edit flag


        indicator is true.


!;  


-- 109.0 Subscription Version WSMSC Destination Point Code


subscriptionWSMSC-DPC ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.DPC;


    MATCHES FOR EQUALITY, ORDERING;


    BEHAVIOUR subscriptionWSMSC-DPCBehavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 109};


subscriptionWSMSC-DPCBehavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the subscription version


        WSMSC Destination Point Code. 


        If the subscriptionWSMSC-DPC attribute is provided, the


        subscriptionWSMSC-SSN attribute must be 0 (zero), if the


        corresponding SSN edit flag indicator is true.


        The data is stored in BCD (e.g. a value of FFFFFF would be


        displayed as 255.255.255).


!;  


-- 110.0 LNP Subscription Version WSMSC SSN


subscriptionWSMSC-SSN ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.SSN;


    MATCHES FOR EQUALITY, ORDERING;


    BEHAVIOUR subscriptionWSMSC-SSN-Behavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 110};


subscriptionWSMSC-SSN-Behavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the subscription version


        WSMSC SSN.

        If the subscriptionWSMSC-SSN attribute is provided, the 


        value must be 0 (zero), if the corresponding SSN edit flag


        indicator is true.


!;  


-- 114.0 LNP Number Pool block Class Destination Point Code


numberPoolBlockCLASS-DPC ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.DPC;


    MATCHES FOR EQUALITY, ORDERING;


    BEHAVIOUR numberPoolBlockCLASS-DPCBehavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 114};


numberPoolBlockCLASS-DPCBehavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the numberPoolBlock


        CLASS Destination Point Code.


        If the numberPoolBlockCLASS-DPC attribute is provided, the 


        numberPoolBlockCLASS-SSN attribute must be 0 (zero), if the


        corresponding SSN edit flag indicator is true.


        The data is stored in BCD (e.g. a value of FFFFFF would be displayed


        as 255.255.255). The valid octet values on the NPAC SMS are 000-255.

!;


-- 115.0 LNP Number Pool Block Class SSN


numberPoolBlockCLASS-SSN ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.SSN;


    MATCHES FOR EQUALITY, ORDERING;


    BEHAVIOUR numberPoolBlockCLASS-SSN-Behavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 115};


numberPoolBlockCLASS-SSN-Behavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the numberPoolBlock


        CLASS SSN. The valid values on the NPAC SMS are 0-255.


        If the numberPoolBlockCLASS-SSN attribute is provided, the


        value must be 0 (zero), if the corresponding SSN edit flag


        indicator is true.


!;


-- 116.0 LNP Number Pool Block CNAM Destination Point Code


numberPoolBlockCNAM-DPC ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.DPC;


    MATCHES FOR EQUALITY, ORDERING;


    BEHAVIOUR numberPoolBlockCNAM-DPC-Behavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 116};


numberPoolBlockCNAM-DPC-Behavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the CNAM Destination Point


        Code for the numberPoolBlock.


        If the numberPoolBlockCNAM-DPC attribute is provided, the


        numberPoolBlockCNAM-SSN attribute must be 0 (zero), if the


        corresponding SSN edit flag indicator is true.


        The data is stored in BCD (e.g. a value of FFFFFF would be displayed


        as 255.255.255). The valid octet values on the NPAC SMS are 000-255.

!;


-- 117.0 LNP Number Pool Block CNAM SSN


numberPoolBlockCNAM-SSN ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.SSN;


    MATCHES FOR EQUALITY, ORDERING;


    BEHAVIOUR numberPoolBlockCNAM-SSN-Behavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 117};


numberPoolBlockCNAM-SSN-Behavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the CNAM SSN


        value for the numberPoolBlock. The valid values on the


        NPAC SMS are 0-255.


        If the numberPoolBlockCNAM-SSN attribute is provided, the


        value must be 0 (zero), if the corresponding SSN edit flag


        indicator is true.


!;


-- 123.0 LNP Number Pool Block ISVM Destination Point Code


numberPoolBlockISVM-DPC ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.DPC;


    MATCHES FOR EQUALITY, ORDERING;


    BEHAVIOUR numberPoolBlockISVM-DPC-Behavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 123};


numberPoolBlockISVM-DPC-Behavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the ISVM Destination Point


        Code for the numberPoolBlock.


        If the numberPoolBlockISVM-DPC attribute is provided, the 


        numberPoolBlockISVM-SSN attribute must be 0 (zero), if the


        corresponding SSN edit flag indicator is true.


        The data is stored in BCD (e.g. a value of FFFFFF would be


        displayed as 255.255.255). The valid octet values on the NPAC SMS


        are 000-255.

!;


-- 124.0 LNP Number Pool Block ISVM SSN


numberPoolBlockISVM-SSN ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.SSN;


    MATCHES FOR EQUALITY, ORDERING;


    BEHAVIOUR numberPoolBlockISVM-SSN-Behavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 124};


numberPoolBlockISVM-SSN-Behavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the ISVM SSN


        value for the numberPoolBlock. The valid values on the


        NPAC SMS are 0-255.


        If the numberPoolBlockISVM-SSN attribute is provided, the


        value must be 0 (zero), if the corresponding SSN edit flag


        indicator is true.


!;


-- 125.0 LNP Number Pool Block LIDB Destination Point Code


numberPoolBlockLIDB-DPC ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.DPC;


    MATCHES FOR EQUALITY, ORDERING;


    BEHAVIOUR numberPoolBlockLIDB-DPC-Behavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 125};


numberPoolBlockLIDB-DPC-Behavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the LIDB Destination Point


        Code for the numberPoolBlock.


        If the numberPoolBlockLIDB-DPC attribute is provided, the


        numberPoolBlockLIDB-SSN attribute must be 0 (zero), if the


        corresponding SSN edit flag indicator is true.


        The data is stored in BCD (e.g. a value of FFFFFF would be


        displayed as 255.255.255). The valid octet on the NPAC SMS are 000-255.

!;


-- 126.0 LNP Number Pool Block LIDB SSN


numberPoolBlockLIDB-SSN ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.SSN;


    MATCHES FOR EQUALITY, ORDERING;


    BEHAVIOUR numberPoolBlockLIDB-SSN-Behavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 126};


numberPoolBlockLIDB-SSN-Behavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the LIDB SSN


        value for the numberPoolBlock. The valid values on the


        NPAC SMS are 0-255.


        If the numberPoolBlockLIDB-SSN attribute is provided, the


        value must be 0 (zero), if the corresponding SSN edit flag


        indicator is true.


!;


-- 132.0 LNP Number Pool Block WSMSC Destination Point Code


numberPoolBlockWSMSC-DPC ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.DPC;


    MATCHES FOR EQUALITY, ORDERING;


    BEHAVIOUR numberPoolBlockWSMSC-DPC-Behavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 132};


numberPoolBlockWSMSC-DPC-Behavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the WSMSC Destination Point


        Code for the numberPoolBlock.


        If the numberPoolBlockWSMSC-DPC attribute is provided, the


        numberPoolBlockWSMSC-SSN attribute must be 0 (zero), if the


        corresponding SSN edit flag indicator is true.


        The data is stored in BCD (e.g. a value of FFFFFF would be


        displayed as 255.255.255). The valid octet on the NPAC SMS are 000-255.

!;


-- 133.0 LNP Number Pool Block WSMSC SSN


numberPoolBlockWSMSC-SSN ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.SSN;


    MATCHES FOR EQUALITY, ORDERING;


    BEHAVIOUR numberPoolBlockWSMSC-SSN-Behavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 133};


numberPoolBlockWSMSC-SSN-Behavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the WSMSC SSN


        value for the numberPoolBlock. The valid values on the


        NPAC SMS are 0-255.


        If the numberPoolBlockWSMSC-SSN attribute is provided, the 


        value must be 0 (zero), if the corresponding SSN edit flag


        indicator is true.


!;


!;


-- 7.0 LNP Subscription Version Modify Action


subscriptionVersionModify ACTION


    BEHAVIOUR


        subscriptionVersionModifyDefinition,


        subscriptionVersionModifyBehavior;


    MODE CONFIRMED;


    WITH INFORMATION SYNTAX LNP-ASN1.ModifyAction;


    WITH REPLY SYNTAX LNP-ASN1.ModifyReply;


    REGISTERED AS {LNP-OIDS.lnp-action 7};


subscriptionVersionModifyDefinition BEHAVIOUR


    DEFINED AS !


        The subscriptionVersionModify action is the action that can be


        used by the SOA to modify a subscription version via the SOA to


        NPAC SMS interface.


    !;


subscriptionVersionModifyBehavior BEHAVIOUR


    DEFINED AS !


        Preconditions: This action is issued from an lnpSubscriptions


        object specifying the object to be modified by specifying


        the subscriptionVersionId or by specifying the subscriptionTN or


        a range of TNs (where the stop TN in the range is greater than 


        the start TN) and the status of the subscription version.  All


        attribute values to be modified shall also be specified.


        Postconditions: The NPAC SMS has modified the subscription


        version.  An error will be returned to the service provider if


        there is no version that is modifiable or if the modification fails


        due to authorization of the service provider or data validation. 


        Subscription versions with subscriptionLNPType equal to 'pool'


        cannot be specified in the action.


        Service Providers can modify attributes associated with active,


        pending or conflict subscription versions.


        Old service providers can only modify the following attributes


        for pending or conflict subscription versions:


        subscriptionOldSP-DueDate


        subscriptionOldSP-Authorization


        subscriptionStatusChangeCauseCode


        The subscriptionStatusChangeCauseCode is an optional field and is


        only specified if the subscriptionOldSP-Authorization is false.


        New service providers can only modify the following attributes


        for pending or conflict subscription versions:


        subscriptionLRN


        subscriptionNewSP-DueDate


        subscriptionCLASS-DPC


        subscriptionCLASS-SSN


        subscriptionLIDB-DPC


        subscriptionLIDB-SSN


        subscriptionCNAM-DPC


        subscriptionCNAM-SSN


        subscriptionISVM-DPC


        subscriptionISVM-SSN


        subscriptionEndUserLocationValue


        subscriptionEndUserLocationType


        subscriptionBillingId


        New service providers may specify modified valid values for the


        following attributes, when the service provider's "SOA WSMSC DPC SSN


        Data" indicator is TRUE, and may NOT specify these values when the


        indicator is set to FALSE:


        subscriptionWSMSC-DPC


        subscriptionWSMSC-SSN


        An SSN value of 0 (zero) must be present when its corresponding


        DPC value is populated, if the corresponding SSN Edit Flag Indicator


        is set to TRUE.


        Validation will be done for both old and new service provider


        data that is specified for pending or conflict


        subscription versions.


        If validation fails no changes will be made and an error


        will be returned. If validation passes, the version will be


        modified and remain in a pending or active state.


        New service providers can only modify the following attributes


        for active subscription versions:


        subscriptionLRN


        subscriptionCLASS-DPC


        subscriptionCLASS-SSN


        subscriptionLIDB-DPC


        subscriptionLIDB-SSN


        subscriptionCNAM-DPC


        subscriptionCNAM-SSN


        subscriptionISVM-DPC


        subscriptionISVM-SSN


        subscriptionEndUserLocationValue


        subscriptionEndUserLocationType


        subscriptionBillingId


        New service providers may specify modified valid values for the


        following attributes, when the service provider's "SOA WSMSC DPC SSN


        Data" indicator is TRUE, and may NOT specify these values when the


        indicator is set to FALSE:


        subscriptionWSMSC-DPC


        subscriptionWSMSC-SSN


        An SSN value of 0 (zero) must be present when its corresponding


        DPC value is populated, if the corresponding SSN Edit Flag Indicator


        is set to TRUE.


        If the data specified passes validation, the modified version


        is immediately broadcast.  The modified subscription version will have


        a status of sending and broadcasts will begin.  If validation fails,


        no changes will be made and an error will be returned in the action


        reply.


    !;


-- 11.0 LNP New Service Provider Subscription Version Create


subscriptionVersionNewSP-Create ACTION


    BEHAVIOUR


        subscriptionVersionNewSP-CreateDefinition,


        subscriptionVersionNewSP-CreateBehavior;


    MODE CONFIRMED;


    WITH INFORMATION SYNTAX LNP-ASN1.NewSP-CreateAction;


    WITH REPLY SYNTAX LNP-ASN1.NewSP-CreateReply;


    REGISTERED AS {LNP-OIDS.lnp-action 11};


subscriptionVersionNewSP-CreateDefinition BEHAVIOUR


    DEFINED AS !


        The subscriptionVersionNewSP-Create action is the action that is


        used via the SOA to NPAC SMS interface by the


        new service provider to create a new subscriptionVersionNPAC.


    !;


subscriptionVersionNewSP-CreateBehavior BEHAVIOUR


    DEFINED AS !


        Preconditions: This action is issued from an lnpSubscriptions


        object.  Creates can be performed provided there is only one


        currently active subscription or no subscription version in the


        NPAC; otherwise an action failure will be returned.


        The new service provider must specify valid values for the


        following attributes:


        subscriptionTN or a valid subscriptionVersionTN-Range


        subscriptionLRN


        subscriptionNewCurrentSP


        subscriptionOldSP


        subscriptionNewSP-DueDate


        subscriptionCLASS-DPC


        subscriptionCLASS-SSN


        subscriptionLIDB-DPC


        subscriptionLIDB-SSN


        subscriptionCNAM-DPC


        subscriptionCNAM-SSN


        subscriptionISVM-DPC


        subscriptionISVM-SSN


        subscriptionLNPType


        subscriptionPortingToOriginal-SPSwitch


        The new service provider must specify valid values for the following


        attributes, when the service provider's "SOA WSMSC DPC SSN Data"


        indicator is TRUE, and must NOT specify these values when the 


        indicator is set to FALSE:


        subscriptionWSMSC-DPC


        subscriptionWSMSC-SSN


        The new service provider may specify valid values for the


        following attributes:


        subscriptionEndUserLocationValue


        subscriptionEndUserLocationType


        subscriptionBillingId


        An SSN value of 0 (zero) must be present when its corresponding


        DPC value is populated, if the corresponding SSN Edit Flag Indicator


        is set to TRUE.


        subscriptionPortingToOriginal-SPSwitch can only be specified as


        TRUE for a TN that is currently ported and is being ported back


        to the original service provider.   If the value of


        subscriptionPortingToOriginal-SPSwitch is TRUE, the LRN and GTT data


        should be specified as NULL.  If the variable is TRUE,


        when the activate occurs for the subscription version, the Local


        SMSs will receive a request to delete the old subscription version


        routing data in their networks. They will not receive any


        new network routing data for the subscription. Concurrence from the


        old service provider is required.


        If the port of the subscription version is an intra-service


        provider port, the new service provider can use the 


        subscriptionVersionNewSP-Create action specifying the old service


        provider equal to the new service provider.  In this case, the


        old service provider create action is not required.


        Postconditions: After this action has been executed, if


        the data specified passes validation, a pending subscription


        version or range of subscription versions will exist in the 


        NPAC SMS.  These validations are done as follows:


        subscriptionTN or range of TNs are valid in a range open for


        porting by the new service provider. TN ranges must be specified


        where the stop TN in the range is greater than the start TN.


        subscriptionLNPType is specified to be "LSPP" or "LISP".


        subscriptionNewSP-DueDate is a future date.  If not specified,


        the time defaults to 00:00.00.


        Old and New SP are valid service providers in the NPAC SMS.


        LRN data is associated with the New Service Provider.


        If a pre-existing version exists, validation will be done to insure


        that the new service provider previously specified is the same


        as the executor of the action.


        If the validations succeed and the subscription version does not 


        currently exist, a new subscription version will be created with 


        a status of pending.


        If the validations succeed and a pending subscription version exists,


        the new service provider create information will be applied to the 


        existing pending subscription version.


        If the validations fail, a new subscription version will not


        be created if one does not exist.  If one already existed, it


        will be retained.


        The action success or failure and reasons for failure will be


        returned in the action reply.


    !;


-- 16.0 LNP Service Provider Number Pool Block Create


numberPoolBlock-Create ACTION


    BEHAVIOUR


        numberPoolBlock-CreateDefinition,


        numberPoolBlock-CreateBehavior;


    MODE CONFIRMED;


    WITH INFORMATION SYNTAX LNP-ASN1.NumberPoolBlock-CreateAction;


    WITH REPLY SYNTAX LNP-ASN1.NumberPoolBlock-CreateReply;


    REGISTERED AS {LNP-OIDS.lnp-action 16};


numberPoolBlock-CreateDefinition BEHAVIOUR


    DEFINED AS !


        The numberPoolBlock-Create action is the action that is


        used on the NPAC SMS via the SOA to NPAC SMS interface by the


        block holder SOA to create a new numberPoolBlockNPAC.


    !;


numberPoolBlock-CreateBehavior BEHAVIOUR


    DEFINED AS !


        Preconditions: This action is issued from an lnpSubscriptions


        object.


        The service provider block holder must specify valid values for the


        following attributes:


        numberPoolBlockNPA-NXX-X


        numberPoolBlockHolderSPID


        numberPoolBlockLRN


        numberPoolBlockCLASS-DPC


        numberPoolBlockCLASS-SSN


        numberPoolBlockLIDB-DPC


        numberPoolBlockLIDB-SSN


        numberPoolBlockCNAM-DPC


        numberPoolBlockCNAM-SSN


        numberPoolBlockISVM-DPC


        numberPoolBlockISVM-SSN


        If the SOA WSMSC DPC SSN Data Indicator is set in the service


        provider's profile, the following attributes must be provided:


        numberPoolBlockWSMSC-DPC


        numberPoolBlockWSMSC-SSN


        An SSN value of 0 (zero) must be present when its corresponding


        DPC value is populated, if the corresponding SSN Edit Flag Indicator


        is set to TRUE.


        Postconditions: After this action has been executed, if


        the data specified passes validation, a number pool block with a


        status of 'sending' will exist on the NPAC SMS. 


        The validations performed are as follows:


        The serviceProvNPA-NXX-X object exists and the current date and time


        are greater than or equal to the effective date of the


        serviceProvNPA-NXX-X object.


        The requesting service provider is the block holder and service


        provider ID on the serviceProvNPA-NXX-X object.


        LRN data is associated with the Block Holder Service Provider.


        The attributes are all valid and correctly formatted.


        If the validations succeed, a new number pool block and corresponding


        subscription versions will be created with a status of 'sending'.


        The NPAC SMS sends the object creation notification for the


        number pool block.


        If the validations fail, no new number pool block or subscription


        versions will be created. If a number pool block already existed, it


        will be retained.


        The action success or failure and reasons for failure will be


        returned in the action reply.


        If the requesting SOA is not the owner of the serviceProvNPA-NXX-X,


        'soa-not-authorized' will be selected in the error reply.


        If the corresponding serviceProvNPA-NXX-X is not found,


        'no-npa-nxx-x-found' will be selected in the error reply.


        If one of the attribute values is in error, 'invalid-data-values'


        will be selected in the error reply and the block-invalid-values


        will be present.


        If the number pool block object already exists,


        'number-pool-block-already-exists' will be selected in the error


        reply.


        If the request is sent prior to the effective date,


        'prior-to-effective-date' will be selected in the error reply.


        If the request is sent and any subscription version objects exist


        within the TN range with a status of pending, conflict,


        cancel-pending or failed ("pending-like") and no active subscription


        version for that TN exists, 'invalid-subscription-versions' will be


        selected in the error reply.


    !;


ASN.1:


No change required.


M&P:


No change required.


Notes:


1. Operational impacts must be socialized to individual SPs.  This includes, changing these values on all Blocks and SVs prior to the release, so that activity after the release will not run into the problem of not being able to perform the requested change because other data within that Block or SV must now meet the edits imposed by this change order.  Because of this, all Service Providers may need to talk to other Service Providers that have arrangements to recognize final GTT data.


2. Also appropriate Canadian GTT values should be set to FALSE.  This needs to be performed during conversion weekend, after the new software is installed and prior to the NPAC SMS accepting associations in the Canadian region.


3. Several Service Providers have requested that NPAC send out an informational e-mail broadcast when they announce the upcoming weekend downtime for NPAC to install the software for this release, to inform SPs about the problem if they have not cleaned up all their DPC/SSNs.


Origination Date:  9/15/1999


Originator:  Sprint


Change Order Number:  NANC 297

Description:  Sending SV Problem During Recovery

Pure Backwards Compatible:  YES


IMPACT/CHANGE ASSESSMENT


		FRS

		IIS

		GDMO

		ASN.1

		NPAC

		SOA

		LSMS



		Y

		

		Y

		

		Med-Low

		N/A

		N/A





Business Need:

The current NPAC SMS implementation for LSMS recovery does not support the recovery of SVs with a status of sending.  Therefore, at the completion of SV recovery processing, an SP is not guaranteed to have recovered all missed/failed SVs and has to request the NPAC Personnel to resend all missed/failed SVs.  This change order will result in an LSMS recovering all missed/failed SVs that contain a status of sending which fall within their requested recovery time period, which in turn provides an operational cost savings, and database integrity between the NPAC SMS and LSMS.


Description of Change:


If an LSMS is down during the broadcast, and the NPAC SMS has sent out the final retry, the LSMS will not be able to recover this broadcast (either in recovery or once recovery is complete and normal processing continues).


It was discussed that the way to ensure the recovering LSMS gets the sending SVs, is to include any of these SVs.  By including these, along with the appropriate download reason, the LSMS would be able to recover sending SVs.


An SP could have a problem if the SV is sent twice (once for the recovery, and once at the next retry attempt).  This is why the 2nd requirement (remove from failed list) was added to this change order.


Requirements:


Req 1 – Subscription Data Recovery – Statuses of Subscription Versions Recovered


NPAC SMS shall include Subscription Versions with a status of active, partial failure, disconnect-pending, old with a failed list, and sending, at the time subscription data recovery is requested by the Local SMS and processed by the NPAC SMS, for all Subscription Versions with broadcast activity during the requested recovery timeframe.


Req 2 – Subscription Data Recovery – Removal of Service Provider from Failed SP List of Subscription Versions Recovered


NPAC SMS shall remove a Service Provider from the Failed SP List of a Subscription Version with a status of sending, even if there are additional retry attempts, after the subscription data recovery response has been sent  to the Local SMS of that Service Provider.


Req 3 – Subscription Data Recovery – Suppression of Broadcast of Subscription Versions Recovered


NPAC SMS shall ensure that the download of subscription data that was in a sending status at the start of the Subscription Data recovery process, even if there are additional retry attempts, is not sent to the Service Provider at the completion of recovery that included subscription data to the Local SMS.


Req 4 – Number Pool Block Data Recovery – Statuses of Number Pool Blocks Recovered


NPAC SMS shall include Number Pool Blocks with a status of active, partial failure, disconnect-pending, old with a failed list, and sending, at the time Number Pool Block data recovery is requested by the Local SMS and processed by the NPAC SMS, for all Number Pool Blocks with broadcast activity during the requested recovery timeframe.


Req 5 – Number Pool Block Data Recovery – Removal of Service Provider from Failed SP List of Number Pool Blocks Recovered


NPAC SMS shall remove a Service Provider from the Failed SP List of a Number Pool Block with a status of sending, even if there are additional retry attempts, after the Number Pool Block data recovery response has been sent to the Local SMS of that Service Provider.


Req 6 – Number Pool Block Data Recovery – Suppression of Broadcast of Number Pool Blocks Recovered


NPAC SMS shall ensure that the download of Number Pool Block data that was in a sending status at the start of the Number Pool Block Data recovery process, even if there are additional retry attempts, is not sent to the Service Provider at the completion of recovery that included Number Pool Block data to the Local SMS.


IIS:


No change required.


GDMO:


-- 1.0 LNP Download Action


lnpDownload ACTION


    BEHAVIOUR


        lnpDownloadDefinition,


        lnpDownloadBehavior;


    MODE CONFIRMED;


    WITH INFORMATION SYNTAX LNP-ASN1.DownloadAction;


    WITH REPLY SYNTAX LNP-ASN1.DownloadReply;


    REGISTERED AS {LNP-OIDS.lnp-action 1};


lnpDownloadDefinition BEHAVIOUR


    DEFINED AS !


        The lnpDownload action is the action that is used by the Local SMS


        and SOA to specify the objects to be downloaded from the NPAC SMS.


    !;


lnpDownloadBehavior BEHAVIOUR


    DEFINED AS !


        Preconditions: This action is issued from an lnpSubscriptions


        or an lnpNetwork object and all objects to be downloaded


        are specified in the action request.


        Postconditions: After this action has been executed by the Local


        SMS or SOA specifying which objects to download, the NPAC SMS will


        determine which objects satisfy the download request and return


        them in the download action reply. Creation, deletion, and


        modification information will be included in the reply.  All data 


        for objects that have been modified is downloaded not just the 


        information that was modified.

        Subscription versions and number pool blocks with a status of active


        and partial-failure will be recovered.  Also Subscription


        versions and number pool blocks with a status of sending at the start


        of the recovery process will be recovered.

       …


    !;


ASN.1:


No change required.


M&P:


No change required.


Origination Date:  8/16/00

Originator:  LNPA WG

Change Order Number:  NANC 316

Description:  Change the NSAP Field Size Declaration in ASN.1 – ASN.1 Recompile


Interface and Functional Backwards Compatible:  NO


Re-Compile Only Backwards Compatible:  YES


IMPACT/CHANGE ASSESSMENT


		FRS

		IIS

		GDMO

		ASN.1

		NPAC

		SOA

		LSMS



		

		

		

		Y

		Low

		Low

		Low





This change order is a recompile of the ASN.1 only.


As described in change order NANC 315 (FRS Document Only Change – NSAP Field Size) that was incorporated in FRS Release 3.0.2, the NSAP field currently uses only 12 of the 20 octets declared as the field size. The other 8 are for a port number but this is not currently used. The ASN.1 should be updated to be a field of size 12 octets. This would eliminate the need for the NPAC software to truncate the data sent by the SOAs and LSMSs.


ASN.1 Update:


OSI-Address ::= SEQUENCE {


    nsap    OCTET STRING(SIZE(2012)),


    tsap    OCTET STRING(SIZE(1..4)),


    ssap    OCTET STRING(SIZE(1..4)),


    psap    OCTET STRING(SIZE(1..4))


}


Requirements:


No change required.


IIS:


No change required.


GDMO:


No change required.


M&P:


No change required.


Origination Date:  10/25/00


Originator:  Verizon


Change Order Number:  NANC 319

Description:  NPAC Edit to Ensure NPA-NXX of LRN is in Same LATA as NPA-NXX of Ported TN


Pure Backwards Compatible:  YES


IMPACT/CHANGE ASSESSMENT


		FRS

		IIS

		GDMO

		ASN.1

		NPAC

		SOA

		LSMS



		Y

		

		

		

		???

		N/A

		N/A





Business Need:

Local Number Portability (LNP) standards require that service providers assign at least one Location Routing Number (LRN) per switch per LATA that the switch serves.  Post-query LNP call processing in the various switch types requires that the NPA-NXX of an LRN that is returned from the database must be in the same LATA as the NPA-NXX of the dialed number.  


Currently, the NPAC does not perform any edits on a New Service Provider CREATE or MODIFY messages in order to ensure that the NPA-NXXs of both the LRN and the ported TN are in the same LATA.


When a call is placed to a ported TN associated with an LRN from an NPA-NXX in a different LATA, the call fails in the originating switch, resulting in a service-affecting condition that is predominantly identified only after customer complaints. 


Description of Change:


This proposed Change Order is a request for an NPAC edit on New Service Provider CREATE and MODIFY messages that would reject any CREATE or MODIFY if the NPA-NXXs of the LRN and ported TN contained in the CREATE or MODIFY are not in the same LATA.  This edit would eliminate this particular service-affecting condition as well as the expense of trouble-shooting the cause and working with the New Service Provider to modify their LRN. 


Currently the NPAC has no concept of a LATA.  When a new NPA-NXX is opened the LERG assigns a LATA ID.  Every NPA-NXX has a LATA association.  It is a 3-digit number.  There is one LRN per switch per LATA served by that switch, but there can be multiple NPAs in a LATA and multiple LATAs in an NPA.  An NPA-NXX is associated with a rate area, a LATA boundary consists of many rate areas, but an NPA-NXX can never span a LATA boundary.  A Service Provider can have multiple rate areas serviced by a single switch.  This edit would ensure that the NPA-NXX of the TN and the NPA-NXX of the LRN are associated with the same LATA ID.  LATAs can cross both state boundaries and NPAC regions.  The LERG would be the source of the LATA information rather than the Service Providers.  If there is no LATA in the LERG information for the NPA-NXX of the TN or the NPA-NXX of the LRN, then the NPAC would reject the create request.  If there were a modification or mass update of an LRN to active SVs, this edit would be applied.  This would also apply to Pooled Blocks.  LATA should not be selection criteria for Mass Update.


Requirements:


Req 1
LATA ID Information Source


NPAC SMS shall obtain LATA ID information from the LERG.


Req 2
Association of LATA ID with NPA-NXXs


NPAC SMS shall associate a LATA ID with each NPA-NXX used by the NPAC SMS.


Req 3
Association of LATA ID with LRNs


NPAC SMS shall associate a LATA ID with each LRN used by the NPAC SMS.


Req 4
LRN – LATA ID Relationship


Deleted.


Req 5
NPA-NXX – LATA ID Relationship


Deleted.




Req 6
Validation of LATA ID for Subscription Version Creates


NPAC shall reject Subscription Version Create Requests if the NPA-NXX of the TN and the NPA-NXX of the LRN have different LATA IDs.


Req 7
Validation of LATA ID for Subscription Version Modifies


NPAC shall reject Subscription Version Modify Requests if the NPA-NXX of the TN and the NPA-NXX of the LRN have different LATA IDs.


Req 8
Validation of LATA ID for Number Pool Block Creates


NPAC shall reject Number Pool Block Create Requests if the NPA-NXX of the NPA-NXX-X and the NPA-NXX of the LRN have different LATA IDs.


Req 9
Validation of LATA ID for Number Pool Block Modifies


NPAC shall reject Number Pool Block Modify Requests if the NPA-NXX of the NPA-NXX-X and the NPA-NXX of the LRN have different LATA IDs.


Req 10 – Validation of LATA ID Errors on Mass Updates

NPAC SMS shall log an entry to be used for the mass update exception report when any of the LATA ID data edits are violated when mass updating a Subscription Version or Number Pool Block, and continue processing the mass update request.


Note: in an example where 2000 SVs are being mass updated and 100 encountered LATA ID edit errors, the NPAC will perform the mass update by updating the 1900 SVs that are valid, and logging the remaining 100 SVs to be picked up on the mass update exception report.


IIS


No Change Required


GDMO


No Change Required


ASN.1


No Change Required


M&P


TBD


Origination Date:  12/13/00


Originator:  LNPA WG


Change Order Number:  NANC 322

Description:  Clean Up of Failed SP Lists based on Service Provider BDD Response File

Pure Backwards Compatible:  YES 


IMPACT/CHANGE ASSESSMENT


		FRS

		IIS

		GDMO

		ASN.1

		NPAC

		SOA

		LSMS



		Y

		

		

		

		???

		N/A

		???





Business Need:

During discussion of change order NANC 169 at the December 2000 LNPA WG meeting it was decided to write a new change order to address the clean up of Failed SP Lists once a service provider received and processed a Bulk Data Download File or a Delta Bulk Data Download File and responded to the NPAC with its Service Provider BDD Response File.


Description of Change:


It has been requested that NPAC clean up Failed SP Lists using data received in the Service Provider BDD Response File resulting from the processing of a Bulk Data Download File or a Delta Bulk Data Download File.


Requirements:


Req 1
Processing of the Service Provider BDD Response File for Subscription Versions


NPAC SMS shall process the Service Provider BDD Response File, containing responses for every record in the original BDD file, received from a Service Provider’s ftp site as a result of the Service Provider receiving and processing a Bulk Data Download File or a Delta Bulk Data Download File for Subscription Versions.


Note: in an example where 1000 SVs are selected and placed in the BDD File, the NPAC will edit that the Service Provider provides a response file that also contains 1000 records.


Req 2
Processing of the Service Provider BDD Response File for Number Pooling Blocks


NPAC SMS shall process the Service Provider BDD Response File, containing responses for every record in the original BDD file, received from a Service Provider’s ftp site as a result of the Service Provider receiving and processing a Bulk Data Download File or a Delta Bulk Data Download File for Number Pooling Blocks. 


Req 3
Removing a Service Provider from a Subscription Version Failed SP List


NPAC SMS shall remove a Service Provider from a Subscription Version Failed SP List based on the SVID contained in the Service Provider BDD Response File and the timestamp in the file name being greater than or equal to the broadcast timestamp.


Req 4
Removing a Service Provider from a Number Pooling Block Failed SP List


NPAC SMS shall remove a Service Provider from a Number Pooling Block Failed SP List based on the BlockID contained in the Service Provider BDD Response File and the timestamp in the file name being greater than or equal to the broadcast timestamp.


Req 5
Service Provider Not Found on the Failed SP List


NPAC SMS shall continue processing the Service Provider BDD Response File after finding that the SPID for one of the data items in the Service Provider BDD Response File does not match a SPID on the Failed SP List. 


Req 6
Validation of SPID in the Service Provider BDD Response File Against SPID of the FTP Directory


NPAC SMS shall validate the SPID of the FTP directory against the SPID in the Service Provider BDD Response File it is retrieving.


Req 7
File Name Format for Service Provider BDD Response File


NPAC SMS shall require the file name format of the Service Provider BDD Response File to be the original BDD File Name with a dash and the SPID appended at the end.


Example:  Subscription Versions BDD File for SPID 4768


BDD File Name



NPANXX-NPANXX.DD-MM-YYYYHH24MISS


Service Provider BDD Response File Name
NPANXX-NPANXX.DD-MM-YYYYHH24MISS-4768


Req 8
File Contents for Service Provider BDD Response File


NPAC SMS shall require the file contents of the Service Provider BDD Response File to contain the same number of records as the original BDD file contents, where the file contents are in the format of TN, SVID/Block ID, and status indicator.


Note: The “status indicator” contains one of two values (0, 1).  The “0” value indicates that the record in the BDD file was successfully processed OR that there was no need to process the record since the Service Provider database was already in sync.  The “1” value indicates that the record in the BDD file was processed as either a failure or some other type of error, and the Service Provider cannot be removed from the failed SP list.

Example of BDD Response File:  Subscription Versions BDD Response File for SPID 4768


TN <pipe> SVID (or Block ID) <pipe> status indicator <CR/LF>

7032281234|123987|0 <CR/LF>

(end of first TN, successfully processed)


7032281235|123988|0<CR/LF>

(end of second TN, successfully processed)


7032281236|123989|0 <CR/LF>

(end of third TN, successfully processed)


7032281237|123990|1 <CR/LF>

(end of fourthTN, failure or error when processed)


7032281238|123991|0 <CR/LF>

(end of fifth TN, successfully processed)


Note:  There will be separate files for Subscription Versions and Number Pool Blocks.


Req 9
Complete File Processing for Service Provider BDD Response File


NPAC SMS shall require the file contents of the Service Provider BDD Response File to contain a response for each record from the original BDD File, and the NPAC SMS shall successfully process each record in a Service Provider BDD Response File once.

Note:  Service Providers cannot provide more than one BDD Response File for any given BDD File.






· 

· 

· 





Example files and table will be added to Appendix E in the FRS.

IIS


No Change Required


GDMO


No Change Required


ASN.1


No Change Required


M&P


TBD (need to cover how NPAC is notified that the SP BDD Response File has been placed in the ftp site; recommend that the response file not be generated by a SP who has processed a BDD file that contains the complete database dump)


Origination Date:  01/10/2001


Originator:  LNPA WG


Change Order Number:  NANC 323

Description:  Partial Migration of a SPID via Mass Update 


Interface and Functional Backwards Compatible:  NO


IMPACT/CHANGE ASSESSMENT


		FRS

		IIS

		GDMO

		ASN.1

		NPAC

		SOA

		LSMS



		Y

		Y

		

		

		Med

		Med-High

		Med-High





January 2001: After much discussion on the NANC 217 change order the LNPA WG decided that it would be best to have two change orders for updating of SPIDs.  NANC 217 would be retained and used to cover the simple case where a SPID is being completely retired (merger or acquisition) and a new change order (NANC 323) created to cover the partial update of a SPID (parts of a company’s assets are transferred to another company).  The majority of the information in the NANC 217 change order has been moved into this new change order.  The ‘Business Need’ and ‘Description of Change’ that follows was copied directly from NANC 217 so that the history of the requested change would not be lost, however, this change order will not address the complete migration of one SPID to another.  The complete migration of one SPID to another is covered in NANC 217.

Business Need:


Currently the NPAC does not have the ability to broadcast a mass update on SPID.  SPs are experiencing the need to change the SPID on ported telephone numbers.  Examples that cause this situation for SPs are mergers, service area trading, data system consolidations, etc.  In order to make a SPID change for given ported telephone numbers, the current NPAC operation requires each involved active-like ported telephone numbers to be deleted, and each involved pending subscription to be cancelled resulting in a large coordination effort among service providers.  Coordination with all service providers utilizing the NPA/NXX is required to facilitate the SPID change.  During the transition period, call routing will be affected and customer service is impacted.  Once these actions have been taken and the new network data updated at NPAC, the active-like and pending ported telephone numbers information must be re-created.  This procedure causes the customer to be out of service during the process and also increase the porting traffic over the interface.


This Change Order would allow the NPAC to perform this functionality without affecting the customer while reducing porting traffic over the interface.


Description of Change:


It has been requested that Mass Update functionality be enhanced to allow SPID to be changed for all network data and subordinate subscription data.  The current NPAC functionality allows mass updates to LRN, GTT data, and optional data (e.g., billing ID) for all active subscriptions currently serviced by that specific Service Provider, by NPA-NXX.


Having this functionality would facilitate a situation where one Service Provider (SP1) purchases/merges with another Service Provider (SP2), and all LNP data needs to be consolidated into a single SPID (on the NPAC) or separated into multiple SPIDs.


Today, the NPAC requires all active subscriptions to be disconnected, and all pending subscriptions to be cancelled, by NPA-NXX for all NPA-NXXs owned by or ported away from SP2.  Next, SP2 would delete all LRNs, and then delete all NPA-NXXs.  SP1 would then have to add the NPA-NXXs and LRNs that were just deleted by SP2.  Finally, the pending and activated SVs would need to be “re-created” under the presumption that SP1 is now the code holder for the NPA-NXXs.


The proposed solution with this change order is the NPAC would perform all of this processing “under the sheets”, and not require SP1 and SP2 to perform all of these steps.  The issue of notifications (whether to send or suppress) is NOT addressed at this point in time.


After further analysis it was determined that the current NPAC implementation includes 23 tables that contain a customer SPID.  Each will have to be addressed (at a business level) to determine correct NPAC processing should the SPID be modified.


The other issues to determine include:


1. length of time to complete this update.


2. which notifications need to be sent out over the SOA interface, since we are modifying numerous objects.


3. what do we do with current Network and Subscription records (update them with new SPID; or create new ones for the new SPID, and move the previous ones to OLD).


After much discussion on the 7/8/98 telecon, it was decided that the scope of this change order is huge, and it’s frequency of use is undetermined at this point in time (speculation is relatively small).


Additionally, AT&T requested that all SPs look at the possibility of performing some type of database migration/conversion instead of having the NPAC perform all of the updates, then have to broadcast to all SPs.  The database migration/conversion could potentially be accomplished by using a new NPAC “bulk download file” to update the local database.


The current position for this change order is to have a brief discussion at the Wed, 7/15 meeting in Chicago.  The group will seek volunteers for a sub-committee to further analyze this change order in the context of how to accomplish a “merger” using today’s functionality, and investigate potential solutions using a “bulk download file” approach, and a full NPAC solution with notifications across the interface.  Participants include, AT&T (Beth), Bellcore (John), ESI (Jim), GTE (Gene), MCI (Gustavo), PacBell (Jackie), and Sprint (Dave).


The subcommittee will also talk about the potential of a "partial cut" from one SPID to another (possibly do on a market by market basis, or NPA by NPA basis).  During the 11/23/98 telecon, it was determined that Beth’s proposed short term solution would not be easy to accomplish.  Details on the telecon will be available at the Dec LNPAWG meeting.


Dec LNPAWG (Atlanta), Mass update is the long term solution, but wanted to have short term solution.  In the case of MCI and Brooks, they deleted the SVs, deleted the network data, then put it back out there under the new SPID.


What we looked at for an NPAC manual update, then produce BDD, would require code changes.  Plus, BDD would be all records instead of just changed ones.  Also, SVs would be modified instead of activated, so the current BDD by time range would NOT pick these up.


Current solution is customer impacting.  Two long term options are the actual mass update of this change order, or having the NPAC internally update the SPID, then create appropriate BDD files that capture the changes within the time range.


Jan 00 LNPAWG meeting, the current processing approach is to have the NPAC perform this processing on the NPAC database, then when complete, create separate Bulk Data Download files for the different areas of data (i.e., NPA-NXX, LRN, NPA-NXX-X, Block, SV) that could then be used by each SOA/LSMS to update their local database.  However, since this would require Service Providers to wait until the NPAC completed this processing, before they could update their own database, the new approach is for the NPAC to create Selection Input Criteria SPID Mass Update Request Files (SIC-SMURF) that could be used by the NPAC and all Service Providers as the input for everyone to update their own database.  It was agreed that we no longer needed the results files.

December 00:  Additional information was added to both the Business Need and Description of Change by Sprint to cover the situation of a single SPID being split into multiple SPIDs.

Requirements:


Req 1
SPID Mass Update – OpGUI Entry


NPAC SMS shall allow NPAC Personnel, via the NPAC SMS Administrative Interface, to enter selection input criteria (migrating away from SPID, migrating to SPID, NPA-NXX, LRN, and/or NPA-NXX-X) for a partial SPID Mass Update Request Process.


Req 2
SPID Mass Update – Generation of SIC-SMURF Files


NPAC SMS shall provide a mechanism that generates Selection Input Criteria SPID Mass Update Request Files (SIC-SMURF) for NPA-NXX, LRN, and/or NPA-NXX-X upon completion of the entry of the selection input criteria in the NPAC SMS Administrative Interface, for a partial SPID Mass Update Request Process in the NPAC SMS.


Req 3
SPID Mass Update – NPAC SMS Processing of Requested Data


NPAC SMS shall provide a mechanism to mass update SPID information according to the requested selection input criteria, when changing from one SPID to another SPID in selected NPA-NXX, LRN, and NPA-NXX-X data, and subordinate Number Pool Block and Subscription Version data in the NPAC SMS.


Req 4
SPID Mass Update – Suppression of Notifications


NPAC SMS shall suppress notifications to all Service Providers via the SOA to NPAC SMS Interface and NPAC SMS to LSMS Interface, when performing the partial SPID Mass Update Request Process.


Req 5
SPID Mass Update – NPAC SMS Processing of Requested Data Based on Status


NPAC SMS shall migrate NPA-NXX, LRN, and NPA-NXX-X data, as well as Number Pool Block and Subscription Version data that have ‘active-like’ or ‘pending-like’ statuses when performing the partial SPID Mass Update Request Process.


Notes:  


· ‘Active-like’ Blocks or Subscription Versions are defined to be Blocks or Subscription Versions that contain a status of active, sending, partial failure, old with a Failed SP List, or disconnect pending.


· ‘Pending-like’ Blocks or Subscription Versions are defined to be Blocks or Subscription Versions that contain a status of pending, conflict, cancel-pending, or failed.


·  “Old” history data containing a status of cancelled or old with an empty FailedSP-List will not be migrated.


Req 6
SPID Mass Update – SIC-SMURF File Names


NPAC SMS shall follow the SIC-SMURF file naming convention as described in Appendix E.


Req 7
SPID Mass Update – SIC-SMURF File Formats


NPAC SMS shall follow the SIC-SMURF file format as described in Appendix E.


Req 8
SPID Mass Update – SIC-SMURF NPA-NXX File Processing – Update NPA-NXX Network Data

NPAC SMS shall use the SIC-SMURF NPA-NXX file to update the SPID associated with NPA-NXXs in the NPAC SMS, from the migrating away from SPID value to the migrating to SPID value, during the partial SPID Mass Update Request Process.


Req 9
SPID Mass Update – SIC-SMURF NPA-NXX File Processing – Update SV Data

NPAC SMS shall update the old service provider SPID on ‘active-like’ subscription versions when the NPA-NXX codeholder SPID is the same as the old service provider SPID on the subscription version, from the migrating away from SPID value to the migrating to SPID value, during the partial SPID Mass Update Request Process.


Note:  Service Providers need to be aware that if they query the NPAC SMS and the old service provider SPID has been migrated they may get old service provider information that is incorrect.


Req 10
SPID Mass Update – SIC-SMURF LRN File Processing – Update LRN Data

NPAC SMS shall use the SIC-SMURF LRN file to update the SPID associated with LRNs in the NPAC SMS, from the migrating away from SPID value to the migrating to SPID value,  during the partial SPID Mass Update Request Process.


Req 11
SPID Mass Update – SIC-SMURF LRN File Processing – Update Block Data

NPAC SMS shall update the blockholder SPID on Number Pool Blocks associated with the LRN that was updated in the NPAC SMS, from the migrating away from SPID value to the migrating to SPID value, during the partial SPID Mass Update Request Process.


Req 12
SPID Mass Update – SIC-SMURF-LRN File Processing – Update SV Data

NPAC SMS shall update the new service provider SPID on subscription versions associated with the LRN that was updated in the NPAC SMS, from the migrating away from SPID value to the migrating to SPID value, during the partial SPID Mass Update Request Process.


Req 13
SPID Mass Update – SIC-SMURF NPA-NXX-X File Processing – Update NPA-NXX-X

NPAC SMS shall use the SIC-SMURF NPA-NXX-X file to update the SPID associated with NPA-NXX-Xs in the NPAC SMS, from the migrating away from SPID value to the migrating to SPID value, during the partial SPID Mass Update Request Process.


Req 13.5
SPID Mass Update – SIC-SMURF NPA-NXX-X File Processing – Update Pooled SVs

NPAC SMS shall use the SIC-SMURF NPA-NXX-X file to update the new/current SPID associated with Pooled Subscription Versions in the NPAC SMS, from the migrating away from SPID value to the migrating to SPID value, during the partial SPID Mass Update Request Process.


Req 14
SPID Mass Update – Maximum Level of Granularity


NPAC SMS shall perform the partial SPID Mass Update Request Process at a maximum level of granularity of a single SPID.


Req 15
SPID Mass Update – Minimum Level of Granularity


NPAC SMS shall perform the partial SPID Mass Update Request Process at a minimum level of granularity of an NPA-NXX-X.


Req 16
SPID Mass Update – Creation of Number Pool Block for Old Service Provider


NPAC SMS shall create an old Number Pool Block with a new version id for the old Service Provider, using the migrating away from SPID value, for a Number Pool Block that contains a status of active, partial failure, disconnect pending, or old with a FailedSP-List, prior to the partial SPID Mass Update Request Process.


Req 17
SPID Mass Update – Creation of Number Pool Block for Old Service Provider – No Broadcast


NPAC SMS shall broadcast no data to the SOAs and LSMSs due to the creation of an old Number Pool Block with a new version id for the old Service Provider, using the migrating away from SPID value, for a Number Pool Block that contains a status of active, partial failure, disconnect pending, or old with a FailedSP-List, prior to the partial SPID Mass Update Request Process.


Req 18
SPID Mass Update – Creation of Subscription Version for Old Service Provider


NPAC SMS shall create an old subscription version with a new version id for the old Service Provider, using the migrating away from SPID value, for a subscription version that contains a status of active, partial failure, disconnect pending, or old with a FailedSP-List, prior to the partial SPID Mass Update Request Process.


Req 19
SPID Mass Update – Creation of Subscription Version for Old Service Provider – No Broadcast


NPAC SMS shall broadcast no data to the SOAs and Local SMSs due to the creation of an old subscription version with a new version id for the old Service Provider, using the migrating away from SPID value, for a subscription version that contains a status of active, partial failure, disconnect pending, or old with a FailedSP-List, prior to the partial SPID Mass Update Request Process.


Req 20
SPID Mass Update – Exclusion of Data During Recovery


NPAC SMS shall exclude data in a recovery request for activity related to partial SPID Mass Update Request Process activity.

Req 21
Update of SPID on ‘pending-like’ Subscription Versions


NPAC SMS shall allow NPAC Personnel, via the NPAC SMS Administrative Interface, to update the Old Service Provider SPID, from the migrating away from SPID value to the migrating to SPID value, on ‘pending-like’ subscription versions that have an active subscription version for the same TN.


Req 22
Update SPID on ‘pending-like’ Subscription Versions – Creation of Subscription Version for Old Service Provider


NPAC SMS shall create an old subscription version with a new version id for the old Service Provider, using the migrating away from SPID value, for a subscription version that contains a ‘pending-like’ status prior to the update of the subscription version with the new SPID.


Req 23
Update SPID on ‘pending-like’ Subscription Versions – Creation of Subscription Version for Old Service Provider – No Broadcast


NPAC SMS shall broadcast no data to the SOAs due to the creation of an old subscription version with a new version id for the old Service Provider, using the migrating away from SPID value, for a subscription version that contains a ‘pending-like’ status prior to the update of the subscription version with the new SPID, using the migrating to SPID value.


Req 24
Update SPID on Messages Queued for Recovery


NPAC SMS shall apply the SPID update to any messages that are in the queue for recovery.




· 

· 

· 

· 

IIS:


Appendix E


SIC-SMURF NPA-NXX Download File


The SIC-SMURF NPA-NXX download file is used as input to the SPID mass update process in the NPAC SMS and all SOAs/LSMSs, to convert NPA-NXX data from the Old SPID to the New SPID.  This file contains individual fields that are pipe delimited, with a carriage return (CR) after each SIC-SMURF NPA-NXX record.


The file name for the SIC-SMURF NPA-NXX download file will be in the format:



SIC-SMURF-NPANXX.OldSPID.NewSPID.DD-MM-YYYYHH24MISS  (The SIC-SMURF-NPANXX portion is the literal string "SIC-SMURF-NPANXX".  The OldSPID is the four digit ID of the Old Service Provider.  The NewSPID is the four digit ID of the New Service Provider.)


The SIC-SMURF NPA-NXX file given in the example would be named:



SIC-SMURF-NPANXX.0001.0002.10-13-1996081122


		Explanation of the fields in the SIC-SMURF NPA-NXX download file



		Field Number

		Field Name

		Value in Example



		1

		Old Service Provider Id

		0001



		2

		New Service Provider Id

		0002



		3

		NPA-NXX Value

		312382





Example File:

0001|0002|312382(CR)

(end of NPA-NXX 1)


0001|0002|312383(CR)

(end of NPA-NXX 2)


0001|0002|312386(CR)

(end of NPA-NXX 3)


0001|0002|312382(CR)

(end of NPA-NXX 4)


0001|0002|312392(CR)

(end of NPA-NXX 5)

SIC-SMURF LRN Download File


The SIC-SMURF LRN download file is used as input to the SPID mass update process in the NPAC SMS and all SOAs/LSMSs, to convert LRN, Block (SOA/LSMS optional), Subscription Version, and scheduled event for Block (NPAC only) data from the Old SPID to the New SPID.  This file contains individual fields that are pipe delimited, with a carriage return (CR) after each SIC-SMURF LRN record.


The file name for the SIC-SMURF LRN download file will be in the format:



SIC-SMURF-LRN.OldSPID.NewSPID.DD-MM-YYYYHH24MISS  (The SIC-SMURF-LRN portion is the literal string "SIC-SMURF-LRN".  The OldSPID is the four digit ID of the Old Service Provider.  The NewSPID is the four digit ID of the New Service Provider.)


The SIC-SMURF-LRN file given in the example would be named:



SIC-SMURF-LRN.0001.0002.10-13-1996081122


		Explanation of the fields in the SIC-SMURF LRN download file



		Field Number

		Field Name

		Value in Example



		1

		Old Service Provider Id

		0001



		2

		New Service Provider Id

		0002



		3

		LRN Value

		3123820000





Example File:


0001|0002|3123820000 (CR)

(end of LRN 1)


0001|0002|3123830000 (CR)

(end of LRN 2)


0001|0002|3123860000 (CR)

(end of LRN 3)


0001|0002|3123820000 (CR)

(end of LRN 4)


0001|0002|3123920000 (CR)

(end of LRN 5)


SIC-SMURF NPA-NXX-X Download File


The SIC-SMURF NPA-NXX-X download file is used as input to the SPID mass update process in the NPAC SMS and all SOAs/LSMSs, to convert NPA-NXX-X data (SOA/LSMS optional) from the Old SPID to the New SPID.  This file contains individual fields that are pipe delimited, with a carriage return (CR) after each SIC-SMURF NPA-NXX-X record.


The file name for the SIC-SMURF NPA-NXX-X download file will be in the format:



SIC-SMURF-NPANXXX.OldSPID.NewSPID.DD-MM-YYYYHH24MISS  (The SIC-SMURF-NPANXXX portion is the literal string "SIC-SMURF-NPANXXX".  The OldSPID is the four digit ID of the Old Service Provider.  The NewSPID is the four digit ID of the New Service Provider.)


The SIC-SMURF-NPA-NXX-X file given in the example would be named:



SIC-SMURF-NPANXXX.0001.0002.10-13-1996081122


		Explanation of the fields in the SIC-SMURF NPA-NXX-X download file



		Field Number

		Field Name

		Value in Example



		1

		Old Service Provider Id

		0001



		2

		New Service Provider Id

		0002



		3

		NPA-NXX-X Value

		3123820





Example File:


0001|0002|3123820(CR)

(end of NPA-NXX-X 1)


0001|0002|3123824(CR)

(end of NPA-NXX-X 2)


0001|0002|3123862(CR)

(end of NPA-NXX-X 3)


0001|0002|3123868(CR)

(end of NPA-NXX-X 4)


0001|0002|3123928(CR)

(end of NPA-NXX-X 5)


GDMO:


No change required.


ASN.1:


No change required.


M&P:


Since the SPID Mass Update Request Process is very different from the existing M&P write-up for mass update, a new section will be created in chapter 8.


The SPID Mass Update Request Process must be flash cut on NPAC and all LSMSs during an agreed upon quiet period.


Need to define M&P steps.  Use current mass update process as baseline, and add changes to reflect SPID Mass Update Request Process.  Call NPAC personnel to give update info (both old and new SPs).  This could be at as high a level of the Old SPID to the New SPID, Old SPID for these NPAs to the New SPID, or as low a level of the Old SPID for this NPA-NXX-X to the New SPID.  NPAC personnel will enter this into the GUI and use this to generate the “abbreviated format” files (with summary records, like on board, SELECTION INPUT CRITERIA SPID MASS UPDATE REQUEST FILE – SIC-SMURF).  These are moved to the FTP site, and are available to the SPs.  The requesting SP verifies file, and authorizes the migration.  The amount of time for the migration down time is agreed upon by NPAC and all SPs on a case-by-case basis.  NPAC and all SPs start their own migration process.


Assumption is NPAC is down during this migration period.


The migration process for NPAC will create an old SV for the active ones in the old SP at the time of moving to the new.


Notes:


SPs need to look internally, if there might be a billing issue on the local side.


The NPAC billing information will not be changed for days prior to mass update of SPID.


Origination Date:  4/12/02


Originator:  Telcordia


Change Order Number:  NANC 354

Description:  Delta Download File Creation by Time Range for Network Data (cousin of 169)

Cumulative SP Priority, Weighted Average:  


Pure Backwards Compatible:  YES (May have operational impacts since this is optional functionality and not over the SOA to NPAC interface, or the NPAC to LSMS interface).


IMPACT/CHANGE ASSESSMENT


		FRS

		IIS

		GDMO

		ASN.1

		NPAC

		SOA

		LSMS



		Y

		

		

		

		Med-:Low

		???

		???





Business Need:

(the following text is copied from the existing NANC 169 change order).


Currently the NPAC does not have the ability to create a delta bulk data download file by date and time range.  This change order is expected to help with an SP’s capability to ‘catch-up’ faster after an extended outage, as porting volume increases.  The ability to create a delta bulk data download file by date and time range (downloading only the actual data required) reduces the work effort of the SP while getting the SP back in-sync with the NPAC in a more timely manner which in turn facilitates proper call routing.


(New text for NANC 354, which is a variant of NANC 169)


With this change order the NPAC will have the ability to generate a delta BDD file for NPA-NXX, LRN, and NPA-NXX-X data.

Description of Change:


((the following text is copied from the existing NANC 169 change order).


Need to change functionality when requesting NPA-NXX, LRN, and NPA-NXX-X BDD with a time range.  Currently, the NPAC provides all data (no selection criteria available).


The start and end time ranges will be included in the file name.


(New text for NANC 354, which is a variant of NANC 169)


For NPA-NXX and LRN the time range will be based on when that NPA-NXX or LRN was created/deleted in the NPAC, and for NPA-NXX-X the time range will be based on when that NPA-NXX-X was created/modified/deleted in the NPAC.


Delta BDD functionality for network data will also have an option to provide the latest view of activity in the file (e.g., if an NPA-NXX is added, then deleted, the BDD file would contain the last activity, “delete this NPA-NXX”).


For NPA-NXX and LRN, the activity includes adds and deletes.  For NPA-NXX-X, the activity includes adds, modifies, and deletes.


NOTE:  The implementation of NANC 356 will introduce modifications to NPA-NXX.

Requirements:






Req 1
Network Data Information Bulk Download File Creation – Network Data

NPAC SMS shall allow NPAC personnel to request a set of bulk data download files for Network data, which consists of NPA-NXX, LRN, and NPA-NXX-X, via the NPAC Administrative Interface.  (existing NPAC SMS functionality)


Req 2
Network Data Information Bulk Download File Creation – Selection Criteria


NPAC SMS shall include the Requesting Service Provider, All Network Data or Latest View of Network Data Activity Choice, and Time Range as Selection Criteria fields for the Network Data bulk data download files via the NPAC Administrative Interface.


Req 3
Network Data Information Bulk Download File Creation – All Network Data or Latest View of Network Data Activity Choice


NPAC SMS shall allow NPAC Personnel to select either All Network Data or Latest View of Network Data Activity, and shall use the selected choice, for Network Data.


Req 4
Network Data Information Bulk Download File Creation – Data in All Network Data Choice


NPAC SMS shall use the All Network Data selection to include all Network Data in the Network Data Bulk Data Download files.


Req 5
Network Data Information Bulk Download File Creation – Data in Latest View of Network Data Activity Choice


NPAC SMS shall use the Latest View of Network Data Activity selection to include all Network Data, in order to capture activation, modification (NPA-NXX-X only), and deletion transactions for Network Data, but only include the latest instance of the Network Data in the Network Data Bulk Data Download files, when Network Data has more than one activity (e.g., addition, then modification of an NPA-NXX-X) within the specified time range.


Note to Service Providers – The format of the BDD file doesn’t change based on the status of the Network Data but some of the fields may be blank.  Example: Creates and modifies would have all the attributes specified but disconnect and deletes would have many fields null.


Req 6
Network Data Information Bulk Download File Creation – Time Range Fields


NPAC SMS shall use the Start Time Range entry field as an inclusive start range, and the End Time Range entry field as an inclusive end range, for Network Data data that were broadcast during the specified Time Range.


Note to Service Providers – The NPAC Administrative Interface is settable for the GUI user’s local time (e.g., a USA in Chicago will have the local time set to Central Time).  M&Ps will be established to determine the correct time range on the request of the BDD file.


Req 7
Network Data Information Bulk Download File Creation – Time Range Fields and Network Data Data Model


NPAC SMS shall use the Start and End Time Range entry fields to include Network Data, based on the appropriate Broadcast Time Stamp, in order to capture the start of broadcast activity for Activation/Modification/Disconnect, when generating the file for the Latest View of Network Data Activity selection.


Req 8
Network Data Information Bulk Download File Creation – Selection Criteria Combinations


NPAC SMS shall edit the selection criteria combination as shown in the table below:


		

		Time Range

		TN Range



		All Network Data

		Rejected

		Not Available



		Latest View of Network Data Activity

		Required

		Not Available





Such that a combination of:


· All with a Time Range shall be rejected.


· Latest View shall require a Time Range.


· TN Range shall not be available for either All or Latest View.


Req 9
Network Data Information Bulk Data Download – Network Data Results


NPAC SMS shall provide a bulk data download file, based on the selection criteria, that contains all Network Data in the NPAC SMS.


Req 10
Network Data Information Bulk Data Download – Network Data Results Sort Order


NPAC SMS shall sort the Network Data Bulk Data Download files, in ascending order based on the value in the NPA-XX/LRN/NPA-NXX-X attribute.


Req 11
Network Data Information Bulk Data Download – Filters for Network Data

NPAC SMS shall apply NPA-NXX Filters to Network Data in the creation of bulk data download files.


Req 12
Network Data Information Bulk Data Download – FTP Sub-Directory


NPAC SMS shall automatically put the Network Data bulk data download files into the FTP sub-directory of the Service Provider, based on SPID, that requested the creation of the Network Data bulk data download files.


IIS


No Change Required


GDMO


No Change Required


ASN.1


No Change Required


M&P


Yes – Need to add a section for Network Data Bulk Data Downloads.
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Methods and Procedures for Service Providers Reassociation to the NPAC After  Extended Region Service Unavailability


When an NPAC Region comes back on line after an extended Service Unavailability, association to the NPAC needs to be coordinated between the NPAC and the Service Providers in the Region.


The LNPA Working Group recommends the following order for Service Provider associations to the NPAC Region to ensure an efficient recovery and return Service Availability to the Region:


1. ILEC LSMS


2. All Other Provider LSMSs 


3. ILEC SOA


4. All Other SOAs


5. LTI Providers


6/24/2002
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Review of Previous Month’s Minutes:


The team reviewed the May minutes.  The following changes were made:


· On page 2, in the 3rd bullet, strike the 3rd sentence (“It was revealed that NPAC can only send as fast as the slowest downstream LSMS can accept.).


· On page 2, under WNPO Subcommittee Report, 1st bullet for Migration of Type 1 Cellular, change 2nd sentence (“Attached is the current proposal submitted by Bell South.”), to read, “Attached is the current proposal submitted by the WNPO.”


A final copy of the May minutes will be distributed with the June draft minutes.


Subcommittee Reports:

Wireless Number Portability Operations Team WNPO:

· Cause Code 26 – Steve Addicks, MCI/WorldCom, discussed a contribution to make Cause Code 26 an optional functionality in the wireless network.  Cingular’s representative suggested that CC26 is not a mandatory requirement in TR45.  Jim Grasser stated that the WNPO will verify this.  If it is not mandatory, Steve will withdraw the contribution.


· Wireless Reseller Flows – The Wireless Reseller Flows are still being modified in the WNPO.  The plan is to complete them and submit them to the LNPA prior to the July meeting.


· Wireless NXX Code Openings to Portability – The schedule for marking wireless NXX codes as portable in the LERG (attached) will be revised to add porting NPAs.  The new schedule will be sent out during the week of 6/17.  These NPAs will become Groups 8, 9, and 10.
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· The Wireless Testing Subcommittee reported that 11 Service Providers have acknowledged at least 1 test date in 18 MSAs (10 wireless and 1 wireline).


· Two wireline providers have provided test numbers to date.


· LSOG support – The WNPO is recommending that providers support at least LSOG 5.


· NeuStar reported that 5 providers and 1 Service Bureau have completed NPAC testing.  Ten providers have requested testing dates.  Thirty providers have signed Non-Disclosure Agreements (NDAs).


· Jackie Daniels agreed to develop a draft Trouble Log to capture issues and their resolution in order to facilitate trouble-shooting.  The log will be posted on the WNPO website.


· NeuStar proposed providing a database for storing MDNs and MINs.  It would primarily be used by PSAPs and accessed via an IVR to check a 10-digit number.  Both MDN and MIN info would be returned for the 10-digit number, but no mapping between MDN and MIN would be provided.  MIN info returned is not the MIN of the 10-digit number but the MIN that IS the entered number.  MIN to TN association was discussed as a phase II.  This has been referred to NENA for possible action.


Type 1 Cellular Number Migration:


· On behalf of the WNPO, Ron Steen and Jim Grasser presented the proposal for Type 1 Cellular Number Migration to the LNPA.  This proposal centers on porting Type 1 cellular numbers, which are actually LERG-assigned to a wireline carrier, to the applicable wireless carrier on a managed project basis.  The LNPA approved the proposal and will send a liaison to the INC in issue format requesting modification of INC Guidelines in support of this process.  This will be reported to NANC at the July meeting.  Attached is the current proposal submitted by the WNPO.
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Problem / Issues Management (PIMs):


.


· PIM 1 – No change.  This PIM is CLOSED and the LNPA is awaiting the wireless reseller flows before modifying with wireline reseller flows.  The wireless flows are expected by the July LNPA meeting.


· PIM 5 – Still in Legal review with LLC and NeuStar attorneys.


· PIM 6 – NENA has developed a standard that will enable the new service provider to migrate the 911 database without it first being unlocked by the old service provider when numbers are ported.  The LNPA approved this standard at the July meeting.  NENA will work with member service providers to implement the standard.  This PIM is now CLOSED. 
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· PIMs 14 and 15 – The group held another discussion with the NeuStar Pool Administrator, Barry Bishop, on why NeuStar was requiring the new LERG-assignee to take all 10 pooled blocks when the code is transferred to them, even when that provider is not requesting all 10 blocks.  Some service providers contend that this practice is an unnecessary requirement resulting in additional cost to the industry in download transactions.  Barry stated that the guidelines in the LNP CO Code Transfer Process require the PA to allocate all 10 thousands blocks to the new LERG-assignee.  Barry agreed to take the following ACTION ITEM:

· Barry will modify the LNP CO Code Transfer Process guidelines to allow service provider choice on the number of 1K blocks they will accept.  


· Barry will then bring the modified guidelines to the LNPA for review and approval.  


· Upon LNPA approval, Barry will send a liaison to the INC (in issue format) advising of the change made within the LNPA and ask INC to check their applicable guidelines for any changes for consistency.


NOTE:  If INC guideline changes are required that affect the PA or NANPA, then an FCC Change Order will likely be required, which could push resolution out to 1Q03.  NANC 323 could be available by then, making this process and requested change moot. 


· PIM 17 – Although this PIM is CLOSED, discussion took place on NANC 356, which is a short-term solution to identifying all carriers as either wireless or wireline.  With NANC 356, all carriers will be identified in the ServiceProvName field as wireline (identified via /1) or wireless (identified via /2).  This will be broadcasted to all service providers.  M&Ps are due to the NAPM/LLC from NeuStar by the next LLC meeting.  

· PIM 18 – No change.  The WNPO will prepare the wireless reseller flows, reflecting Option B, for submission to the LNPA.  These are expected by the July LNPA meeting.

· NEW PIM 19 - Individual intra and inter-service provider ported records with same LRN as pooled block record:


This PIM addresses instances where individual ported records have been created for numbers within a pooled 1K block, however, the LRN associated with the individual records is the same as the LRN associated with the 1K block.  This dilutes the advantages of Efficient Data Representation (EDR).  The PIM’s submitter, SBC, will provide additional data to NeuStar for further investigation as to why this is occurring.  NeuStar is awaiting data from SBC.


Turn-up Testing Requirements:

The group reviewed the Requirements for Interoperability Testing (attached), provided by NeuStar, in order to serve as a framework for developing requirements for turn-up testing.  Some doubts were raised related to the enforceability of such requirements.  Rob Coffman, NeuStar, agreed to take an ACTION ITEM to draft requirements for turn-up testing that will include the 5 scenarios from the interoperability testing requirements.  Rob will submit the draft to the LNPA for review and approval.   The intent of this discussion is to provide expanded text for use in the Continued Certification Testing requirements (SOW 24) to deal with Recovery and other concerns (using production-sized databases, for example).  The enhanced Turn-Up testing, developed in connection with release 3.2 will be LNPA-WG’s opportunity to enforce adequate recovery, etc. through improved test cases.
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Change Management:


Change Management Administration:

· Charles Ryburn provided a readout of the May NANC decision on the CMA issue.  Selected NANC members are drafting a letter to the FCC recommending that NeuStar can bring the CMA function in-house.  The letter is currently circulating among the NANC members for review.


NPAC Release 3.1 Stability:


· LSMS Recovery

NeuStar stated that problems with recovery persist even after limiting range activities to 1K TNs.  In the Mid-Atlantic Region, a provider attempting LSMS recovery couldn’t handle the size of the PDU, and kept aborting and requesting the same time range for every recovery attempt.  This began a cycle of aborts and recovery attempts, each time generating notifications for each TN.  This resulted in about 300K notifications to queue up for Verizon’s SOA and flooded NPAC with numerous recovery attempts.  Jim Rooks, NeuStar, suggested that NPAC may have to stop servicing a providers recovery requests if the provider requests the same time range twice.  


Path Forward


Ron Stutheit, ESI, suggested that NPAC send back “Criteria Too Large” when an LSMS or SOA requests the same recovery time frame twice.  This will cause an LSMS or SOA to reduce the time window on the next recovery request.  Jim Rooks, NeuStar, will investigate feasibility and report back at the July LNPA.  NeuStar and local system vendors will pursue recreating this problem in test to identify root cause of why some production systems cannot accept some PDUs with fewer TNs than what they tested.  Rob Coffman, NeuStar, will coordinate this testing.  He will provide a status report via e-mail on 6/28.


NeuStar will send out a notice to the X-Regional distribution explaining the problem and advising service providers that if they appear to be in recovery for extended period of time, stop if they can and contact NPAC.


· Service Provider Maintenance Window


PIM 2 documents the industry agreements for a cooperative maintenance window.  The LNPA agreed to expand the PIM’s definition of prohibited porting activity to include all CREATEs, SV and Block Activates, Modifies, and Disconnects.  The goal here is to eliminate as much activity as possible that generates any SOA or LSMS messages during the maintenance window so service providers do not have any messages to recover when they come back on-line at the end of the window.  NeuStar will notify the industry of this change at the next X-Regional meeting and send out an e-mail to the distribution lists.


Charles Ryburn will send a request to Jim Grasser, WNPO Chair, asking that the WNPO provide their definition of “porting activity” in relationship to the maintenance window.


· Bulk Data Downloads (BDDs)

Dave Cochran, BellSouth, questioned the viability of BDDs as a recovery mechanism.  He stated that some BDDs were so large and they take so long to roll in, when they complete, they need another BDD to catch up.  Jim Rooks, NeuStar, said the shear size of the database (700 MB zipped) is a major strain on NPAC.  Jim stated that NANC Change Order 169, which will provide for a delta BDD, will help this issue.  Dave suggested that we include this as an issue for the long term interface solution.


· NPAC Database Lockups

At the request of Verizon, NeuStar described an issue that has occurred a number of times in the Northeast Region, whereby long-running database transactions requested by a service provider (e.g. queries) have locked up the NPAC database and halted operations for other providers.  Jim Rooks, NeuStar, said that NPAC has identified certain transaction requests as inefficient and directs them to a single SMS engine for processing, thus not tying up the other SMS engines.  Jim said there is a NANC Change Order (yet to be numbered) that will further define additional transactions as inefficient.


New Business:

· At the request of  the LNPA Working Group, NeuStar will document and publish the process for bringing service providers back on-line after an NPAC outage.


Next Meeting:


Future meetings have been shifted forward one half day, to full days on Wednesdays and Thursdays, in order to accommodate the WNPO committee's need for additional meeting time.


The next LNPA-WG meeting will be held at Chicago, IL. July 10-11.


Meeting Schedule:


2002 Meeting Schedule:


LNPA WG:



Host:

July 9 - 11



US Cellular - Chicago


August 13 - 15



Canadian Consortium, Vancouver, British Columbia,Canada


September 17 - 19


Verizon, Baltimore, MD


October 15 - 17



ESI, Denver, CO


November 12 - 14


Cox Communications- Atlanta


December 10 - 12


Nextel Partners – Las Vegas
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1. Executive Summary



The FCC has ordered that the wireless industry participate in Local Number Portability and Telephone Number Pooling beginning on November 24, 2002.  The order includes porting between wireline and wireless carriers as well as wireless-to-wireless porting.  



Among the topics being addressed by various industry bodies is the issue of Type 1 Wireless Interconnection Trunks and their associated telephone numbers.  These telephone numbers are assigned to wireless customers and, therefore, are functionally wireless numbers.  These numbers physically reside in wireline switches, and calls are routed to them through wireline end office switches to the Type 1 Interconnection Trunk Groups.  Calls traverse the Type 1 trunk groups to the wireless switch where they are terminated to the wireless customer.



Porting telephone numbers associated with Type 1 interconnection wireless service involves a wireline carrier even if the customer is moving from one wireless carrier to another.  Therefore, wireline-porting procedures must always be used.  This imposes undesirable constraints on the wireless carrier and involves complex porting situations for the wireline carrier.



In contrast, wireless telephone numbers that use Type 2 Wireless Interconnection Trunks actually reside in the wireless switches.  Since the numbers reside in the wireless switches, wireless-to-wireless porting processes can be used unless a wireline carrier is involved in the port (i.e., the donating or recipient carrier).  This removes the wireline constraints from a pure wireless-to-wireless port.



The Wireless Number Portability Operations (WNPO) team and the Local Number Portability Administration Working Group (LNPA-WG) propose that service providers be allowed to “migrate” the telephone number blocks associated with Type 1 Interconnection Trunks from the wireline switches into the wireless switches where they will interface the Public Switched Telephone Network over Type 2 Interconnection Trunks.  Migrating the numbers into the wireless switches offers advantages to the wireless carriers, and it minimizes the number of complex porting activities undertaken by the wireline carriers.  This is viewed to be a win-win situation.  



It is not proposed to force migration of the Type 1 telephone number blocks.  Wireless and wireline carriers who wish to migrate blocks of numbers would jointly agree to a project plan and timeline.  Details of the proposal are described further in this document. 



2. Background Information



In the First Report and Order, the FCC established rules mandating number portability for both Local Exchange Carriers
 (LEC) and Commercial Mobile Radio Service (CMRS) Providers
.  A separate timetable was established for CMRS providers, and the completion date has been extended on two occasions.  The latest schedule requires that CMRS carriers be integrated into Local Number Portability by November 24, 2002.  In addition to the current capability to port between wireline carriers, it is required that customers be able to port between wireless carriers and between wireless and wireline carriers after November 24, 2002.



Wireless carriers must interconnect with the Public Switched Telephone Network (PSTN) in order to complete calls to/from wireline carrier customers and to complete calls to/from other wireless carrier customers.  Wireless carriers normally connect to the PSTN through Type 1 Interconnection Arrangements or through Type 2 Interconnection Arrangements. 
  



2.1. Type 1 Interconnection



The Type 1 interconnection is at the Point of Interface (POI) of a trunk between a wireless service provider (WSP) switch and a local exchange carrier (LEC) end office switch.  The WSP establishes connections to the telephone numbers served by this LEC end office and numbers served by other end offices (including other carriers) through this interconnection arrangement.



Calls are handled through the Type 1 interconnection using multifrequency (MF) signaling.
  The LEC switch contains special software referred to as Trunk with Line Treatment (TWLT).  With this software, the LEC switch routes calls and records billing information for calls originating in the WSP switch as if they are from an ordinary line.  Calls going to the WSP switch/customer are routed to the Type 1 interconnection trunk group by the LEC switch.  The telephone number of the wireless customer is transmitted to the WSP switch using MF signaling.  Calls from the WSP switch to the LEC end office switch look like line originations to the LEC switch: dialed digits are collected, and call processing proceeds. 



A key point about telephone numbers that are used in the Type 1 interconnection arrangements is that they reside in the LEC switch as opposed to the WSP switch.  The WSP arranges with the LEC to use a block (or blocks) of numbers that are assigned to the WSP customers.  In some cases, an entire NPA-NXX may be dedicated to a WSP.  In other cases, the WSP has a smaller block or blocks, and the LEC is using some of the numbers in the NPA-NXX as well in a shared arrangement.  Any calls to WSP subscribers that are assigned these numbers are routed through the LEC end office switch and over the Type 1 interconnection trunk group to the WSP switch for termination to the customer.



Another key point is that a port of a WSP customer served by a Type 1 interconnection arrangement is actually a port to or from a LEC (or wireline) switch rather than a WSP (or wireless) switch.  Therefore, a port that appears to be solely between two wireless carriers may actually involve a wireline carrier.



Type 1 interconnection uses MF signaling to transmit inter-switch call processing information.  SS7 signaling capability does not exist for the Type 1 interconnection trunks; therefore, advanced services such as caller ID cannot be offered to customers whose telephone numbers are served by these trunks.



2.2. Type 2A Interconnection



The Type 2A interconnection is at the POI of a trunk between a WSP and a LEC tandem switch.  Through this interface, the WSP can establish connections to the LEC end offices and to other carriers accessible though the tandem.



With a Type 2A interconnection arrangement, the telephone numbers are assigned to the WSP and actually reside in the WSP switch.  In this regard, the WSP switch functions similarly to an end office.  Calls from the PSTN to the WSP customers route through the LEC tandem directly to the WSP switch.



Originally, Type 2A trunks used only MF signaling, but, in recent years, SS7 signaling capability has been developed.  SS7 signaling allows advanced services such as caller ID to be offered to the WSP customer.



2.3. Type 2B Interconnection



The Type 2B interconnection is at the POI of a trunk between a WSP and LEC end office switch.  The Type 2B interconnection only provides connections between the WSP and telephone numbers served by the end office to which it is interconnected.  A Type 2B interconnection is used in conjunction with the Type 2A interconnection on a high-usage basis to serve large volumes of traffic between the WSC and the LEC end office.  Just as with the Type 2A, the telephone numbers reside in the WSP switch.



Like the Type 2A interconnection arrangement, the SS7 capability has been developed for in recent years.  Advanced services requiring SS7 signaling can be offered over this interconnection.



3. Type 1 Interconnection Issues



3.1. Inability to Offer Advanced Services



Many WSPs would like to move customers that are served using Type 1 interconnection arrangements into their own switches and serve them using Type 2 interconnection arrangements.  This would be advantageous for a number of reasons, but one major reason is so that they could offer customers advanced services that require SS7 signaling capability, which is not available with Type 1 interconnection.  Until the advent of LNP, moving the customer into the WSP switch required a telephone number change.  With LNP, the customer telephone number can be ported from the LEC switch into the WSP switch.



3.2. Wireline Porting Procedures Must be Used



As previously mentioned, telephone numbers that use the Type 1 interconnection arrangement actually reside in the LEC rather than a WSP switch.  When a WSP customer served by Type 1 interconnection decides to port to another WSP, wireline porting procedures will have to be used rather than wireless porting procedures.   



3.3. LEC Switch Translation Changes and LSR Processes are Complex



LEC end office switch software uses coding similar to the coding used with Direct-Inward-Dialing (DID) trunk groups.  The switch translations that have to be established for the Type 1 interconnection trunk groups are complex.  When a telephone number is ported out of a Type 1 interconnection trunk group, it must be removed from the group translations.  This equates to taking the group apart and rebuilding it.  This is a time consuming and complex operation that puts customer service at risk.



Porting an individual telephone number in a Type 1 trunk group is a complex port rather than a simple port.  As described, there are switch translation issues, but processing the LSR involves time consuming processing as well.



3.4. Migration of Telephone Numbers that use Type 1 Interconnection



Because of the complexities of porting individual numbers out of Type 1 interconnection trunk groups, many LECs would prefer to work with the WSPs to use porting and/or pooling techniques to migrate all the numbers associated with the trunk groups on a project managed basis rather than port them on a one-by-one basis.



Migrating the numbers into the WSP switches on coordinated projects would:



· Give WSPs more control over their customers.



· Allow WSPs to offer advanced services to these customers.



· Minimize the quantity of numbers using Type 1 interconnection that a LEC would have to port out individually.



· Allow future ports of the migrated telephone numbers to be ported to other WSPs using wireless porting rules.



Migrating these telephone numbers to the wireless switches is a win-win proposal for both the LECs and the WSPs.



4. Migration of Type 1 Interconnection Dedicated NPA-NXX



When a WSP uses an entire NPA-NXX (i.e., all 10,000 numbers), LNP techniques should not be used to migrate the numbers to the WSP switch.  If the WSP and the LEC mutually agree that moving the NPA-NXX into the WSP switch is the appropriate action, changes are made to the Local Exchange Routing Guide (LERG) to indicate the new routing information using the appropriate industry guidelines.  Appropriate changes are made in the switch translations for the WSP and the switch translations for the LEC.  Other service providers must make any switch translations changes necessary to route calls based on the new LERG data.



Moving dedicated codes does not involve LNP, so service providers could pursue moving these codes immediately if desired.



5. Migration of Type 1 Interconnection Shared NPA-NXX



When a WSP shares an NPA-NXX with the LEC, number portability or number pooling techniques must be used to migrate the Type 1 interconnection numbers because the NPA-NXX will reside in more than one switch.  Migration of blocks of numbers in shared NPA-NXXs is dependent on both LEC and WSP switches being LNP capable.  The switches must be equipped with LNP software and must have sufficient processor and termination capacity available to accommodate any increased load.



5.1. Multiples of 1K Sequential Blocks of Numbers



When the numbers under consideration for migration form a sequential block of 1000 (1K) as defined by the Industry Numbering Committee Guidelines (INC), number pooling techniques rather than number porting techniques can be used to accomplish the migration. This would transfer ownership of the block from the LEC to the WSP.  It must be emphasized that it will be necessary to follow INC Pooling Guidelines
 if this procedure is used, and this procedure would only be available in areas where Number Pooling has been established.  The number of pooling areas is, however, increasing steadily.



Paragraphs 3.11 and 8.4 of the INC Guidelines refer to the transfer of assignment of a thousands-block from one service provider to another.  While the migration of a thousands-block of Type 1 interconnection numbers is similar to the description in the referenced paragraph, the conditions are not met exactly.  While it seems advantageous to use transference of assignment, a contribution would have to be submitted to and approved by the INC to broaden the definition to include this situation.



If accepted and approved, this procedure would only be applicable for complete 1K blocks.  For example, if the telephone numbers NPA-NXX-2000 through NPA-NXX-3499 make up a block to be migrated, NPA-NXX-2000 though NPA-NXX-2999 could be migrated using assignment transfer as described in the INC guidelines.  NPA-NXX-3000 through NPA-NXX-3499 would have to be migrated using LNP techniques.



When the involved carriers agree to transfer the assignment of a 1K block of numbers, a project with a timeline should be established.  The Pooling Administrator may be involved in the process to ensure that all transference requirements are met and that all necessary documentation is provided.



5.2. Blocks Smaller than 1K



When the group of Type 1 interconnected numbers is less than a 1K block, number porting techniques must be used.  When both carriers involved (the WSP and the LEC) agree that a group of numbers is to be migrated, a project with a timeline should be established.  The numbers will be ported to the WSP and, once activated, be disconnected in the LEC switch.  Porting individual Type 1 interconnected telephone numbers requires the LEC to extract the number from the DID trunk group translations.  This is a time consuming process and places other numbers in the group at risk of service loss.  When the numbers are migrated (ported) as a group, the entire group can be disconnected.  There are economies of scale realized in the laborious activities, and since the entire group is moved, there are no working numbers left at risk.



5.3. “Snap-Back” on Disconnect



LNP rules state that when a customer disconnects a telephone number that has been ported, it is returned, or “snapped-back,” to the Code Holder or Block Holder, as appropriate, for reassignment.  Migration of Type 1 numbers presents some challenges to that rule.  



If the block of numbers migrated is a sequential 1K block and the ownership is transferred as described above, the WSP becomes the block holder, and, even after subsequent ports, the number will snap-back to the WSP if disconnected.



If the block is less than 1K, then code/block ownership stays with the LEC.  If a migrated number is subsequently ported to another carrier (wireless or wireline), then disconnects, the number will be returned to the code/block holder.  In this case, the disconnected number would snap-back to the LEC.   For simplicity, it is recommended that this process not be changed.  



6. Trunk Group Resizing



When numbers that currently use Type 1 interconnection arrangements are moved into the WSP switch, they will then access the PSTN through Type 2A/B interconnection arrangements.  It will be necessary for the WSP to reevaluate the sizing of the individual Type 2A/B trunk groups to ensure that the additional call volumes can be accommodated.  It is likely that this will need to be done in conjunction with the serving LEC.



In most cases, the size of the Type 1 trunk groups can be reduced after migration.  In some cases, it is possible that the trunk group can be removed in its entirety.  It must be remembered that sometimes wireless SPs utilize Type 1 trunks to access 911 services, operator services, N11 services, and possibly other special services.  Therefore, it may be necessary to leave some Type 1 trunk groups in service.



7. Switch Capacity


The WSP should ensure that adequate switch capacity exists to move the Type 1 numbers into their switch.  Conversely, the LEC should assure that adequate capacity exists at the tandem switch (Type 2A) or at the end office (Type 2B) to terminate the additional trunking and process the additional traffic.



8. Extended Area Service and Other Dialing/Billing Arrangements


Extended Area Service (EAS) arrangements must be considered since the Type 2A serving tandems may not have the same calling area as the previous serving Type 1 end office.  Even though Type 2B interconnection trunks connect to LEC end offices, they do not provide the same service that Type 1 interconnection trunks provide.  Type 2B trunks are strictly high-usage direct connections between a particular LEC switch and a particular WSP switch.  Calls do not “tandem” through the LEC end office to the PSTN using Type 2B.



In some instances, special dialing arrangements or billing arrangements are in effect.  The impacts must be analyzed on a case-by-case basis.



9. E911 Delete Issues



When numbers using Type 1 interconnection are migrated from the LEC switch to the WSP switch, the losing LEC should ensure that the numbers are deleted from the E911 Automatic Location Identification (ALI) database.  



10.  Path Forward



Migration of Type 1 interconnected telephone numbers in dedicated NPA-NXXs can begin at any time.  It is not necessary that switches be LNP capable to move these numbers.  Since the entire 10,000 numbers would be moved at once by making changes to the LERG and appropriate switch routing changes, there is no technical reason that this cannot be done now.  It will be dependent, however, on whether or not there are existing tariffs for these changes and/or both carriers reach agreement for completion of the project.



Migration of Type 1 interconnected telephone numbers in shared NPA-NXXs requires that both the WSP and the LEC switches are LNP capable.  Currently, the FCC mandate requires the wireless industry to begin service provider portability on November 24, 2002.  The provider serving the customer is not changing with Type 1 telephone number migration.  Therefore, if both the LEC and the WSP agree and both involved switches are LNP capable, migration could occur prior to that date.



It will be necessary to provide a contribution to the INC to request a modification to the wording of the Number Pooling Guidelines to allow the transfer of ownership of 1K blocks of Type 1 interconnected numbers.



The WNPO and the LNPA-WG acknowledge that migration of telephone numbers that use Type 1 interconnection into the WSP switches can benefit both involved service providers.  Migration is recommended as a strategy to be used whenever both involved service providers agree to such activity.



� Or Wireline Service Providers




� Or Wireless Service Providers




� Detailed information about wireless interconnection arrangements can be found in GR-145-CORE, “Compatibility Information for Interconnection of a Wireless Services Provider and a Local Exchange Carrier Network,” Issue2, May 1998.  Contact Telcordia for information about purchasing this document.




� There is a variation to MF signaling that is based on a National ISDN arrangement, but it is not widely used.  More information can be obtained from GR-145-CORE, or from the companies that offer it.  The ISDN arrangement allows some advanced service capability that is not inherent to the MF arrangement.




� See the Industry Numbering Committee (INC) Thousands-Block Number (NXX-X) Pooling Administration Guidelines, INC 00-0127-023, November 12, 2001.
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APPENDIX B - Wireless Number Portability Operations – Schedule for Opening Codes in the NPAC and the LERG - Revised as of May 16, 2002



The purpose of this document is to serve as a guideline for the process of marking codes “portable” for those NPAs that will be transitioned as Pooled NPAs on November 24, 2002. Service providers should utilize the following schedule in determining their NPAC notification schedule and the effective dates that are submitted with LERG notifications.  The LERG notification date is decided upon by the carrier, but should be completed no less than 60 days prior to the effective date.  The WNPO recommends that the LERG notification be submitted by OCN for efficiency and economy.  The NPAC effective date is decided upon by the carrier, but should be prior to September 1, 2002.  The NPAC notification date should occur no fewer than 5 days prior to intra-service provider porting.



It is imperative that service providers also remember to open their codes to be used in intercarrier testing.  If needed, those codes can be opened in the LERG and NPAC earlier than the dates specified below.



Note: In the matrix below, “Pooling NPAs” refers to those NPAs in Groups 1 through 7 which include NPAs that have been listed it the first three quarters of the National Pooling Rollout Schedule, as well as the catch-up schedule for Native Block Pooling, where applicable.



Definitions:



LERG Notification Date - The date on which a code opening request is submitted to the LERG.



LERG Effective Date - The date on which the code is “portable” in the LERG.  The LERG effective date should not be less than 60 days after the LERG notification date, to ensure the update appears in the LERG.  



NPAC Notification Date - The date on which a code opening request is submitted to the NPAC. The NPAC notification date should not be less than 5 days prior to the actual use of that code for pooling and/or porting (this includes intercarrier testing and intra-service provider porting).



NPAC Effective Date - The date on which the code is opened for pooling and/or porting in the NPAC.  



Schedule for Opening Codes in the NPAC & LERG per NPA Group





NPA Group


NPAC Notification Date


Latest NPAC Effective Date


LERG Notification Date (for mass updates by OCN)


LERG Effective Date





Group 1


7/12/02


9/1/02


5/1/02


7/1/02





Group 2


7/19/02


9/1/02


5/1/02


7/15/02





Group 3


7/26/02


9/1/02


5/1/02


8/1/02





Group 4


8/2/02


9/1/02


5/1/02


8/15/02





Group 5


8/9/02


9/1/02


5/1/02


9/1/02





Group 6


8/16/02


9/1/02


5/1/02


9/15/02





Group 7


8/23/02


9/1/02


5/1/02


10/1/02





Note: For any new codes obtained prior to 11/24/02, service providers need to ensure to open them for pooling and porting in the NPAC and the LERG.



NPA Group Definitions:



Note: The catch-up NPAs for Native Block Pooling are included in Groups 1 through 5, the NPAs for the first three quarters of the national rollout schedule begin in Group 5.


GROUP 1



224
847
773
515
402
412
878
724
207
617
857



774
607
646
405
276
540
813
336
210
602
941



508



GROUP 2



631
708
630
313
570
484
610
301
240
413
862



973
845
914
718
757
386
704
980
713
832
281



GROUP 3



858
509
312
816
717
351
978
339
781
315
347



212
917
802
754
954
901
480
503
971
919
984



GROUP 4



317
860
732
848
305
786
904
886
518
310
619



415
714
541
314
410
443
201
551
385
801
585



909
504


GROUP 5



615
408
707
925
562
818
219
574
260
603
516



716
561
772
512
510
805
323
650
916
360
918



564
425
815
214
469
972
507
302
626
734
949



206



GROUP 6



202
209
505
575
440
641
203
434
804
303
720



573
404
678
770
401
703
571
407
321
262
409



660
316
712
208
612
215
267
445
856
609
251



GROUP 7



865
205
618
248
616
269
810
760
559
530
947




908
304
814
423
985
727
318
517
586
937
765



636
936
940
817
682
651
520
213
831
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Requirements for Interoperability Testing (ITP)



ITP must be performed on a SOA/LSMS Developer's software anytime that a change is made to the interface (GDMO or ASN.1) of either the NPAC SMS or the Developer's SOA/LSMS.  In the event that the interface change is initiated by the NPAC SMS, the SOA/LSMS Developers shall perform ITP on each version of SOA/LSMS software that may potentially be used by Service Providers with the new NPAC SMS interface.



The following outlines the required level of testing for specific scenarios:



1. When a local product (SOA/LSMS) is compiled with the current interface model, and a new local feature (SOA/LSMS feature) is implemented that does NOT involve a change in the use of the interface model, and the NPAC SMS is compiled with the current model, then no ITP testing is required.



2. When a local product is compiled with the current interface model, and no new local features implemented, and the NPAC SMS is compiled with the new interface model, then ITP testing is required [standard regression test cases].



3. When a local product is compiled with the new interface model, and no new local features implemented, and the NPAC SMS is compiled with the new interface model, then ITP testing is required [standard regression test cases].



4. When a local product is compiled with the new interface model, and new local features are implemented that involve the interface, and the NPAC SMS is compiled with the new interface model, then ITP testing is required [all appropriate standard regression test cases and new functionality test cases].



5. When a local product is compiled with the current interface model, and new local features are implemented that involve the interface, and the NPAC SMS is compiled with the current model, then ITP testing is required [new functionality test cases].  Note: the regression test cases would have been addressed when the vendor upgraded the local product to the current version of the interface model.
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INTRODUCTION


1.1
Purpose




This document sets forth NENA standards for all Service Providers involved in providing dial tone to end users whether or not they are the 9-1-1 Database Management System Provider or a Service Provider in an Enhanced 9-1-1 area.  It includes Database Maintenance, Quality measurements, INP, LNP and Number Pooling recommendations to be utilized for any 9-1-1 system that provides information for data display.  It defines measurements that support meaningful computations to allow for a better understanding of database quality and timeliness of database updates.   



1.2
Copyright and Responsibility




This practice was written by the NENA Data Standards Technical Committee in conjunction with specific issue Data Working Groups.  The NENA Executive Board has recommended this practice for industry acceptance and use.  For more information about this practice, contact:






National Emergency Number Association






Phone: 800-332-3911






Fax: 614-933-0911


1.3
Disclaimer




This document has been prepared solely for the voluntary use of ALI System Providers, 9-1-1 Equipment Vendors, and Service Providers. 




By using this practice, the user agrees that the National Emergency Number Association (NENA) will have no liability for any consequential, incidental, special, or punitive damages that may result.



1.4
Overview




This document defines the provisioning requirements for E9-1-1 data integrity, content and call delivery regardless of dial tone provider. It is the goal of these standards to support current and future development consistent with the concept of “One Nation, One Number”.  It is assumed that Federal, State, or Local legislation will supersede these recommendations.   



This document introduces the availability of NENA Database Administration software 




which may be downloaded from the NENA web page at www.nena9-1-1.org.   There is




no charge for this software which includes forms for MSAG Updates, E9-1-1 Inquires




(ANI/ALI trouble resolution), and additional information.   The software also allows



the user to transmit the documents via various electronic methods.  In addition this document defines recommendations for the data transmission of E9-1-1 updates by all Service providers providing dial tone within the boundaries of an Enhanced 9-1-1 Jurisdiction.  Utilization of these recommendations will provide for timely activation of emergency service databases and help to minimize costs incurred by providing accurate and consistent provisioning of ALI data.  Throughout the creation of these recommendations, the goal was to set standards that would allow the shortest amount of time a record would remain in an error condition.  All entities must be aware of any time zone differences when discussing time frames such as one (1) business day. 



1.5
Reason for Reissue




NENA reserves the right to modify this technical reference.  Whenever it is reissued, the reason(s) will be provided in this paragraph.




March 2001 Revisions - The following new approved standards documents have been added into this document:



Section 7
Government Entities Responsibilities



Section 19
Audits/Reconciliations



Section 24
Standards for Provision of 24 X 7 Telephone Company Contact Number to PSAP ALI Screen



March 2002 Revisions - The following standard has been revised:



Section 22
Standards For Local Number Portability to include General LNP Standards, Resolution of Failed Migrates, Resolution of Stranded Unlock Records, Wireline/Wireless Porting




The following standard/Exhibit is new:



Section 25
Service Provider Going Out-Of-Business



Exhibit F
Resolution of Failed Migrate Records



Exhibit G
Resolution of Migrate Received - DBMS Record Does Not Exist



Exhibit H
Resolution of Insert Received - DBMS Record Exists (Different CO ID)



Exhibit I
Resolution of Stranded Unlock Records (Action)



1.6   
Year 2000 Compliance



All systems or any part of a system that are associated with the 9-1-1 process shall be designed and engineered to ensure that no detrimental or other noticeable impact of any kind, will occur as a result of the date change to the year 2000 or any date subsequent thereto.  This shall include embedded application, computer based or any other type application. 



To ensure true compliance the manufacturer shall provide verifiable test results to an industry acceptable test plan such as BellCore GR-2945 or equivalent.


1.7       Acronyms/Terms  



1.8 Acronyms and terms utilized within this document reside within the NENA Master Glossary of 9-1-1 Terminology NENA 01-002 



The following Terms and Definitions are new terms associated with the Drafted sections of the March 2002 document.



Term


Definition





End User Move Indicator (EUMI)


A field on the Local Service request (LSR) form that indicates the end user (subscriber) is changing the Service Address during the porting process.





Failed Migrate Record


A Function of Change (M) migrate transaction record sent to the E911 DBMS by the Recipient Company which fails to process because the DBMS E911 record is still locked.   





Local Service Management System (LSMS) Database


The LSP owned network database which holds down-loaded ported number information. The NPAC SMS (service management system) downloads information to the LSMS; the LSMS supplies porting data to the SCP (service control point) used for the routing of phone calls.





Local Number Portability Administration Center (NPAC) Database


The eight (8) regional Number Portability Administration Center Databases which contain current Service Provider switching specific information about TNs involved in porting activity.  





NPAC - Interactive Voice Response (IVR)


Porting data is available throughout the U.S. from the NPAC database via IVR access.  Throughout this document, referrals to accessing porting data, DOES NOT MEAN IVR ACCESS.  





Service Provider Identifier (SPID)


A 4 character, numeric service provider identification code assigned by the National Exchange Carrier Association (NECA) to Local Exchange Carriers.   It does not include resellers, private switch owners or others not acting as LEC's who are sending customers' transaction record data to the 9-1-1 databases.





Stranded Unlock Record


A record in the E911 database unlocked by the Donor Company via a Function of Change (U) unlock transaction record for more than seven (7) days for which a migrate order has not been sent by the Recipient Company.  Once unlocked, a record remains unlocked until a (M) migrate transaction record is received, or the system's permissive migrate transition time has expired and no other changes shall be made to the record.    





Stand Alone Database


A database system created, maintained and located at a 9-1-1 Jurisdiction.





1.8
Reasons to Implement and Benefits




Industry adoption of these standards will:



· Ensure timely and accurate ALI updates



· Ensure the consistent provision of ALI data



· Improve the overall quality of the databases



· Facilitate official standards/guidelines for database management



· Assist counties, vendors, Local Exchange Carriers and ALI Service providers with



establishment of quality goals and creation of a common set of quality measurements for 9-1-1 systems



· Ensure reliable 9-1-1 call delivery



· Improve communications and remove barriers across entities



· Standardize database maintenance processes



· Standardize database maintenance error codes/messages



· Standardize database maintenance forms



· Assist Local Exchange Carriers towards compliance with FCC order: CC Docket 



95-116, complying with Local Number Portability



1.9
Implementation



How:
Use of the standards will provide the basis for agreements between the 9-1-1 Jurisdictions, Service Providers and the 9-1-1 Database Management System Provider.




Quality Measurement reporting and measurement shall be by system, state and Service Provider as a minimum.



When:
Should be used at the time that arrangements are being made between the 9-1-1 Jurisdictions, Service Providers and the 9-1-1 Database Management System Provider.




Many quality measurements will have two (2) figures associated with them.  There will be a percentage at system cutover and a continuing percentage.  Unless otherwise noted, measurements are to be made:



1. At 9-1-1 system cutover



2. A minimum of monthly thereafter



LNP standards should be completed prior to FCC mandated LNP conversion date schedule.




See related standards documents:  




- NENA 02-010, NENA Recommended Formats and Protocols for Data Exchange



- NENA 06-001, NENA Recommended Standards for Local Service Provider Interconnection Information Sharing.
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22. STANDARDS FOR LOCAL NUMBER PORTABILITY



22A.
GENERAL LNP STANDARDS



22A.1
Allow any certified company to send end user telephone number records to the appropriate Database Management System (DBMS) Provider for any valid NPA-NXX that has access to 9-1-1.



22A.2
Adopt the use of the Company ID on all transactions and include it on all embedded telephone number records in the 9-1-1 database. The telephone number and Company ID relationship will remain the same until the record is unlocked and migrated or completely disconnected.  For these standards to work a Service Provider providing both wireline and wireless services must have separate NENA Company Ids and SPIDs.  For the purposes of this document fixed wireless service is recognized as wireline service. 



22A.3
The DBMS Provider and Local Exchange Carrier (LEC) must work together to modify the embedded telephone numbers to include the 3-5 character Company ID as referenced in the document “NENA Company ID Registration Service” available through the NENA National office.



22A.4
The Service Provider identified by NPAC/LSMS/IVR validation, upon completion of porting, is responsible for accurate representation of each end user telephone number record in the 9-1-1 DBMS database. In some systems this may require additional record updates be sent to the DBMS system to correct end user records. 



22A.5
In an LNP environment using the Location Routing Number (LRN) managed by a Number Portability Administration Center – Service Management System (NPAC-SMS), the recipient LEC upon request to port a telephone number, must notify the donor LEC using the industry recommended Local Service Request (LSR) form. This will allow the creation, by the donor LEC of an unlock (U) or delete (D) function code transaction record based upon the Firm Order Confirmation (FOC) provided by the donor Company.



22A.6
Create two (2) additional function codes for NENA-02-001, NENA Recommended Formats for Data 



Exchange to assure data integrity:  



U -Unlock function transaction record sent by the donor LEC.  This will make the telephone number available for the recipient LEC to overwrite the embedded telephone number record.  The “U” function code requires a match of Company ID. 



M -Inward (migration) function transaction record sent by the recipient LEC.  This transaction requires an “unlocked” record in the 9-1-1 database and will replace the customer information and the Company ID on the "unlocked" record. The “M” function code does not require a match of Company ID.  



22A.7
When the subscriber location and DBMS remain the same, the ported out telephone numbers should 



remain in the 9-1-1 database for ALI retrieval until the migration (M) function code transaction from the recipient LEC successfully updates the record.  This supports the expectation of uninterrupted 9-1-1 service.



22A.8
The recipient LEC will send a complete telephone number transaction record to migrate the end user's service, not just the telephone number and Company ID.



22A.9
When a customer ports a telephone number and moves at the same time, the affected LEC’s will provide the following information:



a.
The donor LEC will provide a delete (D) function code transaction record if the EUMI field on the LSR is “Yes”



b. The recipient LEC will provide a migrate (M) function code transaction record to the DBMS



c.     The DBMS Provider will change the recipient LEC's migrate (M) function code transaction record to an insert (I) function code transaction record and process the record.



22A.10
The following edits for the C and D function codes in the NENA-02-001, NENA Recommended Formats for Data Exchange for transactions are in addition to any existing edits:  




C -create error conditions if Company ID does not match between the embedded telephone number record in the 9-1-1 database and an update transaction record.




D -create error conditions if Company ID does not match between the embedded telephone number record in the 9-1-1 database and the delete transaction record.



22A.11
The service orders should be completed on the date (completion date) the porting activities occur.  It is recommended that upon order completion, the unlock (U) function code transaction record be sent by the donor LEC and the migrate (M) function code transaction record be sent by the recipient LEC to the DBMS Provider. 



22A.12
It is expected that cooperative efforts occur between Service Providers to resolve all error conditions in a timely manner. Each LEC must assure that all internal LNP processes have been completed and the telephone number is actually ported, prior to calling the other LEC for assistance. 



22A.13
Each LEC providing portability must identify and maintain 9-1-1 LNP “points-of-contact” within their company. These contacts must be communicated to interconnecting carriers and DBMS providers. 



22A.14
Each LEC should investigate if the possibility of record movement between DBMS's exists within their service areas and make provisions for dealing with the situation should it arise.



22A.15
It is recommended that each affected LEC identify what causes missing or delayed unlock (U) or migrate (M) function code transaction records to occur and resolve the record conditions within their company.



22A.16
Any DBMS records associated with Direct Outward Dialing (DOD) numbers that cannot receive callbacks should include a clear reference to a valid inward number at the same location.



22A.17
If a donor LEC is porting out a portion of numbers on a customer's account, and that portion includes the Pilot telephone number on an account, the donor LEC must address the loss of the Pilot number and assure that all porting out telephone numbers are unlocked.



22A.18
It is recommended that Stand Alone Databases providing 9-1-1 ALI data to areas where LNP is operational, will utilize the Unlock and Migrate update functions of change and other ALI/LNP data standards to provide consistency across database platforms and LEC update processes.



22A.19
Once a telephone number has been ported to a LEC, and as long as the telephone number is serviced by the LEC; any subsequent moves, changes or disconnects would be accomplished using the standard function codes of Change or Delete. The only time porting function codes of Unlock or Migrate are utilized is when porting is actually in progress.



22B.
RESOLUTION OF FAILED MIGRATES (See Exhibits F, G and H)



22B.1
E911 Database Providers will compare “failed migrates” to the NPAC (or LSMS database) at a minimum of once each business day. (See Exhibit F)  



a. If the NPAC Service Provider owner is the Recipient company, the current E911 DBMS record shall be unlocked without donor company participation and the (M) migrate record processed.  Both the Donor Company and the Recipient Company are sent notification of the DBMS actions taken.  



b. If the NPAC owner is the Donor company, the (M) migrate record shall be placed in an error status and/or in a waiting file.  During the Migrate recycle period, the NPAC database shall be referenced daily to determine if the record has been Activated by the Recipient company.  If so, the record shall be unlocked and the (M) migrate record processed.  If, at the end of ten (10) days, the NPAC database shows ownership remains with the Donor Company, the (M) migrate record shall be deleted.  Only the Company that sent the Migrate record is sent notification of the actions taken.   



c.  
If the NPAC database shows the owner is neither the Recipient nor the Donor Company, the (M) migrate record shall be placed in an error status and/or in a waiting file.  During the Migrate recycle period, the NPAC database shall be referenced at a minimum once each business day to determine if the record has been Activated by the Recipient company.  If so, the (M) migrate record shall be processed.  If, at the end of the ten (10) days, the NPAC database shows ownership remains with a Service Provider that is not the Recipient company, the (M) migrate record shall be deleted.  The company that sent the Migrate record and the NPAC identified Service Provider are sent notification of this activity.  The NPAC identified Service Provider is responsible for assuring the update information is correct for the telephone number in question.  



d. If the E911 DBMS record does not exist, the NPAC database shall be referenced to determine if the record has been Activated by the Recipient company.  If so, the (M) migrate record shall be processed as an (I) insert record.  If, at the end of the ten (10) days, the NPAC database shows ownership remains with a Service Provider that is not the Recipient company, the (M) migrate record shall be deleted.  The Recipient company and the NPAC identified Service Provider are sent notification of this activity. (See Exhibit G)



The reporting activities by the DBMS Provider detailed above should occur no less than weekly. 



IMPORTANT NOTES:  



When the NPAC is accessed and a condition of "Record Does Not Exist" is identified for the telephone number being queried, the telephone number is not a ported or pooled number. The Service Provider who owns the NPA/NXX-X is the provider of record. 



The above actions shall in no way absolve the Donor Company of their responsibility for following normal procedures for submitting (U) unlock or (D) delete records.



In Canada where the Company ID used by the 9-1-1 database systems is other then the SPID used by the NPAC-SMS / LSMS, it is understood that the above recommendations cannot apply. 



22B.2
If an (I) insert record is received by the E911 DBMS and a record already exists in the DBMS belonging to a different Service Provider, the NPAC database shall be referenced at a minimum once each business day to determine if the record has been Activated by the Recipient company.  If so, the (I) insert record shall be processed as a (M) migrate record.  If, at the end of the ten (10) days, the NPAC database shows ownership remains with a Service Provider that is not the Recipient company, the (I) insert record shall be deleted.  The company who sent the Insert record and the NPAC identified Service Provider are sent notification of this activity. (See Exhibit H)



22B.3
Until the DBMS Service Provider has implemented standards 22B.1 and 22B.2  the following standards must be complied with:



a.
Create a unique informational message code if a migrate (M) function code transaction record is processed and the corresponding embedded database record remains locked.



b.
Create a unique informational message code if a migrate (M) function code transaction record is attempting to process and the corresponding embedded database record is locked with the recipient LEC Company ID.



c. Create a unique error condition code identifying when a migrate (M) function code transaction record reprocessing fails in the attempt to update the 9-1-1 database.



d. The DBMS Provider should make an exception report(s) available on a daily basis to the donor LEC if their embedded telephone number records are in an unlocked state.



e. The DBMS Provider will reprocess all migrate (M) function code transaction records that did not successfully process because the record is still locked, a minimum of one additional time in one additional business day.  Migrate (M) function code transaction records needing to be reprocessed by the DBMS will generate an informational error.  If the final migrate (M) function code transaction update attempt fails, the transaction will be treated as an error. Pursuant to local regulations, it is recommended that the Company ID of the locked telephone number record in the DBMS be identified in the error record.



f. It is recommended that the DBMS Provider change a record with a migrate (M) function code to an insert (I) function code when there is no existing telephone number record in the DBMS database to be migrated for the telephone number being ported. 



g.
The donor LEC shall be responsible for identification and referral to the recipient LEC of all records unlocked (U) by their company that have not been migrated within 7 business days. Written notification should be sent to the recipient LEC with potential escalation to the appropriate regulatory authorities.



h.
The recipient LEC shall be responsible for successful resolution of all migrated (M) function code transaction records produced by their company which have not processed due to the unlock (U) function code transaction record not being generated by the donor LEC. Written notification should be sent to the donor LEC with potential escalation to the appropriate regulatory authorities.



i. The DBMS administrator shall never re-lock a record previously unlocked by a donor LEC.  The donor LEC can re-lock its own unlocked records, only if it is determined that the end-user is still a customer of the donor LEC. If the donor LEC relocks the embedded record the migrate (M) function code transaction record should be used.  



22C.
RESOLUTION OF STRANDED UNLOCK RECORDS (See Exhibit I)



22C.1
The DBMS Service Provider will compare stranded unlocked records to the NPAC (or LSMS database) on a weekly basis (at a minimum) for all unlocked records aged (7) days or older, with results as follows:



a.     If the NPAC Service Provider owner is the Donor Company, the E911 DBMS record shall be relocked to the Company ID of the Donor Company. The Donor Company will be sent notification of the DBMS action taken.



b. If the NPAC Service Provider owner is a wireline company other than the Donor Company, the E911 DBMS record shall be locked to the Company ID of the NPAC identified company. Both the donor company and the NPAC identified company are notified of the DBMS actions taken. If the NPAC Service Provider is a wireless company other than the Donor Company, the unlock should be changed to a delete (D) function code transaction record and deleted.



c. If a Migrate (M) function code transaction record is received at any time prior to the relocking of the DBMS record, suspend the stranded unlock record process flow and process the Migrate record as normal.



22C.2
Until the DBMS Service Provider has implemented standard 22C.1 the following standards must be complied with:



E911 Database Service Providers will compare “stranded unlock records” in their respective E911 databases to the NPAC (or LSMS) database.  The SPID found in the NPAC database for each stranded unlock record will be translated to the appropriate NENA COMPANY ID.  The compare would be completed weekly for all stranded unlocked records aged seven (7) days or older, with results as follows:



a.  
The NPAC database shows a different Service Provider from the E911 database.  A TN file is created of these records and sorted by the NENA Company ID. This file will be sent to the recipient Company identified as the Service Provider for the stranded unlock records for resolution within five (5) business days.   



b.  
The NPAC database shows the same Service Provider as the E911 database.  A TN file of these records is created and sorted by the NENA Company ID. This file will be sent to the Company identified as the Service Provider for the stranded unlock records for resolution within five (5) business days. 



c. The TN of the stranded unlock record is not found in the NPAC database.  A TN file of these records is created and sorted by the NENA Company ID. Notification will be made to the Company identified on the stranded unlock record to resolve the (U)unlock within five (5) business days. A note of explanation should accompany the files stating that these records are unlocked in the E911 database BUT the NPAC has no record of any porting activity.   



d. It is important that each of these discrepancies are investigated by the responsible company, and not simply re-locked.  For example it is possible that these stranded unlock records are the result of a Recipient Company failing to migrate the DID lines behind an ISDN-PRI.  It is also possible that the Recipient Company ported the customer’s dial tone but never updated the E911 database. In all cases, investigation is required.



e. The E911 Database Provider should create a statistical report identifying by NENA Company ID the number of stranded unlocked records aged more than 30 calendar days.  This file should be sent as notification to the appropriate emergency governing authorities.



22D.
WIRELINE/WIRELESS PORTING




22D.1
Wireline to Wireless porting: The Donor Wireline Service Provider will send delete (D) function code transaction records to the DBMS Service Provider to remove the wireline database record



22D.2
Wireless to Wireline porting: The Recipient Wireline Service Provider may send either migrate (M) function code transaction records or insert (I) function code transaction records or to the DBMS Service Provider to establish the E911 database record. If the migrate (M) function code is used, it is recommended that the DBMS Provider change a record with a migrate (M) function code to an insert (I) function code when there is no existing unlocked (U) telephone number record in the DBMS database to be migrated for the telephone number being ported. 



23. 
STANDARDS FOR CONTAMINATED NUMBER POOLING



23.1
If a decision is made to return an NPA/NXX number block to the number pool administrator, steps should be taken to insure that the integrity of the 9-1-1 DBMS database is upheld.



23.2 The internal company service order to port the number back to its own switch does not need to, and should not, generate any update to the DBMS database.  The Telephone Number record in the DBMS database should remain exactly the same since the customer name, address, telephone number remains the same and the same Company ID remains on the record.  Therefore, LEC's must be cautious to ensure that no update is sent to the DBMS unless otherwise advised.



25. SERVICE PROVIDER GOING OUT-OF-BUSINESS



25.1
The E911 DBMS Service Provider will require written confirmation of the exact date the Service Provider is going out of business. 



25.2 The Service Provider going out of business will continue to submit transactions to the E911 DBMS Service Provider for transferring and keeping up-to-date customers information as long as the Service Provider remains in service.



25.3 The Service Provider going out of business will unlock all remaining 9-1-1 records effective with its termination of service to enable any new Service Provider to migrate the existing 9-1-1 record should the customer port a TN after wind-down of business. 



25.4
In the event the Service Provider going out of business does not unlock all remaining records effective with its termination date the E911 DBMS Service Provider will be authorized to unlock all current Service Provider going out of business records, on the effective date of going out of business. The E911 Data Provider will send written confirmation to the Service Provider going out of business contact that all records were unlocked on the effective date of going out of business.    



 NENA LNP Proposal - Exhibit F



Resolution of Failed Migrate Records



Initial Action:



























































Note:  If the DBMS record is unlocked by the OSP CLEC at any time prior to the deletion of the Migrate SOI, suspend the flow and process the received Migrate SOI as normal.



NENA LNP Proposal - Exhibit G



Resolution of Migrate Received - DBMS Record Does Not Exist



Initial Action:




































































Note:  If an Insert record is received at any time prior to the deletion of the Migrate SOI, suspend this flow and revert to the process described in Exhibit F (Resolution of Failed Migrate Records) .



NENA LNP Proposal - Exhibit H



Resolution of Insert Received - DBMS Record Exists (Different CO ID)


Initial Action:







































































NENA LNP Proposal - Exhibit I



Resolution of Stranded Unlock Records (Action)


Initial Action:





















































Note:  If a Migrate SOI is received at any time prior to the relocking of the DBMS record to the OSP, suspend the flow and process the received Migrate SOI as normal.










































Delete the Migrate SOI Record after




ten (10) Days









Report the NPAC Related Process/Delete Transaction to the Affected SPs
























No









Yes









Does NPAC Match Migrate SOI NSP?









Process the Received Migrate SOI









DBMS Provider References NPAC (LSMS)  Daily during Recycle Period









No









Yes









DBMS Record Changed to Unlock (U) Status









DBMS Provider Holds the Migrate SOI in LNP E911 Error Status









Does NPAC Match Migrate SOI NSP?









DBMS Provider Verifies SP Ownership in  NPAC or LSMS Database









Migrate SOI goes to LNP-E911 Error status









Migrate SOI Received from NSP




DBMS Record Locked to OSP









Migrate SOI Received from NSP




DBMS Record Does Not Exist in DBMS 









Migrate SOI goes to  Error status (No Existing Record)









DBMS Provider Verifies NSP Ownership in NPAC Database









Does NPAC Match Migrate SOI NSP?









Hold the Migrate SOI in Error Status.  Check NPAC Database Daily for Ten (10) Days.









Migrate Record Changed to Insert (I) FOC









Yes









No









Does NPAC Match Migrate SOI NSP?









Process the Received Insert SOI









Yes









No









Does NNX Owner Match Insert SOI NSP? 









Yes









No









Report the NPAC Related Process/Delete Transaction to the Affected SPs









Delete the Migrate SOI Record









Insert SOI Received from NSP




DBMS Record Exists in DBMS w/Different CO ID 









Insert SOI goes to Error status (DBMS Record Exists - Different CO ID)









DBMS Provider Verifies NSP Ownership in NPAC Database









Hold the Insert SOI in  Error Status.  Check NPAC Database Daily for Ten (10) Days.









Does NPAC Match Insert SOI NSP?









Insert Record Changed to Migrate (M) FOC









Yes









No









Does NPAC ID Match Insert SOI NSP?









Yes









Begin the Process referenced in Exhibit F (Resolution of Failed Migrate Records)









No









Does NNX Owner Match Insert SOI NSP? 









Yes









No









Report the NPAC Related Delete Transaction to the Affected SPs









Delete the Insert 




SOI Record









DBMS Record Unlocked by OSP




Migrate SOI Not Received from NSP 









DBMS Record is Placed in "U" Status









DBMS Verifies no Migrate SOI is Pending or in Any Error Status









DBMS Verifies NSP Ownership in NPAC or LSMS Database









Does NPAC Match DBMS Record?









Relock the DBMS record to an "L" Status














No









Yes









DBMS Record Changed to Match NPAC NSP NENA ID









Lock the DBMS record to an "L" status









Report the NPAC Related Change/Relock Transaction to the Affected SPs
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