Future Release Change Orders – Working Copy


Future Release Change Orders

Updated On: 05/01/04

Apr ‘04:  During the April 2004 APT meeting the group reviewed the fourteen change orders in the APT working document (focusing on the first eight change orders).  Since there are additional change orders in the monthly change order summary document, it was agreed that a separate list should be provided of available change orders separate from the fourteen in the APT working document.  That is the purpose of this working document.

Categorization/prioritization has NOT been factored into this list.  That activity is scheduled to take place in a future LNPAWG meeting.

Change Order Summary Matrix

	Ranking
	Change Order
	Description
	Benefits
	NPAC
LOE
	SOA
LOE
	LSMS
LOE
	Weighted
Avg

	
	NANC 138
	Definition of Cause Code
	Distinct Conflict Cause Code when SV goes into conflict as a result of a cancel request
	Low
	Low
	Low
	

	
	NANC 147
	Version ID Rollover Strategy
	Mandatory once we run out of IDs (mostly for SV-IDs, but also applies to LRN-IDs, NPA-NXX-IDs, etc.)
	High
	High?
	High?
	

	
	NANC 151
	TN and Number Pool Block Addition to Notification
	TN and NPB values included in notifications sent from the NPAC
	Low
	Low
	N/A
	

	
	NANC 193
	TN Processing during NPAC SMS NPA Split Processing
	Specific rules/requirements on NPAC behavior when requests are sent during the time NPAC is performing NPA Split updates
	High +
	N/A
	N/A
	

	
	NANC 200
	Notification of NPA Splits
	SPs are sent a notification of NPAC activities involving NPA Splits
	Med-Low
	Med
	Med
	

	
	NANC 219
	NPAC Monitoring of SOA/LSMS Associations
	Additional method of detecting a downed/missing association, monthly reports of LSMS availability (based on active association)
	Low-High
	N/A
	N/A
	

	
	NANC 227/254 
	Exclusion of Service Provider from an SV’s Failed SP List
	Ability to perform subsequent SV activity when a failed SP list exists, by doing a fake “resend” to the failed LSMS, which will remove the SP from the failed list
	Med
	N/A
	Med-Low
	

	
	NANC 232
	First Port Notification on Web BB
	Additional web info for SPs, useful for those that don’t automatically receive “first port” notifications
	Low
	N/A
	N/A
	

	
	NANC 285
	SOA/LSMS Requested Subscription Version Query Max Size
	Allows a requesting SOA/LSMS to retrieve more data than the maximum size using a “send me more” request, similar to the NPAC GUI’s “More” button
	Low
	Med-High
	Med-High
	

	
	NANC 299
	NPAC Monitoring of SOA and LSMS Associations via Heartbeat
	Additional method of detecting a downed/missing association, through the use of a TCP level heartbeat message
	Med
	Med-High
	Med-High
	

	
	NANC 300
	Resend Exclusion for Number Pooling
	(same as 227/254, but for NPBs)  Ability to perform subsequent NPB activity when a failed SP list exists, by doing a fake “resend” to the failed LSMS, which will remove the SP from the failed list
	Med
	Med-Low
	Med-Low
	

	
	NANC 321
	Regional NPAC NPA Edit of Service Provider Network Data – NPA-NXX Data
	Better data integrity on NPA-NXXs residing in the correct NPAC region
	Med
	N/A
	N/A
	

	
	NANC 346
	GDMO Change to Number Pool Block Data Managed Object Class (Section 29.0) and Documentation Change to Subscription Version Managed Object Class (Section 20.0)
	Resolves an error situation when the NPAC attempts to correct an attribute during an audit
	N/A
	Low
	Low
	

	
	NANC 355
	Modification of NPA-NXX Effective Date (son of ILL 77)
	Ability to modify an NPA-NXX effective date, rather than the current method of deleting, then re-adding, which causes operational issues for some SPs
	Med-Low
	TBD
	TBD
	

	
	NANC 357
	Unique Identifiers for wireline versus wireless carriers (long term solution)
	SP attribute that indicates SP type, rather than the current interim solution that appends an indicator at the end of the SP name
	Med-Low
	TBD
	TBD
	

	
	NANC 358
	Change for ASN.1: Change SPID Definition
	Consistent definition/characteristics of the NPAC’s SPID attribute to be in line with the OCN (Operating Company Number) definition at OBF
	Low
	TBD
	TBD
	

	
	NANC 362
	Vendor Metrics
	NPAC volume metrics that are passed to vendors to allow them to create transaction models based on actual porting data
	TBD
	N/A
	N/A
	

	
	NANC 363
	Lockheed to NeuStar private enterprise number: Change to NeuStar registration number
	Changes the CMIP messaging to use the correct NeuStar reference rather than the old Lockheed Martin reference
	TBD
	Low
	Low
	

	
	NANC 372
	SOA/LSMS Interface Protocol Alternatives
	Alternative means/protocol to communicate to the NPAC
	TBD
	TBD
	TBD
	

	
	NANC 382
	“Port-Protection” System
	Registered users can no longer have their service inadvertently ported (or slammed)
	TBD
	TBD
	TBD
	

	
	NANC 386
	Single Association for SOA/LSMS
	Resolves a current undocumented situation that allows misleading “phantom” associations (valid association but no traffic)
	TBD
	TBD
	TBD
	

	
	NANC 389
	Performance Test-Bed
	Test environment designed for high volume
	N/A
	N/A
	N/A
	

	
	NANC 392
	Removal of Cloned Copies of SVs and NPBs
	More efficient NPAC processing capabilities, removal of non-broadcast data
	TBD
	N/A
	N/A
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Backwards Compatibility Definition
There are two areas of Backwards Compatibility.  These are defined below:

· Pure Backwards Compatibility – implies that interface specification has NOT been modified and therefore, no recompile is necessary.  Also, no behavior on the NPAC SMS has been modified to provide any change to the previously existing functionality accessible over the interface.

· Functional Backwards Compatibility – implies that the interface may have been modified, however the changes are such that only a recompile is necessary to remain backward compatible.  Any new functionality is optionally implemented by accessing the newly defined features over the interface.  Also, no changes may be made to any existing interface functionality that will require modifications to SOA and/or LSMS platforms.

The general guideline is that subsequent releases of a major release (e.g., 2.0, 2.1, 2.1.1, etc.) must support Pure Backward Compatibility.  Also, major releases should support at least one version of Functional Backward Compatibility (i.e., R3.0 should be Functional Backward Compatible to R2.0).  The objective is that all releases remain Functional Backwards Compatible, if possible.

Origination Date:  8/11/1997

Originator:  CMA
Change Order Number:  NANC 138
Description:  Definition of Cause Code

Cumulative SP Priority, Weighted Average:  
Pure Backwards Compatible:  YES

IMPACT/CHANGE ASSESSMENT

	FRS
	IIS
	GDMO
	ASN.1
	NPAC
	SOA
	LSMS

	Y
	N
	
	
	Low
	Low
	Low


Business Need:

Currently the “NPAC SMS Automatic Conflict from Cancellation”, notification does not have a distinct Cause Code.

This Change Order will provide a notification with a Cause Code enabling the SP to take the proper action to minimize service interruption for the customer being ported.

Description of Change:

NANC 54 defined the cause code values and the FRS was to be updated.  Due to an oversight this update was not made in the FRS.  The change was going to be applied in FRS 1.4 and 2.2.  However, a discrepancy was found. The defined values specified in NANC 54 are as follows:

The values less than 50 were reserved for NPAC SMS internal use.

Other defined values are:

0 – NULL (DO NOT MODIFY)

1 -
NPAC automatic cancellation

50 -
LSR Not Received

51 -
FOC Not Issued

52 -
Due Date Mismatch

53 -
Vacant Number Port

54 -
General Conflict

In the table in the FRS the following cause code is defined:  NPAC SMS Automatic Conflict from Cancellation

There is no corresponding code defined in Change Order NANC 54.  Is there a numeric value or is this cause code valid?

Requirements:

Requirements for the cause code addition would be as follows:

RR5-36 should be renumbered to RR5-36.2.

Req 1 (new number will be RR5-36.1) – Cancel Subscription Version – Cause Code for New SP Timer Expiration

NPAC SMS shall set the cause code to “NPAC SMS Automatic Conflict from Cancellation” after setting the Subscription Version status to conflict from cancel-pending when the new Service Provider has not acknowledged the cancellation and after the Cancellation-Final Concurrence Window has expired.

RR5-36 RR5-36.2
Cancel Subscription Version - Inform Service Providers of Conflict Status

NPAC SMS shall notify the old and new Service Providers upon setting a Subscription Version to conflict. 

SV data model update:

	Status Change Cause Code
	N (2)
	
	Used to specify reason for conflict when old Service Provider Authorization is set to False, or to indicate NPAC SMS initiated cancellation. Valid values are: 

0 - No value

1 - NPAC SMS Automatic Cancellation

2 -
NPAC SMS Automatic Conflict from Cancellation

50 - LSR Not Received

51 - FOC Not Issued

52 - Due Date Mismatch

53 - Vacant Number Port

54 – General Conflict


IIS:

No change required.

GDMO:

No change required.

ASN.1:

No change required.

M&P:

No change required.

Origination Date:  8/27/1997

Originator:  AT&T
Change Order Number: NANC 147
Description:  Version ID Rollover Strategy

Cumulative SP Priority, Weighted Average:  
Functional Backwards Compatible:  NO

IMPACT/CHANGE ASSESSMENT

	FRS
	IIS
	GDMO
	ASN.1
	NPAC
	SOA
	LSMS

	Y
	
	
	
	High
	High?
	High?


Business Need:

Currently there is no strategy defined for rollover if the maximum value for any of the id fields (sv id, lrn id, or npa-nxx id) is reached.  One should be defined so that the vendor implementations are in sync.  Currently the max value used by Lockheed is a 4 byte-signed integer and for Perot it is a 4 byte-unsigned integer.

Sep 99 LNPA-WG (Chicago), since the version ID for all data is driven by the NPAC SMS, the rollover strategy should be developed by Lockheed.  SPs/vendors can provide input, but from a high level, the requirement is to continue incrementing the version ID until the maximum ([2**31] –1) is achieved, then start over at 1, and use all available numbers at that point in time when a new version ID needs to be assigned (e.g., new SV-ID for a TN).

Description of Change:

A strategy on how we look for conflicts for new version id’s must be developed as well as a method to provide warnings when conflicts are found.

Oct 98 LNPAWG (Kansas City), it was requested that we begin discussing this in detail starting with the Jan 99 LNPAWG meeting.  Beth will be providing some information on current data for the ratio of SV-ID to active TNs (so that we can get a feel for how much larger the SV-ID number is compared to the active TNs).

Sep 99 LNPA-WG (Chicago), Lockheed will begin developing a strategy for this.

Jun 00 LNPA-WG (Chicago), AT&T analysis and calculation (using current and projected porting volumes) indicate that a need for a version ID rollover strategy is more than five years away.  Therefore, this change order is removed from R5, and will be discussed internally by NeuStar technical staff.

Jul 00 LNPAWG: NeuStar will track the problem.  It will be a NeuStar internal design.  Change order to stay on open list for possible later Document Only changes.

Origination Date:  9/4/97

Originator:  Bellcore

Change Order Number:  NANC 151
Description:  TN and Number Pool Block Addition to Notifications
Cumulative SP Priority, Weighted Average:  

Pure Backwards Compatible:  NO

Functional Backwards Compatible:  YES with Sunset

IMPACT/CHANGE ASSESSMENT

	FRS
	IIS
	GDMO
	ASN.1
	NPAC
	SOA
	LSMS

	Y
	N
	Y
	Y
	Low
	Low
	N/A


Business Need:
This change order saves research time for SOA operational staff when they receive a notification for a subscription version that has inadvertently been removed from their local database or was never received.  Currently, only the NPAC subscription version id (SVID) is included in the notification message.  If the SOA missed the subscription version create message (“object creation”, which includes both TN and SVID), any subsequent notification that the NPAC sends cannot be associated with the TN, since those subsequent notifications currently do not include the TN.

Description of Change:

It has been requested that the TN for the subscription version be added to all notifications that currently contain SVID but not TN from the NPAC SMS.  It is possible for a SOA in a disconnect or modify-active situation, to not have the SV record in their database.  Therefore, when the attribute/status change notification comes from the NPAC SMS, there is no way to correlate its version id with the TN on the disconnect or modify request in SOA.

This would be a deviation from the standard since the TN would not have been an attribute that was changed.

Jun 00 LNPAWG (Chicago), Additionally, the same type of change should be done for Number Pool Block (i.e., add the NPA-NXX-X to all notifications that currently contain Block-ID but not NPA-NXX-X).

Requirements:

Req 1
Subscription Version Status Attribute Value Change – Send TN

NPAC SMS shall send the Subscription Version TN when sending a Subscription Version Status Attribute Value Change notification.

Req 2
Subscription Version Attribute Value Change – Send TN

NPAC SMS shall send the Subscription Version TN when sending a Subscription Version Attribute Value Change notification.

Req 3
Number Pool Block Status Attribute Value Change – Send NPA-NXX-X

NPAC SMS shall send the Number Pool Block NPA-NXX-X when sending a Number Pool Block Status Attribute Value Change notification.

Req 4
Number Pool Block Attribute Value Change – Send NPA-NXX-X

NPAC SMS shall send the Number Pool Block NPA-NXX-X when sending a Number Pool Block Attribute Value Change notification.

Req 5
Subscription Version TN Attribute Flag Indicator 

NPAC SMS shall provide a Subscription Version TN Attribute Flag Indicator, which is defined as an indicator on whether or not the Service Provider supports receipt of the Subscription Version TN attribute in a Subscription Version Status Attribute Value Change notification.

Req 6
Modification of Subscription Version TN Attribute Flag Indicator

NPAC SMS shall allow the NPAC Personnel, via the NPAC Administrative Interface, to modify the Subscription Version TN Attribute Flag Indicator.

Req 7
Subscription Version TN Attribute Flag Indicator Default Value

NPAC SMS shall default the Subscription Version TN Attribute Flag Indicator to TRUE.

Req 8
Number Pool Block NPA-NXX-X Attribute Flag Indicator 

NPAC SMS shall provide a Number Pool Block NPA-NXX-X Attribute Flag Indicator, which is defined as an indicator on whether or not the Service Provider supports receipt of the Number Pool Block NPA-NXX-X attribute in a Number Pool Block Status Attribute Value Change notification.

Req 9
Modification of Number Pool Block NPA-NXX-X Attribute Flag Indicator

NPAC SMS shall allow the NPAC Personnel, via the NPAC Administrative Interface, to modify the Number Pool Block NPA-NXX-X Attribute Flag Indicator.

Req 10
Number Pool Block NPA-NXX-X Attribute Flag Indicator Default Value

NPAC SMS shall default the Number Pool Block NPA-NXX-X Attribute flag Indicator to TRUE.

IIS

No Changes Required

GDMO

-- 11.0 LNP Subscription Version Status Attribute Value Change Notification 
subscriptionVersionStatusAttributeValueChange NOTIFICATION 
    BEHAVIOUR  subscriptionVersionStatusAttributeValueChangeBehavior; 
    WITH INFORMATION SYNTAX  LNP-ASN1.VersionStatusAttributeValueChange 
    AND ATTRIBUTE IDS 
        value-change-info subscriptionVersionAttributeValueChangeInfo, 
        failed-service-provs subscriptionFailed-SP-List, 
        status-change-cause-code subscriptionStatusChangeCauseCode, 
        subscription-tn subscriptionTN, 
        access-control accessControl; 
    REGISTERED AS {LNP-OIDS.lnp-notification 11}; 
subscriptionVersionStatusAttributeValueChangeBehavior BEHAVIOUR 
    DEFINED  AS ! 
        This notification type is used to report changes to the 
        subscriptionVersionStatus field.  It is identical to an 
        attribute value change notification as defined in M.3100 
        except for the addition of the list of failed service 
        providers in cases where the version status is active, failed or 
        partial failure and the subscriptionStatusChangeCauseCode if 
        it is set. 
        Failed lists will also be potentially sent for subscription versions 
        with statuses of active, failed, partial failure, and old. 

        If the service provider's <> indicator is set in their service provider profile, 
        the subcriptionTN is provided. 
    !; 

-- 13.0 LNP Number Pool Block Status Attribute Value Change Notification 
numberPoolBlockStatusAttributeValueChange NOTIFICATION 
    BEHAVIOUR  numberPoolBlockStatusAttributeValueChangeBehavior; 
    WITH INFORMATION SYNTAX 
LNP-ASN1.NumberPoolBlockStatusAttributeValueChange 
    AND ATTRIBUTE IDS 
        value-change-info subscriptionVersionAttributeValueChangeInfo, 
        failed-service-provs numberPoolBlockFailed-SP-List, 
        access-control accessControl, 
        npa-nxx-x numberPoolBlockNPA-NXX-X; 
    REGISTERED AS {LNP-OIDS.lnp-notification 13}; 
numberPoolBlockStatusAttributeValueChangeBehavior BEHAVIOUR 
    DEFINED  AS ! 
        This notification is used to report changes to the 
        numberPoolBlockStatus field. It is identical 
        to an attribute value change notification as defined in M.3100 
        except for the addition of the list of failed service 
        providers. 
        The failed service provider list reflects the EDR service 
        providers who failed to receive the number pool block and any non-EDR 
        service provider who failed to receive the corresponding subscription 
        versions of LNP type equal to 'pool'. 
        Failed lists will be potentially sent for number pool blocks 
        with statuses of active, failed, partial failure and old. This 
        notification will be sent to the SOAs when the 
        numberPoolBlockSOA-Origination is true for the number pool block 
        object. 
  
        If the service provider's <> indicator is set in their service provider profile, 
        the numberPoolBlockNPA-NXX-X is provided. 
    !; 

ASN.1

NumberPoolBlockStatusAttributeValueChange ::= SEQUENCE { 
    value-change-info [0] AttributeValueChangeInfo, 
    failed-service-provs [1] Failed-SP-List OPTIONAL, 
    access-control [2] LnpAccessControl, 
    block-npa-nxx-x [3] NPA-NXX-X OPTIONAL 
} 

VersionStatusAttributeValueChange ::= SEQUENCE { 
    value-change-info [0] AttributeValueChangeInfo, 
    failed-service-provs [1] Failed-SP-List OPTIONAL, 
    subscription-status-change-cause-code [2] SubscriptionStatusChangeCauseCode 
        OPTIONAL, 
    access-control [3] LnpAccessControl , 
    subscription-tn [4] PhoneNumber OPTIONAL 

} 


M&P

Yes (Will need procedure for setting flags)

To modify the “Subscription Version TN Attribute” parameter in a Service Provider Profile the following steps must be followed:

1. Service Provider Personnel will contact NPAC Personnel with a request to modify their “Subscription Version TN Attribute” Parameter. Valid values for this parameter are “True” or “False”.  The value is automatically defaulted to “True” indicating the Service Provider supports the Subscription Version TN Attribute parameter. If the Service Provider requests a parameter that falls outside the valid range, the request will be denied.

2. NPAC Personnel shall validate the caller’s name and authorization code against a list of authorized Service Provider Personnel. If the caller cannot be validated the request is denied. If the caller is validated the request is processed.

3. NPAC Personnel, using the NPAC Administrative Interface, shall navigate to the appropriate Service Provider profile and set the Subscription Version TN Attribute indicator to the value requested by the Service Provider. The NPAC SMS will generate a confirmation message to the screen indicating the change has been made successfully.

To modify the “Number Pool Block NPA-NXX-X Attribute” parameter in a Service Provider Profile the following steps must be followed:

1. Service Provider Personnel will contact NPAC Personnel with a request to modify their “Number Pool Block NPA-NXX-X Attribute” Parameter. Valid values for this parameter are “True” or “False”.  The value is automatically defaulted to “True” indicating the Service Provider supports the Number Pool Block NPA-NXX-X Attribute parameter. If the Service Provider requests a parameter that falls outside the valid range, the request will be denied.

2. NPAC Personnel shall validate the caller’s name and authorization code against a list of authorized Service Provider Personnel. If the caller cannot be validated the request is denied. If the caller is validated the request is processed.

3. NPAC Personnel, using the NPAC Administrative Interface, shall navigate to the appropriate Service Provider profile and set the Number Pool Block NPA-NXX-X Attribute indicator to the value requested by the Service Provider. The NPAC SMS will generate a confirmation message to the screen indicating the change has been made successfully.

Origination Date:  1/23/98

Originator:  NANC T&O

Change Order Number:  NANC 193
Description:  TN Processing during NPAC SMS NPA Split Processing
Cumulative SP Priority, Weighted Average:  

Pure Backwards Compatible:  YES

IMPACT/CHANGE ASSESSMENT

	FRS
	IIS
	GDMO
	ASN.1
	NPAC
	SOA
	LSMS

	Y
	
	
	
	High+
	N/A
	N/A


Business Need:
Currently the NPAC SMS performs NPA Split processing at the start of the Permissive Dial Period (PDP), based on data input on the NPAC OpGUI.  This processing only affects data at the NPAC since nothing is broadcast to Service Providers as a result of Split processing.  The general understanding of all parties is that NPAC behavior would not change until the start of PDP (i.e., sending out the new NPA-NXX for requests using the old NPA-NXX).

However, since NPA Split processing could take a lengthy period of time to accomplish (in almost all instances thousands of SVs need to be updated), what is the expected NPAC behavior for Service Provider requests that are sent during this Split processing window of time (i.e., before the start of PDP)?  Some of the NPAC responses may be processed and returned prior to the start of PDP, while others may be processed and returned shortly after the start of PDP (e.g., several seconds or a minute or more later).  Additionally, on the Service Provider side, what is the expected behavior and response for audits that are sent to the LSMS during this NPA Split processing window of time?  The same issue applies at the end of PDP.

With this change order, the behavior of the NPAC would be clearly defined for requests that are sent/received/processed/returned during the Split processing window immediately before/during/after the start of PDP and the end of PDP.

Description of Change:

There was group consensus that NPAC behavior would not change until the start of permissive dialing.  An example would be an audit that occurred during split processing one-minute before the start of permissive dialing.  The NPAC should act as if permissive dialing has not yet started for the audit initiated during split processing.  The Split processing should have no effect on operations of the system.

A clarification requirement should be added as follows:

NPAC SMS shall process requests during split processing prior to the start of permissive dialing as if the split processing has not yet occurred.

Additional clarification requirement:

NPAC SMS shall in a download request made after permissive dialing start for subscription version data sent prior to permissive dialing start, return the new NPA-NXX for subscription versions involved in an NPA Split.

The following questions need to be answered by vendors:

· What will the SOA do if it sends an old NPA-NXX prior to PDP and the NPAC returns the new SV with the new NPA-NXX?  What would happen for a create/audit/query?

· What will LSMS systems do if an audit is sent for new NPA prior to PDP?

· Are there LSMS that will not be able to handle audits on new NPA-NXX right at the start of PDP?

· How long does it take for NPAC/SOA/LSMS to split an NPA-NXX?

· What is the NPAC behavior for recovery spanning time before & after PDP?

· If NPAC splits starting at midnight and SOA sends new NPA-NXX for an NPA-NXX not in split what would happen?

After reviewing the above questions, it was determined that the NPAC should act as if the split had not occurred during split processing prior to permissive dialing.

A matrix of answers received above has been created.

The table describes the behavior for the NPAC SMS as agreed upon for NPA Splits.  Service Providers and SOA, LSMS and NPAC Vendors need to evaluate this and insure this is their understanding.  We need to insure that this behavior is covered in the requirements and if it is not create requirements.  We may want to consider adding this table to the FRS in addition to the existing requirements to provide an overview of the behavior. 

	Split Scenarios
	Prior to PDP Start
	During PDP
	After PDP Completion

	New NPA-NXX SV Create


	If a TN create is sent to the NPAC SMS with the new NPA for an NPA-NXX that is involved in a split prior to PDP, the NPAC SMS will:

· Accept and process the new NPA-NXX port request, storing and returning the SV with the new NPA-NXX, as long as the due date is greater than or equal to the effective date of the NPA-NXX.
	If a TN create is sent to the NPAC SMS with the new NPA for an NPA-NXX that is involved in a split during PDP, the NPAC SMS will:

· Accept and process the new NPA-NXX port request, storing and returning the SV with the new NPA-NXX.
	If a TN create is sent to the NPAC SMS with the new NPA for an NPA-NXX that is involved in a split after PDP completes, the NPAC SMS will:

· Accept and process the request, storing and returning the SV with the new NPA-NXX.

	Old NPA-NXX SV Create
	If a TN create is sent to the NPAC SMS with the old NPA for an NPA-NXX that is involved in a split prior to PDP, the NPAC SMS will:

· Accept and process the port request, storing and returning the SV with the old NPA-NXX (normal processing).
	If a TN create is sent to the NPAC SMS with the old NPA for an NPA-NXX that is involved in a split during PDP, the NPAC SMS will:

· Accept and process the port request, storing the SV with the new NPA-NXX and sending the new NPA-NXX in SOA notification messages associated with the SV.
	If a TN create is sent to the NPAC SMS with the old NPA for an NPA-NXX that is involved in a split after PDP completion, the NPAC SMS will:

· Accept and process the old NPA-NXX port, storing and returning the SV with the old NPA-NXX, if the old NPA-NXX is still a valid NPA-NXX that is open for porting.

	New NPA-NXX SV Activate, Modify, Modify- Pending, Conflict, Cancel, Disconnect
	If a TN request is sent to the NPAC SMS with the new NPA for an NPA-NXX that is involved in a split prior to PDP, the NPAC SMS will: 

Reject the activate, modify, modify-pending, conflict, cancel or disconnect request because the SV would not yet be associated with the new NPA-NXX if it was not created with the new NPA-NXX.

If a modify, modify pending, conflict or cancel were sent for a pending TN in the new NPA-NXX it would be accepted and processed.

An activate or a disconnect request for a TN in the new NPA-NXX would not be valid since that NPA-NXX would not yet be effective.  The effective date of the new NPA-NXX must be the start of permissive dialing per the NPAC SMS requirements.
	If a TN request is sent to the NPAC SMS with the new NPA for an NPA-NXX that is involved in a split during PDP, the NPAC SMS will:

Accept and process the request for the activate, modify, modify-pending, conflict, cancel or disconnect for the TN.
	If a TN request is sent to the NPAC SMS with the new NPA for an NPA-NXX that is involved in a split after PDP completes, the NPAC SMS will:

Accept and process the request for activate, modify, modify-pending, conflict, cancel or disconnect for the TN.

	Old NPA-NXX SV Activate, Modify, Modify- Pending, Conflict, Cancel, Disconnect
	If a TN request is sent to the NPAC SMS with the old NPA for an NPA-NXX that is involved in a split prior to PDP, the NPAC SMS will:

Accept and process the request for the activate, modify, modify-pending, conflict, cancel or disconnect for the TN.
	If a TN request is sent to the NPAC SMS with the old NPA for an NPA-NXX that is involved in a split during PDP, the NPAC SMS will:

Accept and process the request for the activate, modify, modify-pending, conflict, cancel or disconnect for the new TN.
	If a TN request is sent to the NPAC SMS with the old NPA for an NPA-NXX that is involved in a split after PDP completion, the NPAC SMS will:

The activate, modify, modify-pending, conflict, cancel or disconnect would be rejected unless there was a new pending/active port created in the old NPA-NXX after PDP completion.

	New NPA-NXX Audit

	If an audit request is sent to the NPAC SMS with the new NPA for an NPA-NXX that is involved in a split prior to PDP, the NPAC SMS will: 

Accept and process the audit request for the New NPA-NXX despite the fact that  the NPA-NXX is not yet effective.  Note: The NPAC SMS does not, and the LSMSs should not, have subscription versions for the new NPA-NXX.
	If an audit request is sent to the NPAC SMS with the new NPA for an NPA-NXX that is involved in a split during PDP, the NPAC SMS will:

Accept and process the audit request for the New NPA-NXX.  
	If an audit request is sent to the NPAC SMS with the new NPA for an NPA-NXX that is involved in a split after PDP completes, the NPAC SMS will:

Accept and process the audit request for the New NPA-NXX.

	Old NPA-NXX Audit


	If an audit request is sent to the NPAC SMS with the old NPA for an NPA-NXX that is involved in a split prior to PDP, the NPAC SMS will:

Accept and process the audit request for the Old NPA-NXX.
	If an audit request is sent to the NPAC SMS with the old NPA for an NPA-NXX that is involved in a split during PDP, the NPAC SMS will:

Accept and process the audit request for the Old NPA-NXX.
	If an audit request is sent to the NPAC SMS with the old NPA for an NPA-NXX that is involved in a split after PDP completion, the NPAC SMS will:

Accept and process the audit request for the Old NPA-NXX if the Old NPA-NXX is still a valid NPA-NXX in the NPAC SMS.  Otherwise the audit request would be rejected.

	New NPA-NXX LSMS – Creates, Deletes, Modifies 
	The NPAC SMS will not send any creates, deletes, or modifies to the LSMS for the New NPA-NXX prior to PDP due to the fact that the New NPA-NXX effective date would not be greater than the start of PDP (per the requirements).
	If a TN request is sent from the SOA for the New NPA-NXX that is involved in a split during PDP, the NPAC SMS will send the New NPA-NXX to the LSMS.
	If a TN request is sent from the SOA for the New NPA-NXX that is involved in a split after PDP, the NPAC SMS will send the new NPA-NXX to the LSMS.

	Old NPA –NXX LSMS – Creates, Deletes, Modifies
	If a TN request is sent from the SOA for the Old NPA-NXX that is involved in a split prior to PDP, the NPAC SMS will send the old NPA-NXX.
	If a TN request is sent from the SOA for the old NPA-NXX that is involved in a split during PDP, the NPAC SMS will always send the new NPA-NXX.
	If a TN request is sent from the SOA for an Old NPA-NXX that is involved in a split after PDP, the NPAC SMS will send the Old NPA-NXX, provided that the Old NPA-NXX is still a valid NPA-NXX in the NPAC SMS.  If the Old NPA-NXX is not valid, the request will be rejected.

	New NPA-NXX LSMS Queries
	If a TN query request is sent by the LSMS for the New NPA-NXX that is involved in a split prior to PDP, the NPAC SMS would always return no subscription versions.  No subscription versions would be returned due to the fact that there would be no active subscription versions because the new NPA-NXX would not have reached it’s effective date.
	If a TN request is sent from the LSMS for the New NPA-NXX that is involved in a split during PDP, the NPAC SMS will always return the subscription versions in the new NPA-NXX.
	If a TN query request is sent from the LSMS for the New NPA-NXX that is involved in a split after PDP, the NPAC SMS will always return the subscription versions in the new NPA-NXX.

	Old NPA –NXX LSMS Queries
	If a TN query request is sent from the LSMS for an Old NPA-NXX that is involved in a split prior to PDP, the NPAC SMS will always return the subscription versions in the Old NPA-NXX.
	If a TN query request is sent from the LSMS for an Old NPA-NXX that is involved in a split during PDP, the NPAC SMS will always return the subscription versions in the new NPA-NXX except in cases where the query spans multiple NPAs.  In cases where a query spans multiple NPAs, the Old NPA-NXXs specified are not converted to the new NPA-NXX.
	If a TN query request is sent from the LSMS for the Old NPA-NXX that is involved in a split after PDP, the NPAC SMS will always return the subscription versions in the Old NPA-NXX if the Old NPA-NXX is still a valid NPA-NXX in the NPAC SMS.  If the Old NPA-NXX is not valid, then the request will be rejected.


It was discussed that this clarification requirement would have to be implemented by SOA, LSMS, and NPAC vendors.  This requirement would shorten the window when errors could occur for the change of an NPA.  It was requested that we review and document on behavior in the following situations: When the NPAC receives a request sent before the split after the split start, how should it respond?  Also when an SOA or LSMS receives a request sent before the split after the split start, how should it respond?

IIS flows for error scenarios will be created.  If an activate using the new NPA-NXX is received by the NPAC SMS before PDP it will be rejected.  If an SV using the old NPA-NXX is received after the end of PDP it will be treated as the old NPA-NXX if that NPA- NXX is still a valid portable NPA-NXX in the NPAC SMS, otherwise it will be rejected.  Download requests after the start of PDP for information occurring before PDP should reflect the new NPA- NXX for subscription versions involved in a Port.

Requirements:

Req 1
Request Processing during Split Processing Prior to Permissive Dialing Period Start

NPAC SMS shall process requests during split processing prior to the start of the permissive dialing period as if the split processing has not yet occurred.

Req 2
Download Requests Made After Permissive Dialing Period Start for Subscription Version Data Sent Prior to Permissive Dialing Period Start

NPAC SMS shall, in a download request made after the start of the permissive dialing period, for subscription version data sent prior to permissive dialing start, return the new NPA-NXX for subscription versions involved in a NPA Split.

Subscription Version Processing Prior to Permissive Dialing Start

Req 3
Subscription Version Creates with the New NPA for an NPA-NXX that is Part of a NPA Split Prior to Permissive Dialing Period Start

NPAC SMS shall accept, process, store, and return a Subscription Version create request for a TN that contains the new NPA of an NPA-NXX that is part a NPA split prior to the start of the permissive dialing period as long as the due date is greater than or equal to the effective date of the NPA-NXX.

Req 4
Subscription Version Modify Pending with the New NPA for an NPA-NXX that is Part of a NPA Split Prior to Permissive Dialing Period Start

NPAC SMS shall reject a Subscription Version modify pending request for a TN that contains the new NPA of an NPA-NXX that is part a NPA split prior to the start of the permissive dialing period if the original create request was not made with the new NPA-NXX.

Req 5
Subscription Version Cancel with the New NPA for an NPA-NXX that is Part of a NPA Split Prior to Permissive Dialing Period Start

NPAC SMS shall reject a Subscription Version cancel request for a TN that contains the new NPA of an NPA-NXX that is part a NPA split prior to the start of the permissive dialing period if the original create request was not made with the new NPA-NXX.

Req 6
Subscription Version Activate with the Old NPA for an NPA-NXX that is Part of a NPA Split Prior to Permissive Dialing Period Start

NPAC SMS shall accept a Subscription Version activate request for a TN that contains the old NPA of an NPA-NXX that is part a NPA split prior to the start of the permissive dialing period if the original create request was made with the old NPA-NXX.

Req 7
Subscription Version Modify Activate with the Old NPA for an NPA-NXX that is Part of a NPA Split Prior to Permissive Dialing Period Start

NPAC SMS shall accept a Subscription Version modify activate request for a TN that contains the old NPA of an NPA-NXX that is part a NPA split prior to the start of the permissive dialing period if the original activate request was made with the old NPA-NXX.

Req 8
Subscription Version Modify Pending with the Old NPA for an NPA-NXX that is Part of a NPA Split Prior to Permissive Dialing Period Start

NPAC SMS shall accept a Subscription Version modify pending request for a TN that contains the old NPA of an NPA-NXX that is part a NPA split prior to the start of the permissive dialing period if the original create request was made with the old NPA-NXX.

Req 9
Subscription Version Cancel with the Old NPA for an NPA-NXX that is Part of a NPA Split Prior to Permissive Dialing Period Start

NPAC SMS shall accept a Subscription Version cancel request for a TN that contains the old NPA of an NPA-NXX that is part a NPA split prior to the start of the permissive dialing period if the original create request was made with the old NPA-NXX.

Req 10
Subscription Version Disconnect with the Old NPA for an NPA-NXX that is Part of a NPA Split Prior to Permissive Dialing Period Start

NPAC SMS shall accept a Subscription Version disconnect request for a TN that contains the old NPA of an NPA-NXX that is part a NPA split prior to the start of the permissive dialing period if the original activate request was made with the old NPA-NXX.

Subscription Version Processing After Permissive Dialing Completion

Req 11
Subscription Version Creates with the Old NPA for an NPA-NXX that is Part of a NPA Split After Permissive Dialing Period Completion

NPAC SMS shall accept, process, store, and return a Subscription Version create request for a TN that contains the old NPA of an NPA-NXX that was part a NPA split after the completion of the permissive dialing period as long as the old NPA-NXX is still a valid NPA-NXX that is open for porting.

Req 12
Subscription Version Activate with the Old NPA for an NPA-NXX that is Part of a NPA Split After Permissive Dialing Period Completion

NPAC SMS shall accept a Subscription Version activate request for a TN that contains the old NPA of an NPA-NXX that is part a NPA split after the completion of the permissive dialing period if the original create request was made with the old NPA-NXX.

Req 13
Subscription Version Modify Activate with the Old NPA for an NPA-NXX that is Part of a NPA Split After Permissive Dialing Period Completion

NPAC SMS shall accept a Subscription Version modify activate request for a TN that contains the old NPA of an NPA-NXX that is part a NPA split after the completion of the permissive dialing period if the original activate request was made with the old NPA-NXX.

Req 14
Subscription Version Modify Pending with the Old NPA for an NPA-NXX that is Part of a NPA Split After Permissive Dialing Period Completion

NPAC SMS shall accept a Subscription Version modify pending request for a TN that contains the old NPA of an NPA-NXX that is part a NPA split after the completion of the permissive dialing period if the original create request was made with the old NPA-NXX.

Req 15
Subscription Version Cancel with the Old NPA for an NPA-NXX that is Part of a NPA Split After Permissive Dialing Period Completion

NPAC SMS shall accept a Subscription Version cancel request for a TN that contains the old NPA of an NPA-NXX that is part a NPA split after the completion of the permissive dialing period if the original create request was made with the old NPA-NXX.

Req 16
Subscription Version Disconnect with the Old NPA for an NPA-NXX that is Part of a NPA Split After Permissive Dialing Period Completion

NPAC SMS shall accept a Subscription Version disconnect request for a TN that contains the old NPA of an NPA-NXX that is part a NPA split after the completion of the permissive dialing period if the original activate request was made with the old NPA-NXX.

Audits Prior to Permissive Dialing Period Start

Req 17
Audit Request for the New NPA-NXX Prior to Permissive Dialing Period Start

NPAC SMS shall accept and process an audit request for a new NPA-NXX that is part of a NPA Split prior to the start of the permissive dialing period.

Note:  The NPAC SMS does not, and the LSMSs should not, have active subscription versions for the new NPA-NXX that is part of a NPA Split prior to start of the permissive dialing period.

Audits After Permissive Dialing Period Completion

Req 18
Audit Request for the Old NPA-NXX After Permissive Dialing Period Completion

NPAC SMS shall accept and process an audit request for an old NPA-NXX that is part of a NPA Split prior after the completion of the permissive dialing period if the old NPA-NXX is still a valid NPA-NXX in the NPAC SMS.

Queries Prior to Permissive Dialing Period Start

Req 19
Query Request Using the New NPA-NXX Prior to Permissive Dialing Period Start

NPAC SMS shall respond to an LSMS Subscription Version query using the new NPA-NXX that is part of a NPA Split prior to the start of the permissive dialing period with no subscription versions.

Note: No Subscription Versions would be returned due to the fact that there would be no active Subscription Versions because the new NPA-NXX effective date would not have been reached.

Queries After Permissive Dialing Period Completion

Req 20
Query Request Using the Old NPA-NXX After Permissive Dialing Period Completion

NPAC SMS shall respond to an LSMS Subscription Version query using the old NPA-NXX that is part of a NPA Split after the completion of the permissive dialing period with subscription versions in the old NPA-NXX if the old NPA-NXX is still a valid NPA-NXX in the NPAC SMS and active Subscription Versions exist for the old NPA-NXX.

IIS

TBD

GDMO

TBD

ASN.1

TBD

M&P

TBD

Origination Date:  2/28/1998

Originator:  AGCS

Change Order Number:  NANC 200
Description:  Notification of NPA Splits

Cumulative SP Priority, Weighted Average:  
Pure Backwards Compatible:  NO

Functional Backwards Compatible:  YES

IMPACT/CHANGE ASSESSMENT
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	Y
	Y
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	Med
	Med


Business Need:

Currently not all SPs are aware of NPA Splits and are not performing their database updates, thus causing database errors and industry confusion.  In order to ensure that customer service is not negatively affected during an NPA Split, it is essential that the NPAC and all SPs databases be synchronized.

This change order will provide notifications via the NPAC interface to all SPs regarding NPA –NXX Split information.

Description of Change:

It has been requested that to facilitate synchronization during NPA split, the NPAC via the mechanized interface should notify the SOA and LSMSs.  The preferred method would be to have a new managed object that contains all split information.  It would still be up to the respective system to perform the splits, but all systems would be in sync.  A second alternative would be to have the NPAC issue a notification that states the NPAC is start/ending split processing.

Note:  Some SPs may have zero effort on this change effort, if NANC 192 is also implemented, and those SPs also take the input from the LERG (thereby ignoring this new M-EVENT-REPORT).

Requirements:

Req 1 – NPA Split – NPA Split Notification for Start PDP

NPAC SMS shall send an NPA Split notification to all Service Providers that support NPA Split Notification Information via the SOA to NPAC SMS Interface and NPAC SMS to Local Interface, once the NPAC SMS has completed the NPA Split Start Processing (start PDP).

Req 2 – NPA Split – NPA Split Notification for End PDP

NPAC SMS shall send an NPA Split notification to all Service Providers that support NPA Split Notification Information via the SOA to NPAC SMS Interface and NPAC SMS to Local Interface, once the NPAC SMS has completed the NPA Split End Processing (end PDP).

Req 3 – NPA Split – NPA Split Notification for Removal of NXX

NPAC SMS shall send an NPA Split notification to all Service Providers that support NPA Split Notification Information via the SOA to NPAC SMS Interface and NPAC SMS to Local Interface, once the NPAC SMS has removed an NXX from an NPA Split only in cases where the NPA Split is currently in PDP.

Req 4 – NPA Split – Filters for NPA Split Notification

NPAC SMS shall apply NPA-NXX Filters to NPA Split Notifications.

Req 5 – NPAC Customer SOA NPA Split Notification Indicator

NPAC SMS shall provide a mechanism to indicate whether a Service Provider supports receiving the NPA Split Notification message, by sending this message to their SOA via the SOA to NPAC SMS Interface.

Req 6 – NPAC Customer SOA NPA Split Notification Indicator – Default

NPAC SMS shall default the SOA NPA Split Notification Indicator to FALSE.

Req 7 – NPAC Customer SOA NPA Split Notification Indicator – Modification

NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the SOA NPA Split Notification Indicator on the NPAC Customer record.

Req 8 – NPA Split Information – Service Provider SOA NPA Split Notification Indicator Sending of NPA Split Notification

NPAC SMS shall send NPA Split Notification Information, via the SOA to NPAC SMS Interface, if the Service Provider's SOA NPA Split Notification Indicator is TRUE.

Req 9 – NPA Split Information – Service Provider SOA NPA Split Notification Indicator Suppression of NPA Split Notification

NPAC SMS shall suppress NPA Split Notification Information, via the SOA to NPAC SMS Interface, if the Service Provider's SOA NPA Split Notification Indicator is FALSE.

Req 10 – NPAC Customer LSMS NPA Split Notification Indicator

NPAC SMS shall provide a mechanism to indicate whether a Service Provider supports receiving the NPA Split Notification message, by sending this message to their Local SMS via the NPAC SMS to Local SMS Interface.

Req 11 – NPAC Customer LSMS NPA Split Notification Indicator – Default

NPAC SMS shall default the LSMS NPA Split Notification Indicator to FALSE.

Req 12 – NPAC Customer LSMS NPA Split Notification Indicator – Modification

NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the LSMS NPA Split Notification Indicator on the NPAC Customer record.

Req 13 – NPA Split Information – Service Provider LSMS NPA Split Notification Indicator Sending of NPA Split Notification

NPAC SMS shall send NPA Split Notification Information, via the NPAC SMS to Local SMS Interface, if the Service Provider's LSMS NPA Split Notification Indicator is TRUE.

Req 14 – NPA Split Information – Service Provider LSMS NPA Split Notification Indicator Suppression of NPA Split Notification

NPAC SMS shall suppress NPA Split Notification Information, via the NPAC SMS to Local SMS Interface, if the Service Provider's LSMS NPA Split Notification Indicator is FALSE.

RR6-29
Notification Recovery

NPAC SMS shall support recovery of all CMIP notifications defined in the IIS that are emitted over the NPAC SMS to Local SMS and SOA to NPAC SMS interfaces.  Examples of notifications to be recovered include:

· subscriptionVersionNewNPA-NXX

· subscriptionVersionDonorSP-CustomerDisconnectDate

· subscriptionVersionAudit-DiscrepancyRpt

· subscriptionAuditResults

· lnpNPAC-SMS-Operational-Information 

· subscriptionVersionNewSP-CreateRequest (time sensitive T1 New SP)

· subscriptionVersionOld-SP-ConcurrenceRequest (time sensitive T1 Old SP)

· subscriptionVersionOldSPFinalWindowExpiration (time sensitive T2 Old SP)

· subscriptionVersionStatusAttributeValueChange

· numberPoolBlockStatusAttributeValueChange

· attributeValueChange

· objectCreation

· objectDeletion

· lnpNetworkNPA-SplitInformation (if supported by the recovering SP)

· For a complete list of notifications reference the IIS.

IIS:

A new entry will be added in section 4.1.4, Notification Interface Functionality, to Exhibit 1, The Notification Interface Functionality Table.

New flow is shown below:

B.4.5.x

NPA Split Processing Notification

This scenario shows the broadcast of an NPA Split notification by the NPAC SMS.
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1. Action is taken by the NPAC SMS to process NPA Split.

2. The NPAC SMS sends an M-EVENT-REPORT request to all Local SMS(s) accepting downloads for the NPA-NXX for the lnpNetworkNPA-SplitInformation notification.

3. The Local SMS(s) respond by sending an M- EVENT-REPORT confirmation back to the NPAC SMS.

4. The NPAC SMS sends an M-EVENT-REPORT request to all SOA(s) accepting downloads for the NPA-NXX for the lnpNetworkNPA-SplitInformation notification.

5. The SOA(s) respond by sending an M- EVENT-REPORT confirmation back to the NPAC SMS.

GDMO:

-- 11.0 LNP Network Managed Object Class

lnpNetwork MANAGED OBJECT CLASS

    DERIVED FROM "CCITT Rec. X.721 (1992) | ISO/IEC 10165-2 : 1992":top;

    CHARACTERIZED BY

        lnpNetworkPkg;

    CONDITIONAL PACKAGES

    lnpDownloadPkg PRESENT IF

        !the object is instantiated on the NPAC SMS!;

    lnpNetworkNPA-SplitInformationPkg PRESENT IF

        !the object is instantiated on the NPAC SMS!;
    REGISTERED AS {LNP-OIDS.lnp-objectClass 11};

lnpNetworkPkg PACKAGE

    BEHAVIOUR

        lnpNetworkDefinition,

        lnpNetworkBehavior;

    ATTRIBUTES

        lnpNetworkName GET;

    ;

lnpNetworkDefinition BEHAVIOUR

    DEFINED AS !

        The lnpNetwork class is the managed object that is used as the

        container object for the serviceProvNetwork objects.

        This object has been created primarily for scoping efficiency.

        The lnpDownloadPkg will only be used for lnpNetwork object

        instantiated on the NPAC SMS (Data Download Association Function). 

        This package is used for initiating from the Local SMS or SOA

        downloading of serviceProvNetwork, serviceProvNPA-NXX,

        serviceProvNPA-NXX-X and serviceProvLRN object creation,

        modification, or deletion to the Local SMS or SOA from 

        the NPAC SMS.

    !;

lnpNetworkBehavior BEHAVIOUR

    DEFINED AS !

        Local SMS, SOA, and NPAC SMS Managed Object used for the Local SMS to

        NPAC SMS and the SOA to NPAC SMS interfaces.

        The Local SMS, SOA, and the NPAC SMS can M-GET any lnpNetwork

        object (Data Download Association Function).  The lnpNetworkName

        attribute is read only and can not be changed via the NPAC SMS

        to Local SMS or SOA to NPAC SMS Interfaces once the object

        has been created.  The  value of lnpNetworkName will always

        be "lnpNetwork".

        Only one of these objects will exist and it will only be

        created at startup of the CMIP agent software on the NPAC SMS

        the Local SMS or SOA.

        The lnpDownloadPkg will only be used for an lnpNetwork object

        instantiated on the NPAC SMS.  This package is used for initiating

        downloading of NPA-NXX and LRN object creation or deletion

        to the Local SMS (Data Download Association Function).  Also,

        the package is used for initiating downloading of NPA-NXX-X

        object creation, modification, or deletion to the Local SMS

        (Data Download Association Function).

        The lnpNetworkNPA-SplitInformationPkg will only be used for an

        lnpNetwork object instantiated on the NPAC SMS.  This package

        is used for updating NPA Split information for activities of

        removal of an NPA-NXX from an NPA Split, start PDP, and end PDP

        to the Local SMS

    !;

-- XXX.0 LNP Log Record for the LNP Network NPA Split Information Notification 

lnpLogNPA-SplitInformationRecord MANAGED OBJECT CLASS

    DERIVED FROM "CCITT Rec. X.721 (1992) | ISO/IEC 10165-2 :

1992":eventLogRecord;

    CHARACTERIZED BY

        lnpLogNPA-SplitInformationPkg;

    REGISTERED AS {LNP-OIDS.lnp-objectClass XXX};

lnpLogNPA-SplitInformationPkg PACKAGE

    BEHAVIOUR 

        lnpLogNPA-SplitInformationDefinition,

        lnpLogNPA-SplitInformationBehavior;

    ATTRIBUTES

        serviceProvID GET,

        serviceProvOldNPA-Value GET,

        serviceProvNewNPA-Value GET,

        serviceProvNXX-Value GET,

        serviceProvDownloadReason GET,

        ServiceProvNPAC-CompletionTimeStamp GET,

        accessControl GET;

    ;

lnpLogNPA-SplitInformationDefinition BEHAVIOUR

    DEFINED AS !

        The lnpLogNPA-SplitInformationRecord class is the managed

        object that is used to create log records for the 

        lnpNetworkNPA-SplitInformation Notification.

    !;

lnpLogNPA-SplitInformationBehavior BEHAVIOUR

    DEFINED AS !

        This log record can be used by any CME wanting to log the 

        lnpNetworkNPA-SplitInformation Notification.

    !;

-- XXX.0 LNP Network NPA Split Information Package

lnpNetworkNPA-SplitInformationPkg PACKAGE

    BEHAVIOUR lnpNetworkNPA-SplitInformationPkgBehavior;

    NOTIFICATIONS

        lnpNetworkNPA-SplitInformation;

    REGISTERED AS {LNP-OIDS.lnp-package XXX};

lnpNetworkNPA-SplitInformationPkgBehavior BEHAVIOUR

    DEFINED AS !

        This package provides for conditionally including the

        lnpNetworkNPA-SplitInformation notification.

    !;

-- XXX.0 LNP Service Provider NPAC Completion TimeStamp

serviceProvNPAC-CompletionTimeStamp ATTRIBUTE

    WITH ATTRIBUTE SYNTAX LNP-ASN1.GeneralTime;

    MATCHES FOR EQUALITY, ORDERING;

    BEHAVIOUR serviceProvNPAC-CompletionTimeStampBehavior;

    REGISTERED AS {LNP-OIDS.lnp-attribute XXX};

serviceProvNPAC-CompletionTimeStampBehavior BEHAVIOUR

    DEFINED AS !

        This attribute is used to store the NPAC SMS completion time of the

        NPA Split activity (start PDP, remove NPA-NXX from a split, end

        PDP) for a given NPA-NXX.

!;

-- XXX.0 LNP Service Provider New NPA Value

serviceProvNewNPA-Value ATTRIBUTE

    WITH ATTRIBUTE SYNTAX LNP-ASN1.NPA;

    MATCHES FOR EQUALITY, ORDERING;

    BEHAVIOUR serviceProvNewNPA-NXX-ValueBehavior;

    REGISTERED AS {LNP-OIDS.lnp-attribute XXX};

serviceProvNewNPA-NXX-ValueBehavior BEHAVIOUR

    DEFINED AS !

        This attribute is used to specify the new NPA value

        of an NPA Split.

!;

-- XXX.0 LNP Service Provider Old NPA Value

serviceProvOldNPA-Value ATTRIBUTE

    WITH ATTRIBUTE SYNTAX LNP-ASN1.NPA;

    MATCHES FOR EQUALITY, ORDERING;

    BEHAVIOUR serviceProvOldNPA-NXX-ValueBehavior;

    REGISTERED AS {LNP-OIDS.lnp-attribute XXX};

serviceProvOldNPA-NXX-ValueBehavior BEHAVIOUR

    DEFINED AS !

        This attribute is used to specify the old NPA value

        of an NPA split.

!;

-- XXX.0 LNP Service Provider NXX Value

serviceProvNXX-Value ATTRIBUTE

    WITH ATTRIBUTE SYNTAX LNP-ASN1.NXX;

    MATCHES FOR EQUALITY, ORDERING;

    BEHAVIOUR serviceProvNXX-ValueBehavior;

    REGISTERED AS {LNP-OIDS.lnp-attribute XXX};

serviceProvNXX-ValueBehavior BEHAVIOUR

    DEFINED AS !

        This attribute is used to specify an NXX value.

!;

-- XXX.0 LNP Network NPA Split Information Notification

lnpNetworkNPA-SplitInformation NOTIFICATION

    BEHAVIOUR lnpNetworkNPA-SplitInformationPkgBehavior;

    WITH INFORMATION SYNTAX LNP-ASN1.lnpNetworkNPA-SplitInformation

    AND ATTRIBUTE IDS

        service-prov-id serviceProvID,

        old-npa serviceProvOldNPA-Value,

        new-npa serviceProvNewNPA-Value,

        affected-nxx serviceProvNXX-Value,

        download-reason serviceProvDownloadReason,

        npac-completion-time serviceProvNPAC-CompletionTimeStamp,

        access-control accessControl;

    REGISTERED AS {LNP-OIDS.lnp-notification XXX};

lnpNetworkNPA-SplitInformationPkgBehavior BEHAVIOUR

    DEFINED AS !

        This notification contains information about an NPA split

        that has been processed on the NPAC SMS.

        This notification is sent at the start of the permissive dial

        period (PDP), at the end of PDP and when an

        NXX is removed from the NPA split.

        All attributes

        are always sent. If the download reason

        is set to “start PDP”, the npa-split-npac-completion-time contains

        the time the start NPA split activity was completed on the NPAC

        SMS.

        If the download reason

        is set to “end PDP”, the npa-split-npac-completion-time contains

        the time the end NPA split activity was completed on the NPAC SMS.

        If the download reason is set

        to “delete1”, an affected-NXX was removed from

        the NPA split.

        The SOA receives this notification if their Service Provider

        SOA Split Notification Indicator is set to TRUE on the

        NPAC SMS.

        The LSMS receives this notification if their Service Provider

        LSMS Split Notification Indicator is set to TRUE on the

        NPAC SMS.

    !;

ASN.1:

DownloadReason ::= ENUMERATED {

    new1 (0),

    delete1(1),

    modified (2),

    audit-discrepancy (3),

    start-pdp (4),

    end-pdp (5)

}

lnpNetworkNPA-SplitInformation::= SEQUENCE {

    service-prov-id ServiceProvId,

    new-npa NPA,

    old-npa NPA,

    affected-nxx NXX,

    download-reason DownloadReason,

    npac-completion-time GeneralizedTime,

    access-control LnpAccessControl

}

lnpNetworkNPA-SplitInformationRecovery::= SEQUENCE {

    service-prov-id ServiceProvId,

    new-npa NPA,

    old-npa NPA,

    affected-nxx NXX,

    download-reason DownloadReason,

    npac-completion-time GeneralizedTime

}

NetworkNotificationRecoveryReply ::= SEQUENCE {

    status ENUMERATED {

        success (0),

        failed (1),

        time-range-invalid (2),

        criteria-to-large (3),

        no-data-selected (4)

    },

   system-choice CHOICE {

        lsms [1] SET OF SEQUENCE {

            managedObjectClass ObjectClass,

            managedObjectInstance ObjectInstance,

            notification CHOICE {

               subscription-version-new-npa-nxx [1] VersionNewNPA-NXX-Recovery,

               lnp-npac-sms-operational-information [2]

                   NPAC-SMS-Operational-InformationRecovery

               lnp-network-npa-split-information [3]

                   lnpNetworkNPA-SplitInformationRecovery

            }

        },

        soa [2] SET OF SEQUENCE {

            managedObjectClass ObjectClass,

            managedObjectInstance ObjectInstance,

            notification CHOICE {

               subscription-version-new-npa-nxx [1] VersionNewNPA-NXX-Recovery,

               subscription-version-donor-sp-customer-disconnect-date [2]

                   VersionCustomerDisconnectDateRecovery,

               subscription-version-audit-discrepancy-report [3]

                   AuditDiscrepancyRptRecovery,

               subscription-audit-results [4] AuditResultsRecovery,

               lnp-npac-sms-operational-information [5]

                   NPAC-SMS-Operational-InformationRecovery,

               subscription-version-new-sp-create-request [6]

                   VersionNewSP-CreateRequestRecovery,

               subscription-version-old-sp-concurrence-request [7]

                   VersionOldSP-ConcurrenceRequestRecovery,

               subscription-version-old-sp-final-window-expiration [8]

                   VersionOldSPFinalConcurrenceWindowExpirationRecovery,

               subscription-version-cancellation-acknowledge-request [9]

                   VersionCancellationAcknowledgeRequestRecovery,

               subscriptionVersionStatusAttributeValueChange [10]

                   VersionStatusAttributeValueChangeRecovery,

               attribute-value-change [11] AttributeValueChangeInfo,

               object-creation [12] ObjectInfo,

               object-deletion [13] ObjectInfo,

               numberPoolBlockStatusAttributeValueChange [14]

                   NumberPoolBlockStatusAttributeValueChangeRecovery,

               lnp-network-npa-split-information [15]

                   lnpNetworkNPA-SplitInformationRecovery

           }

       }

   } OPTIONAL

}

NXX ::= NumberString(SIZE(3))

M&P:

TBD

Origination Date:  6/5/1998

Originator:  AT&T

Change Order Number:  NANC 219
Description:  NPAC Monitoring of SOA/LSMS Associations  

Cumulative SP Priority, Weighted Average:  

Pure Backwards Compatible:  YES

IMPACT/CHANGE ASSESSMENT

	FRS
	IIS
	GDMO
	ASN.1
	NPAC
	SOA
	LSMS

	Y
	
	
	
	High (ops cost for all options)

Med (heartbeat at abort)

Low (alarm abort)
	N/A
	N/A


Business Need:

(Revised 8/31/00 to reflect the full scope of this change order.)

Whenever an end-user is ported to a new Service Provider, the new Service Provider notifies other carriers that the end-user's service actually is moved by sending an activation message to the NPAC.  The NPAC in turn immediately broadcasts routing data for the ported number to these carriers, for their use in properly routing calls to the ported number.  However, if a Service Provider's LSMS is off-line at the time of the NPAC's broadcast, that Service Provider's network will not receive correct routing data in a timely manner for the newly ported number and calls from end-users on that Service Provider's network made to the ported number will fail.

This change order allows the NPAC to recognize quickly when an LSMS (or SOA) goes off line, i.e., when its association is aborted, and to issue an alarm.  Further, this change order provides for reports of these events, including a monthly report of LSMS Percent Availability by region for every Service Provider's LSMS.  Implementation of this change order will reduce the intervals that Service Providers' systems are inadvertently off-line as well as create a foundation for an LSMS Availability requirement.  That is, implementation of this change order is expected to reduce LSMS down time and thus improve service to newly ported customers over the long term.

Description of Change:

It has been requested that NPAC Monitoring of SOA and LSMS associations be put into the NPAC SMS at the application (CMIP) layer.  The approach suggested by the requestor would be to alarm whenever aborts are received or sent by the NPAC.  When these alarms occur then have the NPAC Personnel contact the affected Service Provider (need M&Ps to document this contact procedure) to work to ensure the association is brought back up.

From this point forward, this change order will deal with the alarm abort option.  The heartbeat abort option is NANC 299.

Jan 00 meeting, need logging for both loss of an association and bind requests.

Jul 00 meeting: In the Slow Horse subcommittee meeting it was determined that this change order needed to be amended to include the requirements for two additional reports that are needed for LSMS Percent Availability.  

One report will be an Individual LSMS Availability Report that will be produced and distributed to the individual Service Providers/Service Bureaus with an LSMS association on a monthly basis and will contain the following:

· Association Log Report details 

· Association Log Report summary 

· Individual LSMS “raw” percentage availability

· Calculation used to compute the “raw” percent availability

· Individual LSMS percent availability with adjustment for NPAC unavailability 

· Calculation used to compute the percent availability with adjustment for NPAC unavailability 

The second report will be a Regional LSMS Availability Report that will contain the following data:

· Raw percentage availability 

· Percent availability with adjustment for the NPAC unavailability 

· “Appeal” percentage (Service Provider defined) 

The Regional LSMS Availability report will be a rolling report that contains data for an 18 month period and will be distributed to the individual Service Providers with a LSMS association and the corresponding regional LLC.

Requirements:

Association Monitoring & Logging

Req 1 – Association Monitoring

NPAC shall monitor the status of all association/function type/channel combinations between the NPAC SMS and each associated Service Provider.

Req 2 – Detecting Association Aborts

NPAC SMS shall be capable of generating a unique alarmable error message when an association abort is sent or received by the NPAC SMS.

Req 3 – Reporting Association Aborts

NPAC SMS shall be capable of reporting an association abort that is sent or received by the NPAC SMS.

Req 4 – Logging Association Aborts Information

NPAC SMS shall log the following information when an association abort is sent/received by the NPAC SMS: date, time, SPID, association function bit mask, initiator of abort, reason for abort when initiated by the NPAC SMS, error-code, error-text.

Note:  The error-code and error-text are extracted from the NpacAssociationUserInfo structure within each abort.  An abort sent by the NPAC SMS may contain an error-code value of “access-denied”, “retry-same-host”, or “try-other-host”.  If the NPAC SMS is taken offline, a Local SMS may receive an abort without NpacAssociationUserInfo data.  If a Local SMS is taken offline, the NPAC SMS will receive an abort without NpacAssociationUserInfo data.  A network problem may initiate a similar abort to both or either end of the interface between a Service Provider and the NPAC SMS.

Req 5 – Logging Association Bind Information

NPAC SMS shall log the following information when an association bind request (AARQ) is received by the NPAC SMS: date, time, SPID, association function bit mask, recovery mode flag.

Req 6 – Logging Association Bind NPAC SMS Response Information

NPAC SMS shall log the following information when an association bind response (AARE) is sent by the NPAC SMS: date, time, SPID, association function bit mask, error-code, and error-text.

Note:  The error-code and error-text are extracted from the NpacAssociationUserInfo structure within each bind response.  The error-code value will always be “success” and the error-text value will always be “” for a bind response.

Req 7 – Logging Recovery Complete Information

NPAC SMS shall log the following information when a recovery complete request is received by the NPAC SMS: date, time, SPID, association function bit mask.

Association Log Reports

Req 8 – Association Log Report via OpGUI

NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to generate the Association Log Report on association log data for both types of bind data, recovery complete data and abort data.

Req 9 – Association Log Report Request

NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to specify time range and requesting SPID option (of either an individual SPID or all SPIDs) when generating the Association Log Report on association log data for types of both bind data, recovery complete data and abort data.

Req 10 – Association Log Report Request Sort Criteria

NPAC SMS shall use sort criteria of SPID for primary, system type for secondary, and date/time as third when generating the Association Log Report on association log data for both types of bind data, recovery complete data and abort data.

Req 11 – Association Log Report Display

NPAC SMS shall display the report data with headers indicating SOA or LSMS data.

Req 12 – Display of System Status in the Association Log Report at Report Start Time

NPAC SMS shall display the status of the each system (SOA or LSMS) at the report start time as the first line in each corresponding section of the Association Log Report.

Req 13 – Display of System Status in the Association Log Report at Report End Time

NPAC SMS shall display the status of the each system (SOA or LSMS) at the report end time as the last line in each corresponding section of the Association Log Report.

Req 14 – Valid System Status Values for the Association Log Report

NPAC SMS shall use values of “associated” and “not associated” for the status of each system at the report start and report end times.

Req 15 – Association Log Report for Service Providers

NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to request the Association Log Report on association log data for both types of bind data, recovery complete data and abort data, for either a single Service Provider or all Service Providers.

Req 16 – Association Log Report Format and SPID Selection/Display 

NPAC SMS shall be capable of generating the Association Log Report on association log data for both types of bind data, recovery complete data and abort data, specifying the following:
1 – Report Format (detail or summary)
2 – SPID Selection (single Service Provider or all Service Providers)
3 – SPID Display (actual SPID values, or encoding of all SPID values using aliases)

Req 17 – Association Log Report for Individual Service Provider via LTI

NPAC SMS shall allow Service Provider Personnel, via the NPAC SOA Low-tech Interface, to request the Association Log Report on association log data for both types of bind data, recovery complete data and abort data, for only their own SPID.

Req 18 – Association Log Report in Detail or Summary Format

NPAC SMS shall allow the Association Log Report of association log data for both types of bind data, recovery complete data and abort data, to be generated in either detail or summary format.

NOTE:  Detail provides information on each log entry for bind/abort.  Summary provides a total number per SPID for each category of log reporting (aborts, association bind requests, association bind responses, recovery completes).

Req 19 – Association Log Report in Summary Format for Individual Service Provider

NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to request, on behalf of an individual service provider, the Association Log Report on association log data for both types of bind data, recovery complete data and abort data, in summary format, and shall encode the SPID value for all other Service Providers.

Individual LSMS Availability Report

Req 20 – Individual LSMS Availability Report for LSMS Associations

NPAC SMS shall produce a monthly Individual LSMS Availability Report, by region, for each Service Provider with an LSMS associated to the NPAC SMS.

Note: For the purpose of this report a Service Provider can also be a Service Bureau. Reports are not distributed to subtending customers of a Service Bureau because only the Service Bureau is being measured.

Req 21 – Relating of Multiple LSMS SPIDs to One Service Provider

NPAC SMS shall have the capability to relate multiple LSMS SPIDs together when these SPIDs belong to the same Service Provider and are updating the same network LNP routing database.

Req 22 – SPID Identifier for Service Providers with Multiple LSMS SPIDs

NPAC SMS shall identify a Service Provider with multiple LSMS SPIDs that update the same network LNP routing database with a composite SPID identifier.
Req 23 – Entry Mechanism for Relating Multiple LSMS SPIDs to One Service Provider

NPAC SMS shall provide a mechanism for NPAC Personnel to enter multiple LSMS SPIDs for one Service Provider when these LSMS SPIDs are updating the same network LNP routing database. 

Req 24 – Individual LSMS Availability Report for Service Providers with Multiple LSMS SPID Associations

NPAC SMS shall be able to provide a composite Individual LSMS Availability Report for Service Providers that have multiple LSMS SPIDs associated to the NPAC SMS that update the same network LNP routing database.

Req 25 –Individual LSMS Availability Report Frequency

NPAC SMS shall automatically produce the Individual LSMS Availability Report on a tunable day of the month for the previous calendar month.

Req 26 – Entry Mechanism for Service Provider Maintenance Windows

NPAC SMS shall provide a mechanism for NPAC Personnel to enter the date, start time, and end time of multiple Service Provider Maintenance Windows.

Note:  The Service Provider Maintenance Window is the industry approved maintenance windows for Service Providers as described in PIM 2 and approved by the LLCs.

Req 27 – Modify Mechanism for Service Provider Maintenance Windows

NPAC SMS shall provide a mechanism for NPAC Personnel to modify the date, start time, and end time of a Service Provider Maintenance Window.

Req 28 – Delete Mechanism for Service Provider Maintenance Windows

NPAC SMS shall provide a mechanism for NPAC Personnel to delete the date, start time, and end time of a Service Provider Maintenance Window.

Req 29 – Alarm if no Acknowledgement of Service Provider Maintenance Window

NPAC SMS shall send an error message and alarm if there has been no entry of a Service Provider Maintenance Window when the report is run.

Req 30 – Entry Mechanism for NPAC SMS Down Time for the Region

NPAC SMS shall provide a mechanism for NPAC Personnel to enter the date, start time, and end time of NPAC SMS down time outside of Service Provider Maintenance Windows that affects the region.

Req 31 – Entry Mechanism for NPAC SMS Down Time Affecting a Specific Service Provider

NPAC SMS shall provide a mechanism for NPAC Personnel to enter the date, start time, and end time of NPAC SMS down time outside of Service Provider Maintenance Windows that affects a specific Service Provider.

Req 32 – Modify Mechanism for NPAC SMS Down Time

NPAC SMS shall provide a mechanism for NPAC Personnel to modify the date, start time, and end time of NPAC SMS down time outside of Service Provider Maintenance Windows.

Req 33 – Delete Mechanism for NPAC SMS Down Time

NPAC SMS shall provide a mechanism for NPAC Personnel to delete the date, start time, and end time of NPAC SMS down time outside of Service Provider Maintenance Windows.

Req 34 – Individual LSMS Availability Report Contents 

NPAC SMS shall generate the Individual LSMS Availability Report with the following content:

1. Input Criteria

2. Individual LSMS “raw” percent availability, composite for any Service Provider that has multiple LSMS SPIDs associated to the NPAC SMS that update the same network LNP routing database 

3. Calculation used to compute the individual LSMS “raw” percent availability.  This calculation takes into account Service Providers that have multiple LSMS SPIDs that update the same network LNP routing database.

4. Individual LSMS percent availability adjusted for NPAC caused unavailability, composite for any Service Provider that has multiple LSMS SPIDs associated to the NPAC SMS that update the same network LNP routing database

5. Calculation used to compute the individual LSMS percent availability adjusted for NPAC caused unavailability

6. Association Log Report Summary for the LSMS for the report month by SPID

7. Association Log Report Detail for the LSMS for the report month by SPID

Example report:

Individual LSMS Availability Report for September

Service Provider Id 1234 
Section 1:

Input Parameters:

Service Provider:
abcd

Service Provider Maintenance Windows:
09/03/00  6:00 – 18:00







09/10/00  6:00 – 12:00







09/17/00  6:00 – 12:00







09/24/00  6:00 – 12:00

NPAC Downtime Outside of Service Provider Maintenance Windows: 
09/15/00  16:00 – 18:00











09/25/00   1:00 –   2:00



09/20/00   8:00 –   8:20

Section 2:

LSMS RAW PERCENT AVAILABILITY = 99.90 %

Section 3:

CALCULATIONS  

Total minutes for September  =  43,200 minutes (24 hrs * 60 min * 30 days)

Total minutes of Service Provider Maintenance Windows in September  =  1,800 minutes

 
(12 hrs * 60 min * 1 day) + (6 hrs * 60 min * 3 days)

Total minutes Available for Porting in September  = 41,400 minutes (43,200 – 1,800)

LSMS Downtime In Minutes  =  41 minutes (from NPAC logs)


09/01/00 01.33.47 - 09/01/00 01.52.17
8.5 minutes



.



.



.


09/23/00 11.03.47 - 09/24/00 11.23.17
19.5 minutes

Raw LSMS Availability  =  41,359 minutes (41,400 – 41)

LSMS Raw Percent Availability  =  99.90% (41359/41400*100)

Section 4

LSMS NPAC ADJUSTED PERCENTAGE AVAILABILITY = 99.90 %

Section 5:

CALCULATIONS

Total minutes in the month  =  43,200 minutes (24 hrs * 60 min * 30 days)

Total minutes of Service Provider Maintenance Windows in September  = 1,800 minutes

 
(12 hrs * 60 min * 1 day) + (6 hrs * 60 min * 3 days)

Total minutes of Downtime for NPAC SMS outside of Service Provider Maintenance Windows: 

 =  200 minutes

Total minutes Available for Porting in September Adjusted for NPAC Downtime 

  =  41,200 minutes (43,200 – 1,800 – 200)

LSMS Downtime In Minutes  =  41 minutes (from NPAC logs)

LSMS Availability adjusted for NPAC Downtime  =  41,159 minutes (41,200 – 41)

LSMS Percent Availability adjusted for NPAC Downtime  =  99.90% (41159/41200*100)

Section 6:

Association Log Report – Summary
	System Type
	SPID
	Total Down Time 
	
	

	LSMS
	1234
	41 minutes
	
	


Section 7:

Association Log Report – Detail
LSMS

	SPID
	Date & Time 
	Type of Data
	Error Code
	Error Text

	abcd
	09/01/00 00.00.01
	Status = Not Associated
	
	

	abcd
	09/01/00 00.33.47
	Bind Request Received
	Success
	

	abcd
	09/01/00 00.33.47
	Bind Response
	Success
	

	abcd
	09/01/00 00.34.48
	Recovery Complete
	Success
	

	abcd
	09/03/00 18.03.07
	Abort Received
	Success
	

	abcd
	09/03/00 18.08.42
	Bind Request Received
	Access denied
	Invalid Key

	abcd
	09/03/00 18.13.37
	Bind Request Received
	Access denied
	Invalid departure time

	   .
	
	
	
	

	   .
	
	
	
	

	   .
	
	
	
	

	
	
	
	
	

	abcd
	09/30/00 06.21.47
	Bind Request Received
	Success
	

	abcd
	09/30/00 06.21.47
	Bind Response
	Success
	

	abcd
	09/30/00 06.21.47
	Recovery Complete
	Success
	

	abcd
	09/30/00 24.00.00
	Status = Associated
	
	


Req 35 – “Raw” Percentage LSMS Availability Data Logging 

NPAC SMS shall log the “raw” Percentage LSMS availability, region, and SPID from each Individual LSMS Availability Report for use in the Regional LSMS Availability Report.

Req 36 – Adjusted Percentage LSMS Availability Data Logging 

NPAC SMS shall log the “adjusted” Percentage LSMS availability, region, and SPID from each individual LSMS Availability Report for use in the Regional LSMS Availability Report.

Req 37 – Maintenance of Data for Multiple LSMS SPIDs Reported as a Composite that become Independent LSMS SPIDs

NPAC SMS shall maintain data on multiple LSMS SPIDs that were reported as a composite, but become independent, under the composite SPID for the period prior to the LSMS SPIDs becoming independent.

Note:  Historical data will not be recalculated.

Req 38 – Maintenance of Data for Multiple LSMS SPIDs Reported Independently that become a Composite

NPAC SMS shall maintain data on multiple LSMS SPIDs that were reported independently, but become a composite, under each LSMS SPID for the period prior to the LSMS SPIDs becoming a composite.

Note:  Historical data will not be recalculated.

Req 39 – Individual LSMS Availability Report Distribution

NPAC SMS shall email the Individual LSMS Availability Report to the appropriate Service Provider or Service Bureau for which the report is generated.

Calculations to be used for the Individual LSMS Percent Availability 

Req 40 – Calculation of Total Minutes in the Month

NPAC SMS shall determine the number of days in the given month and calculate the Total Minutes of Availability in the month (24 hours/day * 60 minutes/hour * X days a month).

Req 41 – Calculation of Total Minutes of Service Provider Maintenance Window in the Month

NPAC SMS shall calculate the Total Minutes of Service Provider Maintenance Window in the month using the number of hours and days of Service Provider maintenance: (Y1 hours/day * 60 minutes/hour * Z1 days a month) + (Y2 hours/day * 60 minutes/hour * Z2 days a month) where:

Y1 = length of extended maintenance window

Z1 = number of extended maintenance window days per month (first Sunday only at present time)

Y2 = length of normal scheduled maintenance window

Z2 = number of normal scheduled maintenance window days per month (number of Sundays in month minus number of extended maintenance Sundays)

Req 42 – Calculation of Maximum Minutes Available for Porting in the Month.

NPAC SMS shall calculate the Total Minutes of Scheduled LSMS Availability in the month by subtracting the Total Minutes of Service Provider Maintenance Window in the month from the Total Minutes of Monthly Availability.

Req 43 – Calculation of Total Minutes of LSMS Down Time for each LSMS

NPAC SMS shall calculate the time difference between each abort and corresponding bind request for an LSMS and then sum the times together for the monthly down time value.

Note: "Down time" is the time between an abort and the following bind request.  Subsequent bind requests without corresponding aborts will be excluded from the calculation.  "Down time" during the Service Provider Maintenance Window is not included in the Availability calculation.  Aborts with an error-code of retry-other-host and retry-same-host are not to be included in the availability calculation because these error codes indicate NPAC SMS unavailability.

Req 44 – Calculation of LSMS Availability Time

NPAC SMS shall calculate all LSMS availability times based on the “bind” time.

Req 45 –LSMS Unavailability Time

NPAC SMS shall consider the LSMS unavailable between the “abort” time and the “bind” time.

Req 46 – Calculation of Down Time for Service Providers with multiple LSMS SPID Associations

NPAC SMS shall treat multiple LSMS SPID associations to the NPAC SMS from the same Service Provider that update the same network LNP routing database as one association for purposes of down time calculations. 

Req 47 – Calculation of Total Minutes of Availability Time

NPAC SMS shall determine the Total Minutes of LSMS Availability Time by subtracting the Total Minutes of LSMS down time from the Total Minutes of Scheduled LSMS Availability for each LSMS Association.

Req 48 – Calculation of “Raw” Percentage for Individual LSMS Availability

NPAC SMS shall calculate the “raw” percent availability for a given LSMS for the given month by dividing the Total Minutes of Availability Time by the Total Minutes of Availability for Porting and multiplying by 100.

Note: “Raw” percent availability means that the percent availability is based on NPAC SMS logging data with adjustment for predefined Service Provider Maintenance Windows only. 

Example of the Monthly Analysis:

The following is an example of the monthly analysis for service provider "Sample Telco" in the month of September 2000 with the Service Provider Maintenance Windows occurring every Sunday morning from 6:00 am to 6:00 pm CDT on the 1st Sunday, and 6:00 am to 12:00 noon CDT, i.e., 6 hours a week, the remaining Sundays. “Sample Telco” has a LSMS association to the NPAC SMS.

Total minutes in September = (24 hours/day * 60 minutes/hour * 30 days) 43,200 minutes

Total minutes of Service Provider Maintenance Windows in September = (12 hours/day * 60 minutes/hour * 1 days a month) + (6 hours/day * 60 minutes/hour * 3 days/month) = 1,800 minutes

Total minutes Available for Porting in September = (43,200 minutes - 1,800 minutes) = 41,400 minutes

Downtime for Sample Telco LSMS outside the Service Provider Maintenance Windows in September = 41 minutes

Availability time for Sample Telco in September = (41,400 minutes - 41 minutes) = 41,359 minutes

The “Raw” percentage LSMS Availability for Sample Telco in September = (41,359 minutes/41,400 minutes) X 100 = 99.90% 
Req 49 – Calculation of Total Minutes of NPAC SMS Down Time for the Region

NPAC SMS shall calculate the total minutes of NPAC SMS down time, outside of Service Provider Maintenance Windows, for the region, for the month.

Req 50 – Calculation of Percent Availability Adjusted for NPAC SMS Unavailability

NPAC SMS shall calculate the percent availability for a given LSMS for the given month, adjusted for NPAC SMS unavailability, by subtracting the total minutes of NPAC SMS down time outside of Service Provider Maintenance Windows from the total minutes of Availability Time and dividing the result by the Total Minutes of Availability for Porting and multiplying by 100.

Example of the Monthly Analysis:

The following is an example of the monthly analysis for service provider "Sample Telco" in the month of September 2000 with the Service Provider Maintenance Windows occurring every Sunday morning from 6:00 am to 6:00 pm CDT on the 1st Sunday, and 6:00 am to 12:00 noon CDT, i.e., 6 hours a week, the remaining Sundays and adjustment for NPAC SMS unavailability. “Sample Telco” has a LSMS association to the NPAC SMS.

Total minutes in September = (24 hours/day * 60 minutes/hour * 30 days) 43,200 minutes

Total minutes of Service Provider Maintenance Windows in September = (12 hours/day * 60 minutes/hour * 1 days a month) + (6 hours/day * 60 minutes/hour * 3 days/month) = 1,800 minutes 

NPAC SMS Down Time outside of Service Provider Maintenance Windows in September = 200 minutes

Total minutes Available for Porting adjusted for NPAC SMS Down Time outside of Service Provider Maintenance Windows = (43,200 minutes - 1,800 minutes - 200 minutes) = 41,200 minutes 

Downtime for Sample Telco LSMS outside the Service Provider Maintenance Windows in September = 41 minutes 

Availability time for Sample Telco in September = (41,200 minutes - 41 minutes = 41,159 minutes

The “adjusted” percentage LSMS Availability for Sample Telco in September = (41,159 minutes/41,200 minutes) X 100 = 99.90% 
Regional LSMS Availability Report

Req 51 – Regional LSMS Availability Report for Service Providers and LLCs

NPAC SMS shall produce a monthly Regional LSMS Availability Report for each NPAC region to be distributed to each Service Provider that has an LSMS association to the region and to the corresponding regional LLC.

Note: For the purpose of this report a Service Provider can also be a Service Bureau. Reports are not distributed to subtending customers of a Service Bureau because only the Service Bureau is being measured. 

Req 52 – Regional LSMS Availability Report Frequency

NPAC SMS shall automatically produce the Regional LSMS Availability Report on a tunable day of the month for the previous calendar month.

Req 53 –Regional LSMS Availability Report Input Data

NPAC SMS shall use the following input data to create the Regional LSMS Availability Report:

· A key to convert each Service Provider to an alias

· Previous tunable number of months LSMS Percent Availability 

· Appeal data from the individual Service Providers
Req 54 – Entry Mechanism for Service Provider Appeal Data

NPAC SMS shall provide a mechanism for NPAC Personnel to enter the Appeal Data provided by the Service Provider.

Req 55 – Modify Mechanism for Service Provider Appeal Data

NPAC SMS shall provide a mechanism for NPAC Personnel to modify the Appeal Data provided by the Service Provider.

Req 56 – Delete Mechanism for Service Provider Appeal Data

NPAC SMS shall provide a mechanism for NPAC Personnel to delete the Appeal Data provided by the Service Provider. 

Req 57– Regional LSMS Availability Report Content 

NPAC SMS shall be capable of generating the Regional LSMS Availability Report with the following data:

1. Tunable number of months data, with a one month lag, on all LSMSs that have an association to the region (i.e.: latest data displayed in the June 1st report would be for the month of April)

2. “Raw” LSMS percent availability for each month for each LSMS associated to the region

3. LSMS percent availability with adjustment for NPAC SMS unavailability for each month for each LSMS associated to the region

4. Appeals percentages as provided by the individual Service Providers or Service Bureaus for each month for each LSMS associated to the region

5. SPID alias in place of a SPID for each LSMS associated to the region 

Note 1: A Service Provider alias is used for confidentiality. Each Service Provider will receive a key for his own alias and corresponding regional LLCs will receive the conversion keys for all Service Providers in their region.

Note 2:  Data will be composite for the Service Providers that have multiple LSMS SPIDs associated to the NPAC SMS that update the same network LNP routing database.

Req 58– Regional LSMS Availability Report Delivery Format 

NPAC SMS shall deliver the Regional LSMS Availability Report in a comma separated format which can be imported into an Excel spreadsheet.  

Example Report:

The following is a representation of what the Regional LSMS Availability Report would look like when imported into the Excel spreadsheet.

 Regional LSMS Availability Report for February 1999 – July 2000

Midwest Region

	
	February 1999
	March 1999
	…
	July 2000

	SPID
	Raw % Avail
	Adj % Avail
	Appeal % Avail
	Raw % Avail
	Adj % Avail
	Appeal % Avail
	Raw % Avail
	Adj % Avail
	Appeal % Avail
	Raw % Avail
	Adj % Avail
	Appeal % Avail

	abcd
	99.90
	
	
	98.59
	
	
	
	
	
	100.00
	
	

	
	
	99.95
	
	
	99.00
	
	
	
	
	
	100.00
	

	
	
	
	100.00
	
	
	99.50
	
	
	
	
	
	100.00

	defg
	98.99
	
	
	98.47
	
	
	
	
	
	94.00
	
	

	
	
	99.05
	
	
	99.00
	
	
	
	
	
	95.00
	

	
	
	
	99.50
	
	
	99.00
	
	
	
	
	
	96.06

	.
	
	
	
	
	
	
	
	
	
	
	
	

	.
	
	
	
	
	
	
	
	
	
	
	
	

	.
	
	
	
	
	
	
	
	
	
	
	
	

	wxyz
	97.95
	
	
	100.00
	
	
	
	
	
	89.56
	
	

	
	
	98.25
	
	
	100.00
	
	
	
	
	
	90.00
	

	
	
	
	98.50
	
	
	100.00
	
	
	
	
	
	91.00


Req 59 –Regional LSMS Availability Report Distribution

NPAC SMS shall email the Regional LSMS Availability Report to each Service Provider and Service Bureau that has an LSMS association to the NPAC region and to the corresponding regional LLCs.

Tunables

Req 60 – LSMS Availability Report Tunable Parameter

NPAC SMS shall provide an LSMS Availability Report tunable parameter that defines the day of the month that the Individual and Regional LSMS Availability Reports will be produced.

Req 61 – LSMS Availability Report Tunable Parameter Usage

NPAC SMS shall use the same tunable value for both the Individual LSMS Availability Report and the Regional LSMS Availability Report each month.

Req 62 – LSMS Availability Report Tunable Parameter Default

NPAC SMS shall default the LSMS Availability Report tunable parameter to one, representing the first day of the month.

Req 63 – LSMS Availability Report Tunable Parameter Valid Values

NPAC SMS shall use the values of 1 to 31 as valid values for the LSMS Availability Report tunable parameter.

Req 64 –LSMS Availability Data Storage Tunable Parameter 

NPAC SMS shall provide an LSMS Availability Data Storage tunable parameter that defines the number of months that the LSMS Availability Data (raw, adjusted, and appealed) will be kept.

Req 65 –LSMS Availability Data Storage Tunable Parameter Default

NPAC SMS shall default the LSMS Availability Data Storage tunable parameter to eighteen, representing eighteen months.

Req 66 –LSMS Availability Data Storage Tunable Parameter Valid Values

NPAC SMS shall use the values of 1 to 24 as valid values for the Individual LSMS Availability Data Storage tunable parameter.

IIS:

No change required.

GDMO:

No change required.

ASN.1:

No change required.

M&P:

TBD

Origination Date:  8/7/1998

Originator:  MCI (227)

Change Order Number:  NANC 227/254
Description:  Exclusion of Service Provider from an SV’s Failed SP List

Cumulative SP Priority, Weighted Average:  

Functional Backwards Compatible:  NO

IMPACT/CHANGE ASSESSMENT

	FRS
	IIS
	GDMO
	ASN.1
	NPAC
	SOA
	LSMS

	Y
	
	Y
	
	Med
	N/A
	Med-Low


Business Need:
Currently, the NPAC will not permit information about an active ported number to be changed until all SPs have acknowledged receipt of the original information broadcast by NPAC about the number.

Consequently, an error such as wrong LRN cannot be fixed until the original, incorrect, information is broadcast successfully to all SPs. In this example, the customer could receive no incoming calls for hours or even days after cut-over.

Likewise, a subsequent port by a currently ported customer would be prevented by lack of successful broadcast of the original ported number information to all SPs.

With this change order, SPs can make changes quickly to minimize impact on newly ported customer’s service and can do ports as scheduled when partial broadcast failure situations occur.  Without this change order, only a complex and error prone manual method employed by NPAC personnel is available to circumvent this NPAC software restriction.

Description of Change:

The NPAC SMS currently rejects a request to "modify active" or "disconnect" an SV that has a partial failure status.  Nothing can be done to the SV until the discrepant LSMS(s) come back on line, and either recover the broadcast, or accept a re-send from the NPAC.

A business scenario arose whereby a partial failure was affecting a customer's main number, and the New SP couldn't do anything to the SV until the partial failure was resolved.

The NPAC should provide a mechanism that allows activity (modify, disconnect, subsequent port) on the SV, regardless of the Failed SP List.

Jun 99 meeting, during the Pooling Assumptions walk-thru, four SV requirements were modified, and the functionality was moved into this change order.  Basically, the “partial failure/failed” text is moved to this change order.  The affected requirements are listed below:

SV-230 Modification of Number Pooling Subscription Version Information – Subscription Data

SV-240 Modification of Number Pooling Subscription Version Information – Status Update to Sending

SV-270 Modification of Number Pooling Subscription Version Information – Status Update

SV-280 Modification of Number Pooling Subscription Version Information – Failed SP List

Dec 99 LNPAWG meeting, the consensus of the group is to not include pooling in this change order.  The scope of this change order is for regular SVs.  Open a new change order to capture pooling (so that we don’t lose our work on this up to now).

Jan 00 LNPAWG meeting, the group talked about another option (resend exclusion).  So, instead of the NPAC providing a mechanism that allows activity (modify, disconnect, subsequent port) on the SV, regardless of the Failed SP List, the NPAC will provide a mechanism that allows a Service Provider to be removed from a Failed SP List via the new resend exclusion function.

Requirements:

Req 1 – Subscription Version Failed SP List – Exclusion of a Service Provider from Resend

NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to request that a Service Provider be excluded from the Subscription Version Failed SP List when resending an Inter-Service Provider port or Intra-Service Provider port Version, and not broadcast to the Service Provider that is excluded.

Req 2 – Subscription Version Failed SP List – Logging of an Excluded Service Provider

NPAC SMS shall log the following information when a Service Provider is excluded from the Failed SP List based on a request by NPAC Personnel via the NPAC Administrative Interface: date, time, excluded SPID, current SPID, TN, SV-ID.

Req 3 – Subscription Version Failed SP List – Recovery of Excluded Service Provider Subscription Versions

NPAC SMS shall, for a recovery of subscription data, in instances where the NPAC SMS excluded the Service Provider from the Failed SP List based on a request by NPAC Personnel via the NPAC Administrative Interface, allow the Local SMS to recover a Subscription Version with all current attributes, even though the Service Provider is no longer on the Failed SP List.

Req 4 – Subscription Version Failed SP List – Excluded Service Provider Log Data Availability for the Excluded Service Provider Report

NPAC SMS shall allow the Excluded Service Provider log data to be available for the Excluded Service Provider Report.

Req 5 – Subscription Version Failed SP List – Resend Excluded Service Provider Report by Current SPID via OpGUI

NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to generate the Resend Excluded Service Provider Report by Current SPID on Excluded Service Provider log data.

Req 6 – Subscription Version Failed SP List – Resend Excluded Service Provider Report by Current SPID Request

NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to specify time range and current SPID option (of either an individual SPID or all SPIDs) when generating the Resend Excluded Service Provider Report by Current SPID on Excluded Service Provider log data.

Req 7 – Subscription Version Failed SP List – Resend Excluded Service Provider Report by Current SPID Request Sort Criteria

NPAC SMS shall use the following sort order when generating the Resend Excluded Service Provider Report by Current SPID on Excluded Service Provider log data: 

1. current SPID (ascending) 

2. TN  (ascending) 

3. date/time (earliest date/time to latest date/time) 

4. excluded SPID (ascending) 

5. SVID (ascending)

Req 8 – Subscription Version Failed SP List –Resend Excluded Service Provider Report by Excluded SPID via OpGUI

NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to generate the Resend Excluded Service Provider Report by Excluded SPID on Excluded Service Provider log data.

Req 9 – Subscription Version Failed SP List – Resend Excluded Service Provider Report by Excluded SPID Request 

NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to specify time range and excluded SPID option (of either an individual SPID or all SPIDs) when generating the Resend Excluded Service Provider Report by Excluded SPID on Excluded Service Provider log data.

Req 10 – Subscription Version Failed SP List –Resend Excluded Service Provider Report by Excluded SPID Request Sort Criteria

NPAC SMS shall use the following sort order when generating the Excluded Service Provider Report on Excluded Service Provider log data: 

1. excluded SPID (ascending) 

2. TN/NPA-NXX-X  (ascending) 

3. date/time (earliest date/time to latest date/time) 

4. currentSPID/Blockholder SPID (ascending) 

5. SVID/Number Pool Block -ID (ascending)

IIS:

No change required.

GDMO:

-- 21.0 LNP NPAC Subscription Version Managed Object Class

subscriptionVersionNPAC MANAGED OBJECT CLASS

…

subscriptionVersionNPAC-Behavior BEHAVIOUR

    DEFINED AS !

…

        When the subscription version broadcast is not successful to all

        service providers, the subscriptionFailedSP-List is populated with a

        list of the failed service providers. 
        If NPAC Personnel via the NPAC Administrative Interface, exclude a

        Service Provider from the subscriptionFailedSP-List, the list of

        Service Providers will not accurately reflect those Local SMSs

        that successfully processed this subscription version.
…

-- 1.0 LNP Download Action

lnpDownload ACTION

    BEHAVIOUR

        lnpDownloadDefinition,

        lnpDownloadBehavior;

    MODE CONFIRMED;

    WITH INFORMATION SYNTAX LNP-ASN1.DownloadAction;

    WITH REPLY SYNTAX LNP-ASN1.DownloadReply;

    REGISTERED AS {LNP-OIDS.lnp-action 1};

lnpDownloadDefinition BEHAVIOUR

    DEFINED AS !

        The lnpDownload action is the action that is used by the Local SMS

        and SOA to specify the objects to be downloaded from the NPAC SMS.

    !;

lnpDownloadBehavior BEHAVIOUR

    DEFINED AS !

        Preconditions: This action is issued from an lnpSubscriptions

        or an lnpNetwork object and all objects to be downloaded

        are specified in the action request.

        Postconditions: After this action has been executed by the Local

        SMS or SOA specifying which objects to download, the NPAC SMS will

        determine which objects satisfy the download request and return

        them in the download action reply. Creation, deletion, and

        modification information will be included in the reply.  All data 

        for objects that have been modified is downloaded not just the 

        information that was modified. The download reason is set to 

        ‘new1’ for a new object, ‘delete1’ for a deleted object

        and ‘modified’ for a modified object.

        An LSMS may receive subscription data during recovery, where more

        than one activity occurred for a given subscription version during

        the time the LSMS was not available.  This will occur when NPAC

        Personnel via the OpGUI, exclude a Service Provider from the Failed

        SP List to allow the current Service Provider to perform some type

        of subsequent activity on that subscription version.  Hence, when

        the LSMS performs recovery, the recovered data will contain data for

        the both activities (all current attributes). So, if the recovering
        LSMS is recovering a modified subscription version for which it did

        not receive the initial M-CREATE, the download reason is set to

        ‘modified’ for this subscription version object.

        …

    !;

ASN.1:

No change required.

M&P:

No change required.

Note:  With this change order, an LSMS may receive subscription data during recovery, where more than one activity occurred for a given subscription version during the time the LSMS was not available.  This will occur when NPAC Personnel via the OpGUI, exclude a Service Provider from the Failed SP List to allow the current Service Provider to perform some type of subsequent activity on that subscription version.  Hence, when the LSMS performs recovery, the recovered data will contain data for both activities (all current attributes).
Origination Date:  8/14/1998

Originator:  MetroNet

Change Order Number:  NANC 232
Description:  Web Site for First Port Notifications

Cumulative SP Priority, Weighted Average:  
Pure Backwards Compatible:  YES

IMPACT/CHANGE ASSESSMENT

	FRS
	IIS
	GDMO
	ASN.1
	NPAC
	SOA
	LSMS

	Y
	
	
	
	Low
	N/A
	N/A


Business Need:

Currently first port notification information is a single event broadcast.  SPs would like to see historical documentation of first ports available outside of SOA/LSMS/LTI interfaces.  This change order would place "first port" notifications on the web, similar to the NPA-NXX openings that are on the web today.

Description of Change:

Currently all SOAs and LSMSs receive "first port" notifications.  A request has been submitted to provide this information on the NPAC Web Site.

The current process does NOT send this information to the LTI user (unlike SPs that have a CMIP-based SOA), but requires the LTI user to "query" the NPAC for notifications contained in the NPAC notification log (for that specific SP).  The user may also generate an NPAC report of all notifications for that SP.

The desire is to have these "first port" notifications on the web, similar to the NPA-NXX openings that are on the web today.

NOTE:  This change order is similar to the existing requirements, R3-10 and R3-11 (Web bulletin board updates of NPA-NXXs and LRNs).
Jan 00 LNPAWG meeting, the group discussed the need to have the data displayed in the report format versus the current web format with the addition of the first port indicator.  The final description of this change order is now, “post the NPA-NXX report on the web on a weekly basis”.

Requirements:

R3-10
NPAC SMS notification of NPA-NXX availability to the Service Providers

NPAC SMS shall inform all Service Providers about the availability of the NPA‑NXXs for porting via the NPAC SMS to Local SMS and SOA to NPAC SMS interfaces or the Web bulletin board.  The NPA‑NXX data fields sent via the NPAC SMS to Local SMS and SOA to NPAC SMS interfaces interface are:

· NPAC Customer ID

· NPAC Customer Name

· NPA‑NXX ID

· NPA ‑NXX Value

· Effective Date

· Download Reason

The NPA‑NXX data fields sent to the WEB bulletin board are:

· NPAC Customer ID

· NPAC Customer Name

· NPA‑NXX Value

· Effective Date when in the future
· First Port Indicator via the First Port Date (most likely will be set at a later date than the NPA-NXX opening)
Req 1
NPAC SMS Display of NPA-NXX Information on the Web

NPAC SMS shall display the NPA-NXX information on the web bulletin board described in RR3-10, in the same format as the “Open NPA-NXXs List” Report that is available for NPAC Personnel using the NPAC Administrative Interface and Service Provider Personnel using the NPAC SOA Low-tech Interface.

IIS:

No change required.

GDMO:

No change required.

ASN.1:

No change required.

M&P:

No change required.

Origination Date:  5/12/1998

Originator:  LNPAWG

Change Order Number:  NANC 285
Description:  SOA/LSMS Requested Subscription Version Query Max Size

Cumulative SP Priority, Weighted Average:  
Pure Backwards Compatible:  YES (but may require local operational changes)

IMPACT/CHANGE ASSESSMENT

	FRS
	IIS
	GDMO
	ASN.1
	NPAC
	SOA
	LSMS

	Y
	Y
	Y
	
	Low
	Med-High
	Med-High


Business Need:

Currently the NPAC responds with an error message of criteria-too-large for queries with a response greater than 150 SVs.

This change order will prevent the NPAC from sending the criteria-too-large error message if it reaches the maximum tunable value (150 SVs) for SVs queries.  The NPAC will return 150 SVs at a time with the ability to query subsequent data until all SVs are returned.

Description of Change:

A SOA/LSMS request for a Subscription Version query that exceeds the maximum size tunable (“Maximum Subscriber Query”), returns an error message to the SOA.

It has been requested the NPAC return SVs up to the max tunable amount instead.  The SOA/LSMS would accept this message, then use it’s contents to send another query to the NPAC, starting with the next TN, and so on until all SVs are returned to the SOA/LSMS.

It will be up to the SOA/LSMS to manage the data returned from the NPAC and determine the next request to send to the NPAC in order to get the next set of SVs.

The NPAC will continue to return SVs that meet the selection criteria.  However, the NPAC will not return a “count” to the SOA/LSMS for number of records that match the selection criteria.

This solution will resolve problems where the SV time stamp that the NPAC users for recovery is the same for large ranges, and therefore is exceeds the maximum TN query amount.

Jun 98 LNPAWG (San Ramon), Jim Rooks will provide additional information on a proposed solution given the inclusion of NANC 279 into this change order.

Jim’s response is shown below:

This change order requests the 'more' capability that will be supported by queries in the LTI.  This implementation requires 2 changes.

#1 the NPAC must be modified to always return the first n (tunable) records on the SV query.  Currently, the NPAC determines that the query will return more than n records and returns an error.

#2, the service providers should modify their systems to support the following SV query operations to the NPAC:

a. When data is returned from an SV Query and there are exactly n (tunable) records returned, the SP must assume that they didn't get all the data from their query.

b. After processing the first n records, they should send a new query that picks up where the data from the prior query ended.

c. The SV data returned from the NPAC for SV queries will be sorted by TN and then by SVID so a filter can be created to pick up where the prior query ended.

d. For example, if a SOA query to the NPAC returns exactly 150 records and the last SV returned was TN '303-555-0150' with SVID of 1234.  The filter used on the next query would be:All SVs where ((TN > 303-555-0150) OR (TN = 303-555-0150 AND SVID > 1234).The NPAC does support OR filters.

e. Once the results from the NPAC returns less than 150 records, the SP can assume they received all records in the requested query.
Requirements:

Req 1 – Subscription Version Query – Maximum Subscription Version Query by the SOA

NPAC SMS shall return the Maximum Subscription Query tunable value of Subscription Versions to a SOA, via the SOA to NPAC SMS Interface, when the user requests a Subscription Version query and the number of Subscription Version records that meet the query criteria exceed the Maximum Subscription Query tunable value.

Req 2 – Subscription Version Query – Maximum Subscription Version Query by the LSMS

NPAC SMS shall return the Maximum Subscription Query tunable value of Subscription Versions to a Local SMS, via the NPAC SMS to Local SMS Interface, when the user requests a Subscription Version query and the number of Subscription Version records that meet the query criteria exceed the Maximum Subscription Query tunable value.

Req 3 – Subscription Version Query – Sort Order

NPAC SMS shall return Subscription Versions as a result of a Subscription Version query, sorted in TN (primary, ascending) and SV-ID (secondary, ascending) order.

IIS:

4.7
Subscription Version Queries (this is a new section)

If a subscription version query is requested by the SOA/LSMS, and the results are larger than the Maximum Subscription Query tunable value, the NPAC SMS will return subscription versions up to that max value.  The SOA/LSMS would accept this message, then use it’s contents to send another query to the NPAC SMS, starting with the next TN, and so on until all SVs are returned to the SOA/LSMS.  It will be up to the SOA/LSMS to manage the data returned from the NPAC SMS and determine the next request to send to the NPAC SMS in order to get the next set of subscription versions.

The NPAC SMS will continue to return subscription versions that meet the selection criteria.  However, the NPAC SMS will not return a “count” to the SOA/LSMS for number of records that match the selection criteria.  Service providers should modify their systems to support the following subscription version query operations to the NPAC SMS:

1. When data is returned from a subscription version query and there are exactly n (tunable) records returned, the SP must assume that they didn't get all the data from their query.

2. After processing the first n records, they should send a new query that picks up where the data from the prior query ended.

3. The subscription version data returned from the NPAC SMS for subscription version queries will be sorted by TN and then by subscription version ID so a filter can be created to pick up where the prior query ended.

4. For example, if a SOA query to the NPAC SMS returns exactly 150 records and the last subscription version returned was TN '303-555-0150' with subscription version ID of 1234.  The filter used on the next query would be:All subscription versions where ((TN > 303-555-0150) OR (TN = 303-555-0150 AND subscription version ID > 1234).The NPAC SMS does support OR filters.

5. Once the results from the NPAC SMS returns less than 150 records, the SP can assume they received all records in the requested query.

As an example, a Service Provider’s SOA sends an Subscription Version query to the NPAC SMS,  There are 225 Subscription Versions that meet the selection criteria.  Assuming the Maximum Subscription Query tunable value is set to 150 Subscription Versions, the SOA would receive data from the NPAC SMS in the form of 150 Subscription Versions in 150 linked replies (1 SV per linked reply) followed by an reply (for a total of 151 linked replies).  The SOA would then send another query based on the algorithm described above.  The SOA would then receive data from the NPAC SMS in the form of 75 Subscription Versions in 75 linked replies (1 SV per linked reply) followed by an reply (for a total of 76 linked replies).  
B.5.6
SubscriptionVersion Query

This scenario shows subscriptionVersion query from service provider systems to the NPAC SMS.

Step-by-step message flow text is shown below:

1. Action is taken by either a service provider SOA or Local SMS for retrieving one or more versions of a subscription.

2. The service provider SOA or Local SMS issues a scoped filtered M-GET from the lnpSubscriptions object to retrieve a specific version for a subscription version TN or can request all subscription versions.  However, the service provider SOA is limited by a scope and filter in their search capabilities.  The filter will currently support all the attributes on the subscriptionVersionNPAC.

3. The NPAC SMS replies with the requested subscriptionVersion data if the requested number of records is less than or equal to “Max SubscriberQuery” specified in the NPAC SMS.  Otherwise a complexityLimitation error will be returned.
The NPAC SMS replies with the requested subscriptionVersion data if the requested number of records is less than or equal to “Maximum Subscription Query” tunable value specified in the NPAC SMS.  If the requested subscriptionVersion data exceeds the tunable value, then the number of subscriptionVersion records that equal the tunable value will be returned.  The service provider SOA or Local SMS will use the data returned to submit a subsequent query, starting with the next record from where the previous query finished.  Only when subscriptionVersion data is returned that contains less than the tunable value, is it safe for the service provider SOA or Local SMS to assume all data has been retrieved from the NPAC SMS.
The query return data includes:

subscriptionTN 
subscriptionLRN 
subscriptionNewCurrentSP 
subscriptionOldSP 
subscriptionNewSP-DueDate 
subscriptionNewSP-CreationTimeStamp 
subscriptionOldSP-DueDate 
subscriptionOldSP-Authorization 
subscriptionOldSP-AuthorizationTimeStamp 
subscriptionActivationTimeStamp
subscriptionBroadcastTimeStamp 
subscriptionConflictTimeStamp 
subscriptionCustomerDisconnectDate
subscriptionDisconnectCompleteTimeStamp 
subscriptionEffectiveReleaseDate
subscriptionVersionStatus 
subscriptionCLASS-DPC 
subscriptionCLASS-SSN 
subscriptionLIDB-DPC 
subscriptionLIDB-SSN 
subscriptionCNAM-DPC 
subscriptionCNAM-SSN 
subscriptionISVM-DPC 
subscriptionISVM-SSN 
subscriptionWSMSC-DPC - if supported by the Service Provider SOA
subscriptionWSMSC-SSN - if supported by the Service Provider SOA
subscriptionEndUserLocationValue 
subscriptionEndUserLocationType 
subscriptionBillingId 
subscriptionLNPType 
subscriptionPreCancellationStatus 
subscriptionCancellationTimeStamp 
subscriptionOldTimeStamp 
subscriptionModifiedTimeStamp 
subscriptionCreationTimeStamp 
subscriptionOldSP-CancellationTimeStamp 
subscriptionNewSP-CancellationTimeStamp 
subscriptionOldSP-ConflictResolutionTimeStamp 
subscriptionNewSP-ConflictResolutionTimeStamp 
subscriptionPortingToOriginal-SPSwitch
subscriptionFailedSP-List
subscriptionDownloadReason 
subscriptionTimerType
subscriptionBusinessType

GDMO:

-- 21.0 LNP NPAC Subscription Version Managed Object Class

subscriptionVersionNPAC MANAGED OBJECT CLASS

…

        If a Service Provider SOA or Local SMS does a scoped filtered

        M-GET for subscription versions, this request will only be

        successful if the number of records to be returned is less

        than or equal to the NPAC SMS tunable parameter,

        "Max Subscriber Query", in the Service Data table.

…

        The SOA or Local SMS may issue a scoped and filtered M-GET request to

        the NPAC SMS. If the number of objects exceeds the Maximum 

        Subscription Query tunable value, then the number of records that

        equal the tunable value will be returned, followed by an empty reply

        to indicate the end of the returned data. The SOA or Local SMS will use

        the data returned to submit a subsequent query, starting with the 

        next record from where the previous query finished. Only when

        the subscription version data is returned that contains less than

        the tunable value, has all the data been returned. The subscription

        version linked replies will be sorted by TN and then by subscription

        version ID so a filter can be created to return the next set of data

        where the TN value is greater than the last TN returned, OR the

        TN is equal to the last TN returned AND the subscription version id

        is greater than the last subscription version id returned. (e.g.

        (TN > 123-456-7890 OR (TN = 123-456-7890 AND ID > 1234))

ASN.1:

No change required.

M&P:

No change required.

Origination Date:  9/15/99

Originator:  LNPA WG

Change Order Number:  NANC 299
Description:  NPAC Monitoring of SOA and LSMS Associations via Heartbeat

Cumulative SP Priority, Weighted Average: 

Functional Backwards Compatible:  NO
IMPACT/CHANGE ASSESSMENT

	FRS
	IIS
	GDMO
	ASN.1
	NPAC
	SOA
	LSMS

	Y
	Y
	Y
	Y
	Med
	Med-High
	Med-High


Business Need:

Description of Change:

This is an extension of NANC 219 and NANC 301.  Instead of utilizing a TCP Heartbeat and an abort message, the NPAC SMS would utilize an application level heartbeat message on every association.  If a response was not returned for any given application level heartbeat message, an alarm would be initiated for NPAC Personnel.

The current working assumption is that this heartbeat would be a new message, it would not have any access control, it would be at a low level in the protocol stack, this heartbeat would occur on the same port as the association, this message would only occur if no traffic was sent/received after a configurable period of time, and this heartbeat would be two-way to allow either side to initiate this message.

All parties still need to examine if there might be an issue with filtering in their firewalls.

The need for both a network level heartbeat and application level heartbeat still needs to be decided.

Oct 99 LNPAWG (KC), this change order is designed to establish the application level heartbeat process (which requires an interface change to both the NPAC and the SOA/LSMS).  This process will allow two-way communication and allow either side to initiate the application level heartbeat message.  The application level heartbeat process should be set up so that the functionality can be optionally set up per association.

The alarming process is the same as 219, such that an alarm would be initiated whenever application level heartbeat responses are not sent by the NPAC or SOA/LSMS.  When these alarms occur, the NPAC Personnel would contact the affected Service Provider to work the problem and ensure the association is brought back up.
Jan 00 LNPAWG (Las Vegas), the group has not been able to determine the feasibility of implementing an application level heartbeat.  It was agreed to put this change order on hold, pending the outcome of NANC 301 (NPAC TCP Level Heartbeat [transport layer]).  The functionality documented in this change order needs further review before this change order can be considered “accepted and ready for selection into a release”.

Jul 00 LNPAWG, – consensus is that they do not want to cancel this change order but move it back to an accepted change order for a future release.  Metrics and reports that will be provided after R4.0 will give more information to determine whether or not this change order is needed.

Requirements:

TBD

IIS:

TBD

GDMO:

TBD

ASN.1

TBD

M&P

TBD

Origination Date:  12/6/99

Originator:  LNPA WG

Change Order Number:  NANC 300
Description:  Resend Exclusion for Number Pooling
Cumulative SP Priority, Weighted Average:  

Functional Backwards Compatible:  NO

IMPACT/CHANGE ASSESSMENT

	FRS
	IIS
	GDMO
	ASN.1
	NPAC
	SOA
	LSMS

	Y
	Y
	Y
	
	Med
	Med-Low
	Med-Low


Business Need:
When information about ported (or pooled) numbers is broadcast, no changes in this information can be subsequently broadcast until all service providers' LSMSs have acknowledged successful receipt of the original broadcast.  That is, no changes can be made to SVs in a "partial failure" condition.  This limitation is being corrected for ported telephone numbers in NPAC Release 4.0.  However, a ported pooled thousands block remains subject to this restriction.  Change Order NANC 300, proposed for NPAC release 5.0, effectively removes the restriction and allows changes to be made to ported pooled thousands blocks in a partial failure condition.

The business need for this change is the need to promptly correct erroneous NPAC broadcast information about ported pooled blocks.  For example, there may be an error in the LRN associated with the pooled thousands block; this would render the block's thousand numbers unusable until the correct LRN information could be modified and broadcast by NPAC.  This is less serious a problem than the inability to change an existing ported customer's SV, at least if the error is discovered before numbers from the pooled block are assigned to end-users.  However, even if no numbers are yet assigned to end-users, it is important to be able to correct errors promptly rather than being held hostage to a particular service provider's inability to receive or acknowledge broadcasts when the original pooled block broadcast was made.  An LSMS can be off line for days during which time no numbers from the block could be used.  INC guidelines state that the pooled numbers can be used the following day, which would make it imperative that the block be able to be modified.

An additional need for this change order is contaminated working numbers missed by the code holder at the time of block donation, that need to be intra-service provider ported for a Number Pool Block, that contains a Partial Failure status (which currently cannot be performed until the Number Pool Block is Active).

A process is available that could be implemented by NPAC personnel for such situations – using NPA-NXX filters – but the process is risky and very likely to cause greater problems.  A higher definition filter therefore is necessary to avoid the problems introduced by use of existing NPA-NXX filter.  The 10-digit filter provided in release 4.0 is not feasible for addressing the problem of pooled thousands blocks.  Hence this change order which proposes a 7-digit (NPA-NXX-X) filter.

Description of Change:

This is an extension of NANC 227.  During the Dec 99 LNPA-WG meeting, it was proposed to remove Number Pooling functionality from NANC 227, and create a new change order for this functionality.  This functionality was removed from NANC 227 because it was too much for Release 4.0.
The NPAC SMS currently rejects a request to "modify active" or "disconnect" a Number Pool Block or SVs of LNP type POOL that has a partial failure status.  Nothing can be done to the Block/SV until the discrepant LSMS(s) come back on line, and either recover the broadcast, or accept a re-send from the NPAC SMS.

Similar to NANC 227 for non-pooled SVs, the NPAC should provide a mechanism that allows activity (modify, disconnect, subsequent port) on the Block/SV, regardless of the Failed SP List.  This will be done via the resend exclusion functionality (defined in NANC 227), which is a mechanism that allows a Service Provider to be removed from a Failed SP List.

Jun 99: during the Pooling Assumptions walk-thru, four SV requirements were modified, and the functionality was moved into this change order.  Basically, the “partial failure/failed” text is moved to this change order.  The affected requirements are listed below:

SV-230 Modification of Number Pooling Subscription Version Information – Subscription Data

SV-240 Modification of Number Pooling Subscription Version Information – Status Update to Sending

SV-270 Modification of Number Pooling Subscription Version Information – Status Update

SV-280 Modification of Number Pooling Subscription Version Information – Failed SP List

May 00: using the resend exclusion functionality eliminates the need to update the above four requirements.  Other requirements will need to be written to define the functionality.

Requirements:

Req 1
Number Pool Block Failed SP List – Exclusion of a Service Provider from Resend

NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to request that a Service Provider be excluded from the Number Pool Block Failed SP List when resending a number pool block and the associated subscription version(s) of LNP type POOL, and not broadcast to the Service Provider that is excluded.

Req 2
Number Pool Block Failed SP List – Logging of an Excluded Service Provider

NPAC SMS shall log the following information when a Service Provider is excluded from the Failed SP List based on a request by NPAC Personnel via the NPAC Administrative Interface: date, time, excluded SPID, Blockholder SPID, NPA-NXX-X, Number Pool Block ID.

Req 3
Number Pool Block Failed SP List – Recovery of Excluded Service Provider Subscription Versions

NPAC SMS shall, for a recovery of number pool block data, in instances where the NPAC SMS excluded the Service Provider from the Failed SP List based on a request by NPAC Personnel via the NPAC Administrative Interface, allow the Local SMS to recover a Number Pool Block or its associated pool-type subscription versions with all current attributes, even though the Service Provider is no longer on the Failed SP List.

Req 4
Number Pool Block Failed SP List – Excluded Service Provider Log Data Availability for the Excluded Service Provider Report

NPAC SMS shall allow the Excluded Service Provider log data to be available for the Excluded Service Provider Report.

Req 5
Number Pool Block Failed SP List –Resend Excluded Service Provider Report by Current SPID/Blockholder SPID via OpGUI

NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to generate the Resend Excluded Service Provider Report by Current SPID/Blockholder SPID on Excluded Service Provider log data.

Req 6
Number Pool Block Failed SP List – Resend Excluded Service Provider Report Request by Current SPID/Blockholder SPID

NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to specify time range and Current SPID/Blockholder SPID option (of either an individual SPID or all SPIDs) when generating the Resend Excluded Service Provider Report by Current SPID/Blockholder SPID on Excluded Service Provider log data.

Req 7
Number Pool Block Failed SP List – Resend Excluded Service Provider Report by Current SPID/Blockholder SPID Request Sort Criteria

NPAC SMS shall use the following sort order when generating the Resend Excluded Service Provider Report by Current SPID/Blockholder SPID on Excluded Service Provider log data:

1. Current SPID/Blockholder SPID (ascending) 

2. TN/NPA-NXX-X  (ascending) 

3. date/time (earliest date/time to latest date/time) 

4. excluded SPID (ascending) 

5. SVID/Number Pool Block -ID (ascending)

Req 8
Number Pool Block Failed SP List –Resend Excluded Service Provider Report by Excluded SPID via OpGUI

NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to generate the Resend Excluded Service Provider Report by Excluded SPID on Excluded Service Provider log data.

Req 9
Number Pool Block Failed SP List – Resend Excluded Service Provider Report by Excluded SPID Request 

NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to specify time range and excluded SPID option (of either an individual SPID or all SPIDs) when generating the Resend Excluded Service Provider Report by Excluded SPID on Excluded Service Provider log data.

Req 10
Number Pool Block Failed SP List –Resend Excluded Service Provider Report by Excluded SPID Request Sort Criteria

NPAC SMS shall use the following sort order when generating the Excluded Service Provider Report on Excluded Service Provider log data: 

6. excluded SPID (ascending) 

7. TN/NPA-NXX-X  (ascending) 

8. date/time (earliest date/time to latest date/time) 

9. Current SPID/Blockholder SPID (ascending) 

10. SVID/Number Pool Block -ID (ascending)

Note:  The TN and SVID attributes were added to requirements 7 & 10 in this change order because of the corresponding change order (NANC 227/254) for SVs in Release 4.0.

IIS

No change required.
GDMO

-- 30.0 Number Pool Block NPAC Data Managed Object Class

numberPoolBlockNPAC MANAGED OBJECT CLASS

…

numberPoolBlockNPAC-Behavior BEHAVIOUR

    DEFINED AS !

…

 Insert at the end of the section:

        If NPAC Personnel via the NPAC Administrative Interface, exclude a

        Service Provider from the numberPoolBlockFailed-SP-List, the list of

        Service Providers will not accurately reflect those Local SMSs

        that successfully processed this number pool block.
…

-- 1.0 LNP Download Action

lnpDownload ACTION

    BEHAVIOUR

        lnpDownloadDefinition,

        lnpDownloadBehavior;

    MODE CONFIRMED;

    WITH INFORMATION SYNTAX LNP-ASN1.DownloadAction;

    WITH REPLY SYNTAX LNP-ASN1.DownloadReply;

    REGISTERED AS {LNP-OIDS.lnp-action 1};

lnpDownloadDefinition BEHAVIOUR

    DEFINED AS !

        The lnpDownload action is the action that is used by the Local SMS

        and SOA to specify the objects to be downloaded from the NPAC SMS.

    !;

lnpDownloadBehavior BEHAVIOUR

    DEFINED AS !

        Preconditions: This action is issued from an lnpSubscriptions

        or an lnpNetwork object and all objects to be downloaded

        are specified in the action request.

        Postconditions: After this action has been executed by the Local

        SMS or SOA specifying which objects to download, the NPAC SMS will

        determine which objects satisfy the download request and return

        them in the download action reply. Creation, deletion, and

        modification information will be included in the reply.  All data 

        for objects that have been modified is downloaded not just the 

        information that was modified. The download reason is set to 

        ‘new1’ for a new object, ‘delete1’ for a deleted object

        and ‘modified’ for a modified object.

        An LSMS may receive subscription or number pool block data during 

        recovery, where more than one activity occurred for a given subscription

        version or number pool block during the time the LSMS was not available.

        This will occur when NPAC Personnel via the OpGUI, exclude a Service 

        Provider from the Failed SP List to allow the current Service Provider to 

        perform some type of subsequent activity on that subscription version or

        number pool block.  Hence, when the LSMS performs recovery, the recovered 

        data will contain data for the both activities (all current attributes). 

        So, if the recovering LSMS is recovering a modified subscription version 

        or number pool block for which it did not receive the initial M-CREATE, 

        the download reason is set to ‘modified’ for this subscription version 

        or number pool block object.
        …

    !;

ASN.1

No change required

M&P

No change required

Origination Date:  12/13/00

Originator:  WorldCom

Change Order Number:  NANC 321
Description:  Regional NPAC Edit of Service Provider Network Data – NPA-NXX Data

Cumulative SP Priority, Weighted Average:  

Functional Backwards Compatible:  YES

IMPACT/CHANGE ASSESSMENT

	FRS
	IIS
	GDMO
	ASN.1
	NPAC
	SOA
	LSMS

	Y
	
	
	
	Med
	N/A
	N/A


Business Need:

When a service provider submits a message to the NPAC in order to create a pending subscription version, the NPAC verifies that the old service provider identified in the message is the current service provider and that the number to be ported is from a portable NPA-NXX.  If the telephone number already is a ported number, the NPAC will look at the active SV for that number to determine the identity of the current SP as shown in the active SV.  If no active SV exists, then the number is not currently ported and the NPAC determines the current SP instead based on NPA-NXX ownership as shown in the NPAC's network data for each service provider.  The NPAC also looks at the network data to confirm that the NPA-NXX has been identified as open to portability.

If a service provider has entered an NPA-NXX in its network data but has done it for its network data associated with the wrong region, then the correct NPAC region, when receiving create messages involving numbers in that NPA-NXX, will be unable to see that the TNs involve a portable NPA-NXX; in this case the create message will be rejected by NPAC.  Furthermore, another service provider could erroneously enter the NPA-NXX in its network data for the correct NPAC region.  Then the NPAC’s portable NPA-NXX validation would pass, but the current service provider validation would fail.  In either case the telephone number could not be ported until the service provider network data error were corrected.

It is important therefore to assure that service provider NPA-NXX network data be populated only in the proper NPAC region and to allow only the LERG-assignee to populate the data.  The introduction of an NPA edit function, to validate that an NPA-NXX input is to network data associated with the NPAC region encompassing the involved NPA will effectively serve both functions.  Such an edit function would not allow a service provider to put its NPA-NXX data in the wrong NPAC region's database and it consequently would not allow the improper LERG-assignee entries to remain long undetected.  

Description of Change:

Service Providers submit Network Data over their SOA interfaces.  A provider is required to enter each portable NPA-NXX for which it is the LERG assignee.  The NPAC uses this service provider network data to perform certain validation functions of subscription version data -- to confirm current SPID correct and that TN is from portable NXX -- and to determine TN ownership in snap-back situations.

Requirements:

Req 1
Valid NPAs for each NPAC Region

NPAC SMS shall establish a list of valid NPAs for each NPAC region using information obtained from the LERG.

Req 2
Maintaining List of Valid NPAs for Each NPAC Region

NPAC SMS shall maintain the list of valid NPAs for each NPAC region.

Req 3
Updating List of Valid NPAs for Each NPAC Region

NPAC SMS shall update the list of valid NPAs for each NPAC region using information obtained from the LERG.

Req 4
Rejection of NPA-NXXs that Do Not Belong to a Valid NPA for the NPAC Region

NPAC SMS shall reject a Service Provider request to open an NPA-NXX for portability if the associated NPA is not valid for the region.

Req 5
Regional NPAC NPA Edit Flag Indicator

NPAC SMS shall provide a Regional NPA Edit Flag Indicator, which is defined as an indicator on whether or not NPA edits will be enforced by the NPAC SMS for a particular NPAC Region.

Req 6
Regional NPAC NPA Edit Flag Indicator Modification

NPAC SMS shall provide a mechanism for NPAC Personnel to modify the Regional NPA Edit Flag Indicator.

Req 7
Regional NPAC NPA Edit Flag Indicator – Valid Values

NPAC SMS shall use TRUE or FALSE as valid values for the Regional NPA Edit Flag Indicator.

Req 8
Regional NPAC NPA Edit Flag Indicator – Default Value

NPAC SMS shall default the Regional NPA Edit Flag Indicator to TRUE.

IIS

No Change Required

GDMO

No Change Required

ASN.1

No Change Required

M&P

TBD

Origination Date:  1/21/02

Originator:  NeuStar

Change Order Number:  NANC 346
Description:  GDMO Change to Number Pool Block Data Managed Object Class (Section 29.0) and Documentation Change to Subscription Version Managed Object Class (Section 20.0)

Cumulative SP Priority, Weighted Average:  

Functional Backwards Compatible:  NO

IMPACT/CHANGE ASSESSMENT

	FRS
	IIS
	GDMO
	ASN.1
	NPAC
	SOA
	LSMS

	
	
	Y
	
	N/A
	Low
	Low


Business Need:

The GDMO needs to be updated to resolve an error situation when the NPAC attempts to correct an attribute during an audit.

Description of Change:

Change the numberPoolBlock-Pkg to support updates to the numberPoolBlockActivationTimeStamp attribute. Currently this attribute is not modifiable so when it is audited by the NPAC SMS and found to be discrepant there is no way to update it.  The NPAC SMS attempts to correct the attribute on the LSMS and the M-SET is failed by the service provider’s system because the attribute is GET only.

Currently the numberPoolBlock-Pkg reads:

numberPoolBlock-Pkg PACKAGE

  BEHAVIOUR

    numberPoolBlock-Definition,

    numberPoolBlock-Behavior;

  ATTRIBUTES

    numberPoolBlockId GET,

    numberPoolBlockNPA-NXX-X GET,

    numberPoolBlockHolderSPID GET,

    numberPoolBlockActivationTimeStamp GET,

    numberPoolBlockLRN GET-REPLACE,

    numberPoolBlockCLASS-DPC GET-REPLACE,

    numberPoolBlockCLASS-SSN GET-REPLACE,

    numberPoolBlockLIDB-DPC GET-REPLACE,

    numberPoolBlockLIDB-SSN GET-REPLACE,

    numberPoolBlockCNAM-DPC GET-REPLACE,

    numberPoolBlockCNAM-SSN GET-REPLACE,

    numberPoolBlockISVM-DPC GET-REPLACE,

    numberPoolBlockISVM-SSN GET-REPLACE,

    numberPoolBlockDownloadReason GET-REPLACE;

  ;

Modify the numberPoolBlock-Pkg to read:

numberPoolBlock-Pkg PACKAGE

  BEHAVIOUR

    numberPoolBlock-Definition,

    numberPoolBlock-Behavior;

  ATTRIBUTES

    numberPoolBlockId GET,

    numberPoolBlockNPA-NXX-X GET,

    numberPoolBlockHolderSPID GET,

    numberPoolBlockActivationTimeStamp GET-REPLACE,

    numberPoolBlockLRN GET-REPLACE,

    numberPoolBlockCLASS-DPC GET-REPLACE,

    numberPoolBlockCLASS-SSN GET-REPLACE,

    numberPoolBlockLIDB-DPC GET-REPLACE,

    numberPoolBlockLIDB-SSN GET-REPLACE,

    numberPoolBlockCNAM-DPC GET-REPLACE,

    numberPoolBlockCNAM-SSN GET-REPLACE,

    numberPoolBlockISVM-DPC GET-REPLACE,

    numberPoolBlockISVM-SSN GET-REPLACE,

    numberPoolBlockDownloadReason GET-REPLACE;

  ;

Number Pool Block, object 29.0 -- Update the GDMO behavior text (add to the end).

The Local SMS can only modify the numberPoolBlockActivationTimeStamp locally upon receiving a modify request from the NPAC SMS.

Subscription Version, object 20.0 -- Update the GDMO behavior text (add to the end).

The Local SMS can only modify the subscriptionVersionActivationTimeStamp locally upon receiving a modify request from the NPAC SMS.

Requirements:

No Change Required

IIS

No Change Required

GDMO

No Change Required

ASN.1

No Change Required

M&P

No Change Required

Origination Date:  4/12/02

Originator:  SBC

Change Order Number:  NANC 355
Description:  Modification of NPA-NX Effective Date (son of ILL 77)

Cumulative SP Priority, Weighted Average:  

Functional Backwards Compatible:  NO

IMPACT/CHANGE ASSESSMENT

	FRS
	IIS
	GDMO
	ASN.1
	NPAC
	SOA
	LSMS

	Y
	Y
	Y
	
	Med-Low
	TBD
	TBD


Business Need:

When the NPAC inputs an NPA Split requested by the Service Provider and the effective date and/or time of the new NPA-NXX does not match the start of PDP, the NPAC cannot create the NPA Split in the NPAC SMS.  To correct this problem the NPAC can contact the Service Provider and have them delete and re-enter the new NPA-NXX specified by the NPA Split at the correct time, or the NPAC can delete and re-enter the NPA-NXX for the Service Provider.

However, the NPA-NXX may already be associated with the NPA Split at the Local SMS, and the subsequent deletion of the NPA-NXX will cause that specific record to be old time-stamped.  When the NPA-NXX is re-created, that new record will have a different time stamp, and it requires a manual task for the Service Provider to search for new NPA-NXX records which might match the NPA Split.  If identified and corrected, it will be added.  If not identified, it will affect call routing after PDP.
Description of Change:

This activity would only be allowed by NPAC personnel, via the GUI, to modify the NPA-NXX Effective Date.

At the time of modification request, all existing pending subscription versions must have a due date greater than the new effective date in order for the change to occur.  If one or more pending subscription versions have a due date less than the new effective date, a change would not be made and an error message would be returned to the NPAC user.

It would be the responsibility of the owner of the NPA-NXX to resolve issues of pending versions with due dates prior to the new effective date before a change could be made.

For valid requests, the NPAC will notify the SOA/LSMS of a modified effective date (M-SET).
Requirements:

TBD

IIS

TBD

GDMO

TBD

ASN.1

No Change Required

M&P

TBD

Origination Date:  41202

Originator:  Bellsouth

Change Order Number:  NANC 357
Description:  Unique Identifiers for wireline versus wireless carriers (long term solution)

Cumulative SP Priority, Weighted Average:  

Functional Backwards Compatible:  NO

IMPACT/CHANGE ASSESSMENT

	FRS
	IIS
	GDMO
	ASN.1
	NPAC
	SOA
	LSMS

	Y
	Y
	Y
	
	Med-Low
	TBD
	TBD


Business Need:

In the LSR process, there is a need to identify a Service Provider’s port request as that from or to a Wireline or Wireless Service Provider in order to process the port request correctly within internal systems.  This information must match up with NPAC information on each Service Provider’s Type.  Without this information, port requests may be handled incorrectly thus effecting customer phone service including related E911 records.  This is especially crucial in fully mechanized LSR processing systems.

This long-term solution replaces the interim solution provided by the associated NANC Change Order, 356.

Description of Change:

The NPAC SMS shall provide a Service Provider Type indicator for each Service Provider.  This new indicator shall initially distinguish each Service Provider as either a Wireline Service Provider or a Wireless Service Provider.  The Service Provider Type indicator shall be able to distinguish additional “types” as deemed necessary in the future (e.g., it may be advantageous in the future to identify other Service Provider Types such as Reseller or Service Bureau).

This information shall be sent to the SOA/LSMS upon initial creation of the Service Provider, upon modification of a Service Provider’s Type and when the SP is removed (deleted) from the NPAC.

The Service Provider Type indicator shall be added to the Bulk Data Download file, available to a Service Provider’s SOA/LSMS.

The Service Provider Type indicator shall be Recoverable across the SOA/LSMS with the implementation of NANC 352.
Requirements:

TBD

IIS

TBD

GDMO

TBD

ASN.1

No Change Required

M&P

TBD

Origination Date:  41202

Originator:  NeuStar

Change Order Number:  NANC 358
Description:  Change for ASN.1: Change SPID Definition
Cumulative SP Priority, Weighted Average:  

Functional Backwards Compatible:  YES

IMPACT/CHANGE ASSESSMENT

	FRS
	IIS
	GDMO
	ASN.1
	NPAC
	SOA
	LSMS

	Y
	Y
	Y
	Y
	Low
	TBD
	TBD


Business Need:

The current ASN.1 definition allows the SPID to be variable 1-4 alphanumeric characters.  The current behavior in the NPAC requires SPID to be four alphanumeric characters, as defined in the current data model in the FRS – a “New Service Provider ID, Character (4), Old Service Provider ID, Character (4)”, and the GDMO “Valid values are the Facilities Id (or OCN) of the service provider.”

The OCN in the GDMO is the same OCN as defined by OBF (http://www.atis.org/pub/clc/niif/nrri/issue177/MACompany%20Code.doc):

“Company Code/Operating Company Number (OCN) - A unique four-character alphanumeric code assigned by NECA that identifies a telecommunications service provider, as outlined in the ANSI T1.251 standard, Identification of Telecommunications Service Provider Codes for the North American Telecommunications System.  The code set is used in mechanized systems and documents throughout the industry to facilitate the exchange of information.  Company Codes assigned by NECA are referred to as OCNs in Telcordia’s BIRRDs system.  NANPA requires a carrier’s Company Code in order to obtain numbering resources.  The FCC requires a carrier’s Company Code on FCC Form 502, the North American Numbering Plan Numbering Resource Utilization/Forecast Report.”

This change order will correct the ASN.1 definition to match the current implementation.

Description of Change:

Change the current ASN.1 definition.

Requirements:

Documentation only.

IIS

Documentation only.

GDMO

Documentation only.

ASN.1

Current ASN.1 definition:

ServiceProvId ::= GraphicString4

GraphicString4 ::= GraphicStringBase(SIZE(1..4))

New ASN.1 definition (new is bold):

ServiceProvId ::= GraphicFixedString4

GraphicFixedString4 ::= GraphicStringBase(SIZE(4))

M&P

No Change Required.

Origination Date:  5/30/02

Originator:  ESI

Change Order Number:  NANC 362
Description:  Vendor Metrics

Cumulative SP Priority, Weighted Average:  

Pure Backwards Compatible:  YES

IMPACT/CHANGE ASSESSMENT

	FRS
	IIS
	GDMO
	ASN.1
	NPAC
	SOA
	LSMS

	
	
	
	
	TBD
	N/A
	N/A


Business Need:

SOA/LSMS vendors request that NPAC volume metrics be captured that would allow SOA/LSMS vendors to create a model for LNP transactional performance based on actual porting data to the SOA and LSMS.

Once a model is developed, the intent is to continue to capture various porting data (nominal, peak, duration at peak) to determine the validity of the model.

Once the model has been validated and accepted, SOA/LSMS vendors will use this model to intelligently establish the current performance requirements, and by extrapolation, the future requirements.

As porting volumes increase, the business need for this change order becomes more time sensitive to help with the situation where porting is delayed because of a slow horse situation.
Description of Change:

Both SOA and LSMS data should be gathered.

An extract is shown below from the Minutes from the Vendor Metrics Call, May 2, 2002, version 1.2.  Refer to the Vendor Call Minutes for full details.

Discussion of the LSMS metrics we should gather:

The group proposed monthly reports showing message traffic mix.  Items to be gathered are:

1. TN range size (including range of 1),

2. Message type (create, modify, delete, queries, etc),

3. Number of messages of this range size and type,

4. aggregated in 15-minute intervals,

5. whether transmission congestion occurred during the period,

6. if congestion occurred, start and end times of congestion,

7. whether an abort occurred i.e. downstream did not respond during the period.

It was agreed that at this time the following report would be a sufficient starting place.

For each 15 minute interval,

· For the category of prepared messages, report

1. Message type,

2. Range size, 

3. and the number of messages with that range size and message type,

· For the category of transmitted messages, for the best case report

1. Message type,

2. Range size, 

3. The number of messages with that range size and message type,

4. Count of number of times entered into congestion,

5. List of congestion intervals,

6. Count of aborts,

7. and count of aborts due to timeout.

Discussion of SOA metrics proposed by the Slow Horse subcommittee in August and September of 2000.

We discussed SOA metrics and agreed that what kind of data that the Slow Horse had proposed was still valid.  It was agreed that the sampling interval should be 15-minute intervals and that the LTI information was not relevant.  Furthermore, the data should be reported for both the prepared messages and the transmitted messages as was specified above for the LSMS.  Consequently, for the SOA the report needs to contain:

1. All NPAC notifications to SOA.

2. All SOA requests to NPAC.

This information should be reported in 15-minute intervals and categorized as specified above for LSMS messages. For messages sent to the NPAC, they should be reported as:

1. TN range size (including range of 1), 

2. Message type (create, modify, delete, queries, etc).,

3. Number of messages of this range size and type, 

4. aggregated in 15-minute intervals.

June ’02 LNPAWG, additional discussion.

The desire is to obtain the offered load, versus what the NPAC is actually producing.  In other words, the request versus the result of the request.  Group input included:

· Colleen Collard would like lots of data on both the inbound and outbound traffic, but realize that the more data that is requested, the longer and more expensive to produce that data.  So, initially the group can accept what the NPAC is sending down to the LSMS.

· Jim Rooks – porting business need is driving SOA, which drives NPAC, which drives LSMS.

· John Malyar – problem is porting that happens at any single point in time.

· Jim Rooks – we really need to smooth out data.  We are currently looking at request data, the report is sent to NAPM.

· Steve Addicks – the past doesn’t necessarily reflect future needs/load with wireless (mostly single ports), and also pooling.

· Dave Garner – need to know what we have today, and also need to do a forecast/projection for the future.

NeuStar action item:  provide a list of metrics for a baseline of data elements as the NPAC’s side of the projected load, as to what is occurring today.  Jim Rooks provided this information at the Aug ’02 LNPAWG meeting.

Requirements:

TBD

IIS

TBD

GDMO

TBD

ASN.1

TBD

M&P

TBD

Origination Date:  6/14/02

Originator:  NeuStar

Change Order Number:  NANC 363
Description:  Lockheed to NeuStar private enterprise number: Change to NeuStar registration number
Cumulative SP Priority, Weighted Average:  

Functional Backwards Compatible:  NO

IMPACT/CHANGE ASSESSMENT

	FRS
	IIS
	GDMO
	ASN.1
	NPAC
	SOA
	LSMS

	
	
	
	Y
	TBD (since NPAC may support both old and new number.  Would set short sunset
	Low
	Low


Business Need:

The current ASN.1 uses the Lockheed Martin private enterprise number.  This needs to be changed to the NeuStar registration number, as was provided by IANA (Internet Assigned Number Authority).

The following three areas in the ASN.1 will be changed:

LNP-OIDS

  {iso(1) org(3) dod(6) internet(1) private(4) enterprises(1)

   lockheedMartin(103) cis(7) npac(0) iis(0) oids(0)}

lnp-npac OBJECT IDENTIFIER ::=

  {iso(1) org(3) dod(6) internet(1) private(4) enterprises(1)

   lockheedMartin(103) cis(7) npac(0)}

-- LNP General ASN.1 Definitions

LNP-ASN1

  {iso(1) org(3) dod(6) internet(1) private(4) enterprises(1)

   lockheed(103) cis(7) npac(0) iis(0) asn1(1)}

Description of Change:

Change the current ASN.1 definition from lockheedMartin (103) to NeuStar (13568). 

Jan ’03 LNPAWG, approved, move to accepted category.  Need to get SOA/LSMS vendor feedback during Feb ’03 LNPAWG meeting.

Feb ’03 LNPAWG, SOA/LSMS vendor feedback.  Colleen Collard (Tekelec), more than a recompile, but LOE is low.  Logistical implementation an issue since non-backwards compatible (for vendors with single platform and different regions with different implementation dates).  Need to consider efficiency of roll-out.  To alleviate this problem would need all regions upgraded at same time.  Burden will be somewhere for someone to support both (either NPAC or vendor side).  This change should be incorporated at the next regular release, and not during it’s own release.

Requirements:

Documentation only.

IIS

Documentation only.

GDMO

Documentation only.

ASN.1

See above

M&P

TBD

Origination Date:  11/15/02

Originator:  Bellsouth

Change Order Number:  NANC 372
Description:  SOA/LSMS Interface Protocol Alternatives

Cumulative SP Priority, Weighted Average:  

Functional Backwards Compatible:  NO

IMPACT/CHANGE ASSESSMENT

	FRS
	IIS
	GDMO
	ASN.1
	NPAC
	SOA
	LSMS

	Y
	Y
	
	
	TBD
	TBD
	TBD


Business Need:

Currently the only interface protocol supported by the NPAC to SOA and NPAC to LSMS interface is CMIP.  The purpose of this change order is to request analysis be done to determine the feasibility of adding other protocol support such as CORBA or XML. The primary reasons for looking into a change would be 1) Performance, and 2) Implementation complexity.

Description of Change:

Provide an interface alternative to connect to the NPAC.

Dec ’02 LNPAWG, discuss this change order in January ’03 in the new Architecture Planning Team meeting.

Requirements:

TBD

IIS

TBD

GDMO

No Change Required

ASN.1

No Change Required

M&P

TBD

Origination Date:  4/4/03

Originator:  NeuStar

Change Order Number:  NANC 382
Description:  “Port-Protection” System

Cumulative SP Priority, Weighted Average:  

Functional Backwards Compatible:  NO

IMPACT/CHANGE ASSESSMENT

	FRS
	IIS
	GDMO
	ASN.1
	NPAC
	SOA
	LSMS

	Y
	Y
	Y
	Y
	TBD
	TBD
	TBD


(The following INDENTED TEXT is the original request.  Subsequent modifications were made during several LNPAWG meetings.  Refer to the bottom of this change order for the current version.)

Overview:

The “Port Protection” system is a competitively neutral approach to preventing inadvertent ports that gives end-users the ability to define their portable telephone numbers as “not-portable.”  The NPAC SMS enforces the “not-portable” status of a telephone number so long as it remains in effect.  No Local Service Provider (LSP) can invoke or revoke “port protection” on a working telephone number; end-users completely control the portability of their portable telephone numbers.

Business Need:

Inadvertent porting of working numbers is a concern to both Local Service Providers (LSPs) and their customers.  In today’s LNP environment, an LSP cannot absolutely assure its customers that their terminating service will not be interrupted, even if it can insure that physical plant is operated without failure.  This is because any LSP by mistake may port a telephone number away from that number’s current serving switch.

The inadvertent port can occur in a number of ways, but the most common occurrences appear to be caused by two errors: (1.) when the wrong telephone number submitted to NPAC for a conventional inter-SP port, and (2.) when intra-SP ports are not done before a pooled block is created.  There is a similar inadvertent port problem for non-working numbers, but erroneous moves of non-working numbers are not directly service-affecting and are not addressed here.

NeuStar suggests the following competitively neutral method to prevent inadvertent ports of working TNs.

This change order was reviewed and revised during the May through Sep ’03 LNPAWG meetings.  The final version of the open change order at the time of acceptance (for development of more detailed information) is shown below IN BLUE:

Overview:

The “Port Protection” system is a competitively neutral approach to preventing inadvertent ports.  The system makes it possible for end-users to define their portable telephone numbers as “not-portable.”  The NPAC SMS prevents the port of a “not-portable” telephone number (TN) through its automated validation processes.  A Local Service Provider (LSP) can invoke or revoke “port protection” for a working TN, but only at the end-user’s request.

Business Need:

Inadvertent porting of working TNs is a concern to both Local Service Providers (LSPs) and their customers.  In today’s LNP environment, an LSP cannot absolutely assure its customers that their terminating service will not be interrupted, even if it can insure that the physical plant is operated without failure.  This is because another LSP by mistake may port a TN away from that number’s current serving switch. 

The inadvertent port can occur in a number of ways, but the most common occurrences appear to be caused by two errors: (1.) the wrong TN is submitted to the NPAC SMS for a conventional inter-SP port, and (2.) intra-SP ports are not done before a thousands-block is created. There are similar inadvertent port scenarios for non-working TNs, but erroneous moves of non-working TNs are not immediately service-affecting and are not addressed here.

NeuStar suggests the following competitively neutral method to prevent inadvertent ports of working TNs.

Description of Change:

(The following INDENTED TEXT is the original request.  Subsequent modifications were made during several LNPAWG meetings.  Refer to the bottom of this change order for the current version.)

-- System Architecture -- 

Changes to the NPAC SMS are required, to establish a table of “Port-Protected TNs” in which portable numbers that no longer can be ported are listed.  A step must be added to the NPAC SMS’s validation process in order to check this new table whenever an inter-SP port or pooled block create is attempted.
  An interface change could be required as well if industry wishes to know when a request’s rejection is due to the involved number being on the “Port Protection” list.

Creation of an IVR system is required, to receive end-user requests for protection of their numbers from porting (or to remove this protection) and to relay the information to the NPAC SMS.  The system would automatically modify the NPAC’s “Port-Protection” tables based on the end-user requests it receives.  Access to the IVR would be through the end-user’s current LSP customer rep.  Any other LSP willing to assist the end-user could be involved.

The end-user’s telephone number is entered in the NPAC’s “Port Protection” tables whenever “port-protection” is requested.  The end-user cannot reach the “Port-Protection” IVR system directly, but instead must be connected through a local Service Provider’s customer contact system, much like what is done in the PIC selection process, where the Service Provider’s customer rep advances the call to a third-party verification service, then leaves the call to allow the third-party verifier and end-user to converse.

The IVR system must recognize the LSP as authorized to participate in the “Port Protect” process.  (The LSP need not be a facility-based provider.)

Arrangements for security handshakes must be made in advance with each participating LSP.

A telephone number may be added to or removed from the “Port Protection” list whenever and as often as the end-user wishes.

To maintain the proposal’s competitive neutrality, the process assumes any LSP may assist the end-user.  However, the possibility of end-users invoking or revoking “Port Protection” on telephone numbers other than their own would be mitigated if only an LSP with which the end-user had a contractual relationship could participate, i.e., only the current LSP or a new LSP in a pending port request situation.

-- System Operation -- 

The end-user’s telephone number is entered in the NPAC’s “Port Protection” tables whenever “port-protection” is requested.  The end-user cannot reach the “Port-Protection” IVR system directly, but instead must be connected through a local Service Provider’s customer contact system, much like what is done in the PIC selection process, where the Service Provider’s customer rep advances the call to a third-party verification service, then leaves the call to allow the third-party verifier and end-user to converse.

The IVR system must recognize the LSP as authorized to participate in the “Port Protect” process.  (The LSP need not be a facility-based provider.)

Arrangements for security handshakes must be made in advance with each participating LSP.

A telephone number may be added to or removed from the “Port Protection” list whenever and as often as the end-user wishes.

To maintain the proposal’s competitive neutrality, the process assumes any LSP may assist the end-user.  However, the possibility of end-users invoking or revoking “Port Protection” on telephone numbers other than their own would be mitigated if only an LSP with which the end-user had a contractual relationship could participate, i.e., only the current LSP or a new LSP in a pending port request situation.

When the NPAC attempts to create a pending SV or a pooled block, the NPAC will check the “Port Protection” list in its validation process for inter-SP port (including Port-to-Original) and “-X” create requests. 

The “Port Protection” validation does not occur for intra-SP ports.  These may represent inadvertent ports, but validation necessary to determine whether override would be appropriate is not feasible.  The validation occurs for only those deletes that are “Port-to-Original” situations.

 -- Process Flow -- 

The end-user contacts an LSP (or an LSP contacts the end-user).  (It is not inherently necessary for there to be Service Provider involvement in this process, but NeuStar is not prepared to operate a system which does not involve LSP participation.)

End-user indicates desire to invoke (or revoke) “Port Protection.”

LSP customer rep places end-user on hold and calls the “Port-Protection” IVR.

LSP provides its pre-assigned ID information to IVR system.  (LSP arrange for security codes before attempting to assist end-users with the “Port-protection” process.)

LSP brings end-user on to the active line and leaves call; end-user interacts with IVR.

Using a standard script, the IVR confirms caller is authorized to make changes to the telephone number account, determines the caller’s name, and lists the telephone number(s) to be added to (or removed from) the “port-protection” table.  The customer may actually enter the TN desired.  The call is recorded.

The IVR system then enters this information into an automated ticket system.

Completion of the ticket automatically sends triggers an update of the NPAC’s “port-protection” table.

In the case of a number that has been entered in the port-protection table, but is no longer assigned to an end-user, the current Service Provider itself can ask that the number be removed from the “port-protection” table.  The provider would have to be recognized by the NPAC as the code/block owner and would have to state that the number is not assigned to an end-user.
This change order was reviewed and revised during the May through Sep ’03 LNPAWG meetings.  The final version of the open change order at the time of acceptance (for development of more detailed information) is shown below IN BLUE:

-- System Architecture -- 

Changes to the NPAC SMS are required to establish a table of “Port Protected” TNs, in which portable numbers that no longer can be ported are listed, and to add a validation step that rejects attempts to port a TN that is on the list.  The validation is performed on the new-SP’s Create message for an inter-SP port, when a thousands block is created, and, optionally, for an intra-SP port.  (The optional intra-SP port validation is invoked on a SPID-specific basis.)   The rejection notification sent when a request fails this NPAC SMS validation will indicate that the TN is on the Port Protection list.  No interface change is required for this rejection message, since a new optional attribute will be added to accommodate the new error text.

LSP requests to add TNs to the Port Protection table are made to the NPAC Help Desk via e-mail (the TNs involved are shown on an Excel attachment to the e-mail message).  LSPs use the same approach to delete TNs from the table.

-- System Operation -- 

A TN is added to the NPAC’s Port Protection table when an LSP requests this action.  The same process applies when an LSP requests the removal of a TN from the table.

The NPAC Help Desk accepts requests to change Port Protection table entries only from pre-authorized representatives of an LSP.  (The LSP need not be a facility-based provider.)  A TN may be added to or removed from the “Port Protection” list as often as required.

When the NPAC SMS receives the new SP’s Create request, it will check the Port Protection table during the Pending SV Create validation process for inter-SP ports (including Port-to-Original SV deletes). Optionally
, the validation is performed for intra-SP ports.

The NPAC SMS also will make this validation check in connection with “-X” create requests.
 
The validation is not applied to Modify requests

In the disconnect scenario, the NPAC SMS will check the Port Protection list and, if the TN is found, will remove the involved disconnected ported TN from the list.  This automatic removal of a disconnected TN from the Port Protection list can occur only in the case of a disconnected TN that was ported.  A non-ported TN that is disconnected must be removed from the list by the LSP having the disconnected non-ported TN in its inventory.

-- Process Flow -- 

NPAC Help Desk

· The end-user contacts an LSP (or an LSP contacts the end-user). 

· End-user indicates to LSP his desire to invoke (or revoke) “Port Protection.”

· LSP contacts NPAC Help Desk via e-mail to request change.

· The NPAC Help Desk updates the Port Protection table.

NPAC SMS
· NPAC SMS applies the Port Protection validation (1.) to the new-SP Create request of an inter-SP port, (2.) to a Block Creation request, and (3.) optionally at the individual SPID level, to an intra-SP port request.  If the TN is found on the Port Protection list, NPAC SMS rejects the request and indicates that a Port Protection validation failure is the reason for the request’s rejection.

· Disconnect of a ported TN results in automatic removal of the TN from the Port Protection list; disconnect of a non-ported TN requires owning LSP to request the disconnected TN’s removal from the list.

· An LSP’s regional NPAC SMS Profile indicates whether the Port Protection validation should be applied also to its intra-SP port requests.

Nov ’03 LNPAWG, discussion:
The group discussed the high-level steps.  There were a couple of updates that were requested.  These steps will be evaluated once the policy issues/questions are discussed:

1. For intra-ports, let the port go through and keep them on the list.

2. In steps 4.b, no need to look at the list, just allow the Old SP Create to happen.  If they are on the list, then for now, leave it on the list.

3. For step 8, add that this does NOT apply to PTO.

Policy issues/questions:  (at the Jan ’04 LNPAWG, we would discuss if and how, we might Tee this up at NANC).

1. What types/classes of numbers can be placed on the list?  What criteria?  What kind of criteria.

2. Who can put it on the list and remove it from the list?  This is an authorization question.

3. What is the PROCESS for getting them on and off the list?  How mechanically, do you put/remove it on the list.

4. Who can access the list, need a process to access the list.  What is shown when they access the list    (police, other authority)

Other points discussed:

1. Want more than just the IVR way to get numbers on/off the list.

2. Want some type of pre-validation process to “ping” the list and see if someone is on the PPL.

3. Want the ability to audit the list.

Requirements:

TBD

IIS

TBD

GDMO

TBD

ASN.1

TBD

M&P

TBD

Origination Date:  7/24/03

Originator:  NeuStar

Change Order Number:  NANC 386
Description:  Single Association for SOA/LSMS

Cumulative SP Priority, Weighted Average:  

Functional Backwards Compatible:  YES

IMPACT/CHANGE ASSESSMENT

	FRS
	IIS
	GDMO
	ASN.1
	NPAC
	SOA
	LSMS

	Y
	Y
	Y
	
	TBD
	TBD
	TBD


Business Need:

Currently, the FRS does NOT address the number of concurrent connections to the NPAC using the same CMIP association function and specific bit mask value.  Therefore, there are no requirements to either support or deny this functionality.

Because change order ILL-5 was proposed during the initial implementation of the NPAC, the NPAC partially supports multiple associations.  This partial implementation can allow a situation where there are one or more non-functional CMIP associations between a SOA/LSMS and the NPAC.  This situation causes an unnecessary consumption of NPAC resources (and possibly SOA/LSMS resources as well).

This change order will remedy this situation (close the hole) by only allowing a single CMIP association between a SOA/LSMS and the NPAC, for any given association function and specific bit mask value.

Description of Change:

The association management function within the NPAC will be modified to allow a single CMIP association between a SOA/LSMS and the NPAC.  In the proposed update, if a valid association is active, and a new association request is sent from a SOA/LSMS to the NPAC, the NPAC will abort the first association, and process the request for the second association.

Aug ’03 LNPAWG, discussion:
This Change Order would only allow a single association for each SOA/LSMS.  NPAC would abort the existing association if a new request came in to establish a second association.  If implemented, and if we want ILL-5 down the road, we would have to back this functionality out.  Tekelec supports this Change Order but would want it fully tested because it is a behavioral change.  BellSouth stated they are concerned that this would preclude multiple associations as a means of addressing interface performance.  There was agreement to work the requirements for this Change Order.  If the next release package contains a need for multiple associations, then NANC 386 would not be implemented.  If no need for multiple associations, we could possibly implement NANC 386 in the next package.

Requirements:

TBD

IIS

TBD

GDMO

TBD

ASN.1

No Change Required

M&P

TBD

Origination Date:  10/16/03

Originator:  AT&T Wireless

Change Order Number:  NANC 389
Description:  Performance Test-Bed

Cumulative SP Priority, Weighted Average:  

Pure Backwards Compatible:  YES

IMPACT/CHANGE ASSESSMENT

	FRS
	IIS
	GDMO
	ASN.1
	NPAC
	SOA
	LSMS

	
	
	
	
	N/A
	N/A
	N/A


Business Need:

Service Providers have expressed a desire to perform a performance volume test to mimic production behavior prior to “go-live”, and to “stress” and certify system readiness, but without having to use simulators to perform the NPAC role.  Simulators have been used because the test platform provided under SOW 34 does not support testing at performance volume load levels.  It is possible for a Service Provider to impact the overall stability of the SOW 34 test platform and negatively impact other NPAC users.  Even with the coordination and scheduling of performance tests in the off-hours, a single Service Provider still can negatively impact the NPAC test-bed, causing downtime to clear the inbound and outbound queues.

This change order defines system requirements for a separate NPAC test-bed suitable to meet the industry performance volume test needs.  Service Providers could use this test-bed at any time without support.  Testing support, including setup, would be provided as agreed.

Nov ’03 LNPAWG, discussion:
· Still a desire to have a Test Bed that can handle volume test loads even though past go-live date for WNP.  As discussed during Oct ’03 meeting, configuration would be no failover site, and up to five simulators for SOA and LSMS sides.  Desire is to have an environment just like production, so it would mirror that configuration.

· Some providers still bothered by the lack of definition on what will be tested, how often, number of SPs at same time, volumes at max, number of simulators, response time needs, assumptions, etc.  Just saying “production-like” is not well defined.  We need to quantify the configuration.  It was also mentioned that we would want a separate Test Bed rather than just beefing up the SOW 34 Test Bed (which is used for unassisted functional testing).  The desire is to do end-to-end testing with volume, and not impact the functional Test Bed.  Additional input was for volume testing (in the 10s of thousands of TNs) to test end-to-end, so bottlenecks can be identified, and possibly implement flow control in one or more places along the end-to-end path.

· It was finally agreed that since this started as a wireless issue, then the WNPO would work this as a group, then provide feedback/updates/definitions back to Working Group.  So, this change order will remain on the open list for now.

Description of Change:

This change order defines system requirements for a separate NPAC test-bed suitable to meet the industry performance volume test needs.  Service Providers could use this test-bed at any time without support.  Testing support, including setup, would be provided as agreed.

Feb ’04 APT, discussion.  WNPO discussed this issue in December and January.  Several high-level requirements were provided to the APT, and discussed.

Apr ’04 APT, discussion.  The group discussed this.  A concern was raised about the name of this change order (“Production Equivalent Test Bed”), yet there are specific performance volumes mentioned.  If this truly should be “Production Equivalent” then it should mirror the production configuration, and not contain other performance requirements.  Since the desire was to meet certain performance levels, it was agreed to change “Production Equivalent” to “Performance”.  It was mentioned that the need for this test environment should be verified with the WNPO, in the context of something that is more cost effective, so the APT requested that the WNPO review this again, reconsider their specifications, and if still desired, resubmit to the APT for future discussions.

Major points/processing flow/high-level requirements:

1. Desire for a high-volume capable NPAC test environment.

2. Mimic the production environment.

3. Capable of handling large quantities of SOAs and LSMSs.

4. Capable of meeting the performance specifications in the FRS.

5. NPAC SMS software version same as production environment.

Requirements:

1. SOA-to-NPAC Bandwidth-Combined (Sustained) – The combined bandwidth between all SOAs and the NPAC test environment shall support up to 12 messages a second (sustained).  NOTE:  This performance is based on a quiet system with no other activity at the same time.

2. SOA-to-NPAC Bandwidth-Individual (Sustained) – The individual bandwidth between a single SOA and the NPAC test environment shall support up to 2 messages a second (sustained).  NOTE:  This performance is based on a quiet system with no other activity at the same time.

3. Multiple Regions in the NPAC Test Environment – The NPAC test environment shall be configurable to support at least two regions.

4. Multiple Connections for Same SPID – The NPAC test environment, when two or more regions are actively operating, shall allow a SPID (primary SPID) to maintain multiple NPAC associations (one SOA association and one LSMS association per region).

5. NPAC Software Version Consistency – The NPAC test environment shall maintain the same version of the NPAC SMS software as the production environment.  In cases, where a software upgrade is being implemented, the NPAC test environment will be upgraded after all production regions have been upgraded.

6. LSMS Connections to the NPAC – The NPAC test environment shall support up to 30 concurrent LSMS associations.

7. NPAC Test Environment Performance Spec – The NPAC test environment shall meet the performance specifications as currently defined in the FRS.

Assumptions:

1. Failover Site – The NPAC test environment will NOT maintain a separate failover site.

2. SOA Connections to the NPAC – The NPAC test environment will allow every SOA to connect to the NPAC.

3. Limited SOA activity to the NPAC – Although the NPAC test environment will allow every SOA to connect to the NPAC, only a limited number will be actively sending/receiving messages at any single point in time.  The assumption is that this would not exceed X.

IIS

No Change Required

GDMO

No Change Required

ASN.1

No Change Required

M&P

TBD

Origination Date:  3/11/04

Originator:  Architecture Planning Team

Change Order Number:  NANC 392
Description:  Removal of Cloned Copies of SVs and NPBs

Cumulative SP Priority, Weighted Average:  

Functional Backwards Compatible:  YES

IMPACT/CHANGE ASSESSMENT

	FRS
	IIS
	GDMO
	ASN.1
	NPAC
	SOA
	LSMS

	Y
	Y
	Y
	
	TBD
	N/A
	N/A


Business Need:

Currently, the FRS requires the NPAC to create cloned copies of SVs and NPBs (a pre-change snapshot, with a new ID and status = old) when various updates are performed (modifies, NPA Splits, SPID Migrations, etc.).  This is in addition to updating the data on the “real” SV/NPB.  These cloned copies are never broadcast to the SOA or LSMS, so neither system knows about these SVs/NPBs.

As an example, a TN is ported, and is assigned SV-ID 100.  That number is part of an NPA Split, a cloned copy is created (SV-ID 110 status = old), and SV-ID 100 is updated with the current NPA Split info.  The number has a GTT data change, a cloned copy is created (SV-ID 120 status = old), and SV-ID 100 is updated with the new GTT info.  The number has another GTT data change, a cloned copy is created (SV-ID 130 status = old), and SV-ID 100 is updated with the new GTT info.  The number is then ported to another SP, and a new known/broadcasted SV is created (SV-ID 200).
When discussed during the Mar ’04 APT meeting, some Service Providers stated that the current functionality is confusing because of the cloned copies, which are returned in a query, since the SOA or LSMS does not know about these ported numbers and their associated “intermediate” SV-IDs.

This change order will remedy this situation by eliminating the “intermediate” records (110, 120, 130).  The known/broadcasted records (100, 200, 300) will remain in the NPAC, based on current functionality.

Based on current tunable values, these cloned copies are maintained for 180 days, and maintaining them utilizes a significant amount of NPAC processing.

Description of Change:

The functionality for SV/NPB data within the NPAC will be modified to only update the known/broadcasted SV/NPB to reflect the current SV/NPB data.

In the proposed update, “intermediate” SVs/NPBs (i.e., pre-change snapshots which are the cloned copies) will no longer be maintained in the NPAC.

Requirements:

Removal of current FRS requirements that relate to cloned SVs/NPBs.

IIS

Documentation only.

GDMO

Documentation only.

ASN.1

No Change Required

M&P

TBD







� It is appropriate to prevent the creation of a pooled block if any non-ported number in the block is “port-protected” since to allow the block’s creation would result in an inadvertent port of these numbers if the block eventually is assigned to another switch.  But the intra-SP porting activity required before creating a contaminated block must be allowed to occur without requiring end-users to temporarily lift the port restrictions on their numbers.  It therefore appears that an exception to the port protection validation is required, to allow a protected number to be intra-SP ported even if the number is “Port Protected.”  Without network data that is unavailable to NPAC today, the NPAC could not reliably determine whether an intra-SP port maintains the telephone number’s association with the same switch from which the number was served before the intra-SP port occurred.  A reasonable compromise appears to suppress the “Port-Protect” check when validating intra-SP ports rather than develop an elaborate validation process to address this scenario more completely.


� A modify of an active SV’s or block’s LRN can result in the move of a telephone number to a different switch and thus could result in an inadvertent port.  NeuStar is not proposing the “Port Protect” validation be applied to Modify actions because of the complexity of such validation.


� The validation of intra-SP ports occurs only if the involved SP has indicated in its NPAC SMS profile that this validation is desired.


� It is appropriate to prevent the creation of a pooled block if any non-ported number in the block is on the Port Protection list, since to allow the block’s creation would result in an inadvertent port of these numbers when (if) the block eventually is assigned to another switch.  But the intra-SP porting activity, necessary before creating a contaminated block, is allowed to occur without requiring that the port restrictions be lifted from TNs in the block.  This exception to the Port Protection validation is provided in order to allow a TN to be intra-SP ported even if the TN is on the Port Protection list.  The option to include intra-SP ports in the Port Protection validation process is provided at the individual LSP’s request.


� A modify of the LRN in an active SV or block record also can result in the move of a telephone number to a different switch and thus could result in an inadvertent port.  However, NeuStar is not proposing the Port Protection validation be applied to Modify actions because of the complexity of such a validation.
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